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#### Abstract

A new method is introduced for solving constrained optimization problems in which the derivatives of the constraints are available but the derivatives of the objective function are not. The method is based on the inexact restoration framework, by means of which each iteration is divided in two phases. In the first phase one considers only the constraints, in order to improve feasibility. In the second phase one minimizes a suitable objective function subject to a linear approximation of the constraints. The second phase must be solved using derivative-free methods. An algorithm introduced recently by Kolda, Lewis, and Torczon for linearly constrained derivativefree optimization is employed for this purpose. Under usual assumptions, convergence to stationary points is proved. A computer implementation is described and numerical experiments are presented.
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1. Introduction. In this paper we address nonlinear programming problems in which the derivatives of the objective function are not available, whereas the derivatives of the constraints are [37]. Several methods take advantage of the simplicity of boxes and linear constraints $[16,27,32,33,49]$ or need sufficient thickness of the feasible set $[10,11]$. Here, we have in mind more general, perhaps highly nonlinear, constraints. We believe that approaches in which one evaluates function and constraints at the same points (for example, the augmented Lagrangian approaches of $[17,25,34,35]$ ) are not fully satisfactory because sometimes the presence of topologically complex constraints causes the necessity of performing many evaluations. In these cases, the intrinsically expensive objective function could be unnecessarily computed, increasing the overall computational cost.

In this context, methods that separately evaluate constraints and objective function seem to be useful. The key point is that one should not evaluate the objective function when the partial (possibly difficult) goal is to improve feasibility. Inexact restoration (IR) methods are well suited for this purpose.

Restoration ideas have a long tradition in constrained optimization. Rosen [53, 54] introduced gradient projection methods for linear and nonlinear constraints, Miele and his coworkers [43, 44, 45] developed sequential gradient restoration ideas, whose rigorous convergence theory was proved by Rom and Avriel [51, 52]. Generalized

[^0]reduced gradient methods $[1,30]$ are still frequently used in engineering applications. In all these cases restoration is performed along specifically given directions (gradient-related in [53, 54, 43, 44, 45] and coordinate directions in [1, 30]). Methods with free restoration procedures have been recently introduced in [13, 21, 20, 39, 40], among others.

The main iteration of modern IR methods for smooth constrained optimization $[15,19,21,23,39,40]$ proceeds in two phases. In the first (restoration) phase, feasibility is improved without evaluations of the objective function at all. In the second (optimization) phase, one improves the objective function (or a Lagrangian, or an augmented Lagrangian with moderate penalty parameter) on a tangent approximation to the constraints. The resulting trial point is accepted, or not, according to trust region [39, 40], line search [19], or filter criteria [21, 23]. If the trial point is rejected, a new trial point is taken closer to the restored point obtained at the end of the first phase. Convergence to KKT points under regularity assumptions is usually obtained and superlinear convergence can be proved for local versions of the methods [15, 23]. A method that resembles IR ideas in the global optimization field was introduced in [41]. IR has been successfully applied to control problems [24, 12].

The IR approach is useful for the problems that we have in mind for two reasons. On one hand, difficulties associated with the fulfillment of the constraints are transferred to the first phase of the iterations, in which the objective function (whose derivatives are not available) plays no role. Therefore, we can take advantage of well established smooth optimization tools in the restoration phase. On the other hand, the optimization phase needs derivative-free minimization with linear constraints, a problem for which there exist adequate algorithms, in particular, the generating search set (GSS) method introduced by Kolda, Lewis, and Torczon [26, 28].

Although this paper deals with optimization problems in which constraint derivatives are available but function derivatives are not, it is worthwhile to mention that the IR philosophy applies to more general situations. For instance, consider the case in which function derivatives are available too, but evaluation is very expensive. In this case it is better to deal with infeasibility in a way that is independent of evaluating the objective function. Moreover, if some constraint evaluations are expensive and others are not, it is sensible to include the expensive constraints in the objective function in an augmented Lagrangian context with constrained subproblems [3]. In this way, the IR method turns out to be appropriate for solving the constrained augmented Lagrangian subproblems.

This paper is organized as follows. In section 2 we discuss some preliminaries. In section 3 we describe the derivative-free IR algorithm. In section 4 we analyze the algorithm's convergence. In section 5 we discuss implementation details. Numerical experiments are shown in section 6. Finally, section 7 is devoted to conclusions and lines for future research.

Notation. The symbol $\|\cdot\|$ will denote the Euclidean norm on $\mathbb{R}^{n}$.
We denote $\mathbb{N}=\{0,1,2, \ldots\}$.
The set of the nonnegative real numbers is denoted by $\mathbb{R}_{+}$.
$P_{D}(x)$ will be the Euclidean projection of $x$ on the closed convex set $D$.
The Euclidean ball with center $x$ and radius $\delta$ will be denoted $B(x, \delta)$.
2. Preliminary background. In this section we discuss sequential optimality conditions, constraint qualifications, and the GSS method. Our IR method will employ the GSS algorithm for solving optimization subproblems. Each GSS execution
finishes when local variations of small size $\Delta$ are unsuccessful. The theory of GSS guarantees a small gradient projection when this happens [28]. This property will help us to prove that limit points of sequences generated by the IR method satisfy the approximate gradient projection (AGP) property, which is a sequential necessary optimality condition. The AGP property, together with a weak constraint qualification, implies that the IR algorithm finds KKT points.

We consider the nonlinear programming problem in the form

$$
\begin{equation*}
\text { Minimize } f(x) \text { subject to } h(x)=0, g(x) \leq 0 \tag{2.1}
\end{equation*}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}, h: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}, g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$ are smooth.
Sequential optimality conditions $[4,8,42]$ are motivated by the stopping convergence criteria usually employed in algorithms for solving (2.1). The execution of an algorithm generally stops, declaring "success" or "convergence," when some property $\mathcal{P}(\varepsilon)$ is fulfilled by the $k$ th iterate, where $\varepsilon>0$ is a small tolerance given by the user. For example, if $\mathcal{P}(0)$ represents the KKT conditions, the fulfillment of $\mathcal{P}(\varepsilon)$ indicates the satisfaction of KKT up to the tolerance $\varepsilon$. We say that the sequential optimality condition associated with the property $\mathcal{P}$ is fulfilled at a feasible point $x^{*}$ if there exists sequences $x^{k} \rightarrow x^{*}$ and $\varepsilon_{k} \rightarrow 0$ such that $\mathcal{P}\left(\varepsilon_{k}\right)$ holds at $x^{k}$ for all $k$. Usually, sequential optimality conditions are fulfilled at local minimizers of (2.1) independently of the satisfaction of regularity assumptions (constraint qualifications). For example, consider the problem of minimizing $x_{1}$ subject to $x_{1}^{2}=0$, whose unique minimizer is $x_{1}^{*}=0$. The KKT conditions do not hold at the solution, but the associated approximate KKT (AKKT) sequential optimality condition does.

We are concerned with the AGP sequential optimality condition introduced in [42]. Given $\eta \in(0, \infty]$, a feasible point $x^{*}$ is said to satisfy AGP $(\eta)$ if there exist sequences $\left\{x^{k}\right\} \subset \mathbb{R}^{n}$ and $\left\{\varepsilon_{k}\right\} \subset \mathbb{R}_{+}$such that $x^{k} \rightarrow x^{*}, \varepsilon_{k} \rightarrow 0$, and

$$
\begin{equation*}
\left\|P_{D_{k}}\left(x^{k}-\nabla f\left(x^{k}\right)\right)-x^{k}\right\| \leq \varepsilon_{k} \tag{2.2}
\end{equation*}
$$

where $D_{k}$ is the set of points $x \in \mathbb{R}^{n}$ defined by

$$
\begin{aligned}
& \nabla h_{i}\left(x^{k}\right)^{T}\left(x-x^{k}\right)=0 \text { for all } i=1, \ldots, m \\
& \nabla g_{j}\left(x^{k}\right)^{T}\left(x-x^{k}\right) \leq 0 \text { for all } j \text { such that } g_{j}\left(x^{k}\right) \geq 0
\end{aligned}
$$

and

$$
g_{j}\left(x^{k}\right)+\nabla g_{j}\left(x^{k}\right)^{T}\left(x-x^{k}\right) \leq 0 \text { for all } j \text { such that }-\eta<g_{j}\left(x^{k}\right)<0
$$

It can be proved that $\operatorname{AGP}(\eta)$ is equivalent to $\operatorname{AGP}\left(\eta^{\prime}\right)$ for all $\eta, \eta^{\prime} \in(0, \infty][42]$. For this reason we always write AGP instead of $\operatorname{AGP}(\eta)$.

It is interesting to observe that although the exact forms of AKKT and AGP are equivalent, the corresponding sequential conditions are not. (AGP is strictly stronger than AKKT [4].)

Constraint qualifications are properties of the constraints of nonlinear programming problems that when satisfied at a local minimizer $x^{*}$, independently of the objective function, imply that $x^{*}$ fulfills the KKT conditions. In other words, if CQ is a constraint qualification, a necessary optimality condition is that the KKT conditions are fulfilled or the CQ condition does not hold. As a consequence, weak constraint qualifications produce strong optimality conditions. The best known constraint qualifications are LICQ (linear independence of the gradients of active constraints) and

Mangasarian-Fromovitz (MFCQ). The constant positive linear dependence condition (CPLD) is a weaker constraint qualification than LICQ and MFCQ, introduced in [50]. In [7] the status of CPLD with respect to other constraint qualifications was elucidated.

Assume that $D$ is the feasible set of (2.1). We say that the CPLD condition holds at $x^{*} \in D$ if, whenever there exist $I_{1} \subseteq\{1, \ldots, m\}, I_{2} \subseteq\{1, \ldots, p\}, \lambda^{*} \in \mathbb{R}^{m}$, such that $\lambda_{i}^{*}=0$ if $i \notin I_{1}$, and $\mu^{*} \in \mathbb{R}_{+}^{p}$ such that $\mu_{i}^{*}=0$ if $i \notin I_{2}$, satisfying $\left\|\lambda^{*}\right\|+\left\|\mu^{*}\right\|>0$ and

$$
\sum_{i \in I_{1}} \lambda_{i}^{*} \nabla h_{i}\left(x^{*}\right)+\sum_{i \in I_{2}} \mu_{i}^{*} \nabla g_{i}\left(x^{*}\right)=0
$$

we have that there exists $\delta>0$ such that for all $x \in B\left(x^{*}, \delta\right)$, the gradients $\nabla h_{i}(x)$, $\nabla g_{j}(x), i \in I_{1}, j \in I_{2}$, are linearly dependent. (In simple words, the "positive linear dependence" of some gradients of active constraints imply that the same gradients remain linearly dependent in a neighborhood of $x^{*}$.)

This constraint qualification is weaker than MFCQ. Thus, results ensuring KKT under CPLD are stronger than results in which KKT is guaranteed subject to the fulfillment of MFCQ or LICQ. This attractive feature has already motivated the introduction of augmented Lagrangian derivative-free methods in which optimality in the limit is associated with CPLD [17, 35].

Weaker constraints qualifications that imply the KKT conditions when associated with sequential optimality conditions were recently introduced in $[5,6]$.

GSS is a derivative-free method for linearly constrained optimization [26, 28]. At each iteration of GSS a finite search set $G^{k}$ is generated. The directions in $G^{k}$ generate the tangent cone of the almost active constraints at the current iterate. The norms of these directions are bounded below and above by positive algorithmic parameters and satisfy a minimum angle condition given by another algorithmic parameter. A set of heuristics directions $H^{k}$ can also be used for the search. The use of these directions does not interfere in the convergence analysis of the algorithm but may be important in practice.

Given a step size $t_{k}$, an iteration of GSS is deemed successful if the objective function $f$ has a sufficient decrease along a feasible step $t_{k} d^{k}$ for some $d^{k} \in G^{k} \cup H^{k}$. In this case, the algorithm obtains the new iterate taking this step and moves on. The sufficient decrease is measured with a monotone function $\rho: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that $\lim \frac{\rho(t)}{t}=0$. Usually (for example, at the implementation in [47]), the forcing function $\rho$ has the form $\alpha t^{2}$, where $\alpha>0$ is an algorithmic parameter.

An iteration of the GSS algorithm is deemed unsuccessful if $f\left(x^{k}+t_{k} d^{k}\right) \geq$ $f\left(x^{k}\right)-\rho\left(t_{k}\right)$ for all $d^{k} \in G^{k} \cup H^{k}$. In this case the algorithm stays at the current point and reduces the step size by a fixed ratio. The algorithm stops when $t_{k}<\Delta$, where $\Delta>0$ is an algorithmic parameter that defines the convergence criterion. In [28] the authors show how to associate the projected gradient at unsuccessful iterates with the step size $t_{k}$. As a consequence, the size of the projected gradient at the final point is bounded by a multiple of $\Delta$.

The GSS version implemented in [47] will be used to solve the subproblems of our IR algorithm. We will use all the default parameters of [47], with the exception of the stopping criterion $\Delta$, that will be determined at each iteration of the IR algorithm.
3. IR algorithm. The problem considered in the rest of this paper is

$$
\begin{equation*}
\text { Minimize } f(x) \text { subject to } \quad h(x)=0 \quad \text { and } \quad x \in \Omega, \tag{3.1}
\end{equation*}
$$

where $f: \Omega \subseteq \mathbb{R}^{n} \rightarrow \mathbb{R}, h: \Omega \rightarrow \mathbb{R}^{m}$, and $\Omega$ is a bounded polytope given by

$$
\begin{equation*}
\Omega=\left\{x \in \mathbb{R}^{n} \mid a_{i}^{T} x \leq b_{i}, i=1, \ldots, p\right\} \tag{3.2}
\end{equation*}
$$

We assume that the polytope $\Omega$ is bounded because, in the convergence theory, we need to ensure boundedness of the generated sequence $\left\{x^{k}\right\} \subseteq \Omega$. Boundedness of $\Omega$ is the most natural sufficient condition on the problem that guarantees boundedness of the sequence. The algorithm is well defined and finds optimal points even without the boundedness assumption on $\Omega$ whenever the sequence $\left\{x^{k}\right\}$ is bounded.

We assume that $h$ is smooth and its first derivatives are available.
For all $x \in \Omega, \theta \in(0,1)$ we define the merit function $\Phi(x, \theta)$ by

$$
\begin{equation*}
\Phi(x, \theta)=\theta f(x)+(1-\theta)\|h(x)\| \tag{3.3}
\end{equation*}
$$

The main algorithm considered in this paper is defined as follows.
AlGorithm 1. Let $r \in[0,1), \beta>0, \bar{\mu} \geq \gamma>0$, and $1<\alpha_{l} \leq \alpha_{u}$ be algorithmic parameters. Choose $x^{0} \in \Omega, \theta_{0} \in(0,1)$. Set $k \leftarrow 0$.

Step 1. Restoration.
Compute $y^{k} \in \Omega$ such that

$$
\begin{equation*}
\left\|h\left(y^{k}\right)\right\| \leq r\left\|h\left(x^{k}\right)\right\| \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|y^{k}-x^{k}\right\| \leq \beta\left\|h\left(x^{k}\right)\right\| \tag{3.5}
\end{equation*}
$$

Step 2. Penalty parameter.
If

$$
\begin{equation*}
\Phi\left(y^{k}, \theta_{k}\right)-\Phi\left(x^{k}, \theta_{k}\right) \leq \frac{1-r}{2}\left(\left\|h\left(y^{k}\right)\right\|-\left\|h\left(x^{k}\right)\right\|\right) \tag{3.6}
\end{equation*}
$$

set $\theta_{k+1}=\theta_{k}$.
Else, compute

$$
\begin{equation*}
\theta_{k+1}=\frac{(1+r)\left(\left\|h\left(x^{k}\right)\right\|-\left\|h\left(y^{k}\right)\right\|\right)}{2\left[f\left(y^{k}\right)-f\left(x^{k}\right)+\left\|h\left(x^{k}\right)\right\|-\left\|h\left(y^{k}\right)\right\|\right]} \tag{3.7}
\end{equation*}
$$

Step 3. Optimization and regularization.
Choose $\mu \in[\gamma, \bar{\mu}]$.
Step 3.1. Tangent set descent of the regularized objective function.
Find $d \in \mathbb{R}^{n}$ such that $y^{k}+d \in \Omega, \nabla h\left(y^{k}\right)^{T} d=0$, and

$$
\begin{equation*}
f\left(y^{k}+d\right)+\mu\|d\|^{2} \leq f\left(y^{k}\right) \tag{3.8}
\end{equation*}
$$

Step 3.2. Descent condition for the merit function.
If

$$
\begin{equation*}
\Phi\left(y^{k}+d, \theta_{k+1}\right) \leq \Phi\left(x^{k}, \theta_{k+1}\right)+\frac{1-r}{2}\left(\left\|h\left(y^{k}\right)\right\|-\left\|h\left(x^{k}\right)\right\|\right) \tag{3.9}
\end{equation*}
$$

define $d^{k}=d, \mu_{k}=\mu, x^{k+1}=y^{k}+d^{k}$, update $k \leftarrow k+1$, and go to Step 1. Else, update

$$
\begin{equation*}
\mu \in\left[\alpha_{l} \mu, \alpha_{u} \mu\right] \tag{3.10}
\end{equation*}
$$

and go to Step 3.1.

## Remarks.

1. The conditions stated at Step 3.1 are not sufficient to prove convergence to points that satisfy optimality conditions. Note that even the trivial choice $d=0$ satisfies these requirements. In this case we will still be able to prove feasibility of limit points, but not optimality. The proof of optimality will result from choosing $d$ as an approximate solution of the subproblem

$$
\begin{array}{ll}
\text { Minimize } & f\left(y^{k}+d\right)+\mu\|d\|^{2} \\
\text { subject to } & \nabla h\left(y^{k}\right)^{T} d=0,  \tag{3.11}\\
& y^{k}+d \in \Omega,
\end{array}
$$

which should satisfy the stopping criterion of GSS with a small tolerance $\Delta_{k}$. This requirement will be stated as a precise assumption later.
2. An interesting case is when $d=0$ is the only feasible solution of (3.11). Since the constraints of the minimization subproblem are linear, the KKT conditions of the subproblem are exactly satisfied at $d=0$. If the current point is feasible, $y^{k}$ is a solution of the original problem. Otherwise, there will be new restoration phases and so new opportunities of improving feasibility. If $d=0$ remains the only feasible point at all the iterations, convergence will occur according to the theory that will be presented in this paper.
3 . In the present paper we adopted the restoration criterion (3.5), used in [21, 39, 40], instead of the one used by Fischer and Friedlander in [19]. The condition $\left\|y^{k}-x^{k}\right\| \leq \beta\left\|h\left(x^{k}\right)\right\|$ says that $y^{k}$ should not be very far from $x^{k}$; otherwise the algorithm could choose $y^{k}$ equal to the same feasible point at every restoration phase. Fischer and Friedlander use, instead of (3.5), the related condition $f\left(y^{k}\right) \leq f\left(x^{k}\right)+\beta\left\|h\left(x^{k}\right)\right\|$. Under a Lipschitz assumption on $f$, the latter is implied by (3.5) (with a different constant). However, we prefer to use (3.5) here because this condition does not involve $f$, which is supposed to be the expensive function. In other words, with the present requirement, the restoration phase does not need to evaluate $f$ at all.
4. The merit function used in this paper is $\Phi(x, \theta)=\theta f(x)+(1-\theta)\|h(x)\|$. As in usual penalty algorithms, very small values of $\theta$ reduce the merit function to a mere almost-infeasibility measure. In order to keep a good balance between optimality and feasibility, we do not want very quick reductions of the penalty parameter $\theta$. In [19] the new value of $\theta$ is computed as the maximum value of $\{\theta, \theta / 2, \theta / 4, \ldots\}$ such that (3.6) is satisfied. In the present paper, by means of formula (3.7), we compute the maximum possible $\theta$ such that (3.6) is fulfilled. Therefore, our explicit computation of the maximum possible $\theta$ yields a larger value of the penalty parameter than the one computed using [19].
5. The practical effectiveness of Algorithm 1 relies strongly on the efficiency of the method used to solve (3.11). Algorithm 1 defines a sequence of alternated restoration and linearly constrained minimization steps. The objective function at the minimization steps is the objective function of the original problem plus a regularization term. This formulation is adequate for the employment of derivative-free minimization on the tangent subspace. The IR formulation [19], which is based on line searches, is not appropriate since in that case, one needs to guarantee that descent is possible along the obtained direction without explicit gradient information.
4. Convergence. Let us first state some assumptions that will be used in this section. The first assumption is that the restoration step is well defined.

Assumption A1. For all $k=0,1,2, \ldots$ it is possible to compute $y^{k} \in \Omega$ such that (3.4) and (3.5) are fulfilled.

Clearly, this assumption ceases to be satisfied when, for example, the feasible set is empty. Sufficient regularity conditions on the problem that guarantee that Assumption A1 holds have been given in [19, 39]. In [39] the LICQ is used to ensure that Assumption A1 holds in a neighborhood of the solution. In [19] it is shown that if the MFCQ holds at all feasible points of (3.1), then the restoration step is always well defined.

On the other hand, recall that the existence of an "error bound" related to the feasible set means that the distance between $x$ and the feasible set is bounded by a multiple of $\|h(x)\|$. Therefore, if an "error bound" with factor $\beta$ exists, then for each $x^{k}$ there exists a feasible $\bar{y}^{k}$ such that $\left\|\bar{y}^{k}-x^{k}\right\| \leq \beta\left\|h\left(x^{k}\right)\right\|$. In other words, it is possible to find $y^{k}$ that fulfills conditions (3.4) and (3.5). If $\beta$ needs to be very large, this means that very large variations in $x$ are necessary to produce small variations in $h$. This is typical of situations in which constraint qualifications do not hold.

The following assumption states that $f$ satisfies a Lipschitz condition.
Assumption A2. There exists $L_{f}>0$ such that

$$
\begin{equation*}
|f(x)-f(y)| \leq L_{f}\|x-y\| \tag{4.1}
\end{equation*}
$$

for all $x, y \in \Omega$.
Lemma 4.1. Assume that A1 and A2 are fulfilled. Then, for all $k \in \mathbb{N}$, Steps 1 and 2 of Algorithm 1 are well defined. Moreover, the sequence $\left\{\theta_{k}\right\}$ is nonincreasing, the inequality

$$
\begin{equation*}
\Phi\left(y^{k}, \theta_{k+1}\right)-\Phi\left(x^{k}, \theta_{k+1}\right) \leq \frac{1-r}{2}\left(\left\|h\left(y^{k}\right)\right\|-\left\|h\left(x^{k}\right)\right\|\right) \tag{4.2}
\end{equation*}
$$

is fulfilled for all $k$, and there exists $\bar{\theta}>0$ such that

$$
\begin{equation*}
\theta_{k} \downarrow \bar{\theta} \tag{4.3}
\end{equation*}
$$

Proof. Step 1 is well defined by Assumption A1.
Assuming that $\theta_{k}>0$ we will first prove that Step 2 is well defined and that $0<\theta_{k+1} \leq \theta_{k}$. Using Assumption A1, if $\left\|h\left(y^{k}\right)\right\|-\left\|h\left(x^{k}\right)\right\|=0$, then by (3.4) we have that $\left\|h\left(y^{k}\right)\right\|=\left\|h\left(x^{k}\right)\right\|=0$. Therefore by (3.5) $y^{k}=x^{k}$. So, $\Phi\left(x^{k}, \theta_{k}\right)=\Phi\left(y^{k}, \theta_{k}\right)$. Thus (3.6) holds in this case and consequently $\theta_{k+1}=\theta_{k}>0$.

Therefore, it remains to consider only the case in which $\left\|h\left(y^{k}\right)\right\|<\left\|h\left(x^{k}\right)\right\|$. In this case we obtain that

$$
\begin{equation*}
\left\|h\left(x^{k}\right)\right\|-\left\|h\left(y^{k}\right)\right\|+\frac{1-r}{2}\left(\left\|h\left(y^{k}\right)\right\|-\left\|h\left(x^{k}\right)\right\|\right)=\frac{1+r}{2}\left(\left\|h\left(x^{k}\right)\right\|-\left\|h\left(y^{k}\right)\right\|\right)>0 \tag{4.4}
\end{equation*}
$$

By direct calculations, the inequality (3.6) is equivalent to

$$
\begin{align*}
& \theta_{k}\left[f\left(y^{k}\right)-f\left(x^{k}\right)+\left\|h\left(x^{k}\right)\right\|-\left\|h\left(y^{k}\right)\right\|\right]  \tag{4.5}\\
& \quad \leq\left\|h\left(x^{k}\right)\right\|-\left\|h\left(y^{k}\right)\right\|+\frac{1-r}{2}\left(\left\|h\left(y^{k}\right)\right\|-\left\|h\left(x^{k}\right)\right\|\right)
\end{align*}
$$

Thus, by (4.4) and the fact that $\theta_{k}>0$, the requirement (3.6) is fulfilled whenever $f\left(y^{k}\right)-f\left(x^{k}\right)+\left\|h\left(x^{k}\right)\right\|-\left\|h\left(y^{k}\right)\right\| \leq 0$. In this case, the algorithm also chooses $\theta_{k+1}=\theta_{k}>0$.

Therefore, we only need to consider the case in which

$$
f\left(y^{k}\right)-f\left(x^{k}\right)+\left\|h\left(x^{k}\right)\right\|-\left\|h\left(y^{k}\right)\right\|>0 .
$$

In this case, both the numerator and the denominator of (3.7) are positive. So, it turns out that $\theta_{k+1}>0$ whenever $\theta_{k+1}$ is equal to $\theta_{k}$ or it is defined by (3.7). Moreover, if (3.6) does not hold, then by (4.5) we have that

$$
\Phi\left(y^{k}, \theta\right)-\Phi\left(x^{k}, \theta\right)>\frac{1-r}{2}\left(\left\|h\left(y^{k}\right)\right\|-\left\|h\left(x^{k}\right)\right\|\right)
$$

for all $\theta \geq \theta_{k}$. Now, since the choice (3.7) obviously implies that

$$
\begin{align*}
& \theta_{k+1}\left[f\left(y^{k}\right)-f\left(x^{k}\right)+\left\|h\left(x^{k}\right)\right\|-\left\|h\left(y^{k}\right)\right\|\right]  \tag{4.6}\\
& \quad=\left\|h\left(x^{k}\right)\right\|-\left\|h\left(y^{k}\right)\right\|+\frac{1-r}{2}\left(\left\|h\left(y^{k}\right)\right\|-\left\|h\left(x^{k}\right)\right\|\right)
\end{align*}
$$

we conclude that $0<\theta_{k+1} \leq \theta_{k}$ in all cases. So, since $\theta_{0} \in(0,1)$ as a initial parameter of the algorithm, the sequence $\left\{\theta_{k}\right\}$ is positive and nonincreasing. Furthermore, by (3.6), (3.7), and (4.6), we have that

$$
\Phi\left(y^{k}, \theta_{k+1}\right)-\Phi\left(x^{k}, \theta_{k+1}\right) \leq \frac{1-r}{2}\left(\left\|h\left(y^{k}\right)\right\|-\left\|h\left(x^{k}\right)\right\|\right) .
$$

It only remains to prove that the sequence $\left\{\theta_{k}\right\}$ is bounded away from zero. For this purpose, it suffices to show that $\theta_{k+1}$ is greater than a fixed positive number when it is defined by (3.7). In this case we have that

$$
\begin{aligned}
\frac{1}{\theta_{k+1}} & =\frac{2\left[f\left(y^{k}\right)-f\left(x^{k}\right)+\left\|h\left(x^{k}\right)\right\|-\left\|h\left(y^{k}\right)\right\|\right]}{(1+r)\left[\left\|h\left(x^{k}\right)\right\|-\left\|h\left(y^{k}\right)\right\|\right]} \\
& \leq \frac{2}{1+r}\left[\frac{\left|f\left(y^{k}\right)-f\left(x^{k}\right)\right|}{\left\|h\left(x^{k}\right)\right\|-\left\|h\left(y^{k}\right)\right\|}+1\right] .
\end{aligned}
$$

Thus, by (4.1), (3.4), and (3.5),

$$
\begin{equation*}
\frac{1}{\theta_{k+1}} \leq \frac{2}{1+r}\left[\frac{L_{f} \beta}{1-r}+1\right] \tag{4.7}
\end{equation*}
$$

This implies that the sequence $\left\{1 / \theta_{k+1}\right\}$ is bounded. Therefore, the sequence $\left\{\theta_{k}\right\}$ is bounded away from zero, as we wanted to prove.

Formula (4.7) shows that the penalty parameter $\theta$ can be close to zero only if $L_{f} \beta$ is big. Now, $L_{f}$ is the Lipschitz constant of $f$ (a characteristic of the problem) which measures the variation of the objective function. It is natural that objective functions with large variations need "bad" penalty parameters, since one needs to penalize the constraints to equilibrate functional variations. Moreover, by (4.7), the cause of $\theta$ being small could be the fact that (3.5) holds only for big values of $\beta$. This means that the variation of the constraints is small as a function of $x$, so $\|h(x)\|$ is small far from the solution and very small penalty parameters are necessary in order to compensate the variation of $f$.

From now on, we employ an additional smoothness condition on $h$. Essentially, we are going to assume that $\nabla h$ satisfies a Lipschitz condition. This is a sufficient condition for the fulfillment of Assumption A3 below.

Assumption A3. There exists $L_{h}>0$ such that for all $d \in \mathbb{R}^{n}, y \in \Omega$ such that $y+d \in \Omega$ and $\nabla h(y)^{T} d=0$, one has

$$
\begin{equation*}
\|h(y+d)\| \leq\|h(y)\|+L_{h}\|d\|^{2} \tag{4.8}
\end{equation*}
$$

Let us prove now that if $\mu$ is large enough, then condition (3.8) implies that condition (3.9) is fulfilled.

Lemma 4.2. Assume that A1, A2, and A3 are fulfilled. Let $x^{k} \in \Omega$ be an iterate computed by Algorithm 1. Then, after a finite number of updates (3.10), condition (3.9) is satisfied. Moreover, there exists $\mu_{\text {bound }}>0$ such that $\mu_{k} \leq \mu_{\text {bound }}$ for all $k \in \mathbb{N}$.

Proof. By (3.10) and the initialization of $\mu$ at Step $3, \mu \geq \gamma$ at all the IR iterations. Therefore, by (3.8),

$$
f\left(y^{k}+d\right)+\gamma\|d\|^{2} \leq f\left(y^{k}+d\right)+\mu\|d\|^{2} \leq f\left(y^{k}\right)
$$

Let us show now that condition (3.9) holds for $\mu$ large enough. By Lemma 4.1, there exists $\bar{\theta}>0$ such that

$$
\begin{equation*}
\theta_{k} \geq \bar{\theta} \text { for all } k \tag{4.9}
\end{equation*}
$$

We are going to prove now that if

$$
\begin{equation*}
\mu \geq \frac{1-\bar{\theta}}{\bar{\theta}} L_{h} \tag{4.10}
\end{equation*}
$$

then inequality (3.9) is also fulfilled.
By (4.10) we have that

$$
\begin{equation*}
(1-\bar{\theta}) L_{h}-\bar{\theta} \mu \leq 0 \tag{4.11}
\end{equation*}
$$

By (4.2), Assumption A3, and the definition of $\Phi$, we have

$$
\begin{align*}
& \Phi\left(y^{k}+d, \theta_{k+1}\right)-\Phi\left(x^{k}, \theta_{k+1}\right)  \tag{4.12}\\
&= \Phi\left(y^{k}+d, \theta_{k+1}\right)-\Phi\left(y^{k}, \theta_{k+1}\right)+\Phi\left(y^{k}, \theta_{k+1}\right)-\Phi\left(x^{k}, \theta_{k+1}\right) \\
& \leq \theta_{k+1}\left[f\left(y^{k}+d\right)-f\left(y^{k}\right)\right]+\left(1-\theta_{k+1}\right)\left(\left\|h\left(y^{k}+d\right)\right\|-\left\|h\left(y^{k}\right)\right\|\right) \\
&+\frac{1-r}{2}\left(\left\|h\left(y^{k}\right)\right\|-\left\|h\left(x^{k}\right)\right\|\right) \\
& \leq-\theta_{k+1} \mu\|d\|^{2}+\left(1-\theta_{k+1}\right) L_{h}\|d\|^{2}+\frac{1-r}{2}\left(\left\|h\left(y^{k}\right)\right\|-\left\|h\left(x^{k}\right)\right\|\right)
\end{align*}
$$

But, by (4.9) and (4.11),

$$
\begin{equation*}
-\theta_{k+1} \mu\|d\|^{2}+\left(1-\theta_{k+1}\right) L_{h}\|d\|^{2} \leq-\bar{\theta} \mu\|d\|^{2}+(1-\bar{\theta}) L_{h}\|d\|^{2} \leq 0 \tag{4.13}
\end{equation*}
$$

By (4.12) and (4.13), it follows that (3.9) holds whenever (4.10) takes place. Thus, after a finite number of updates (3.10), (3.9) is satisfied. By the boundedness of the initial $\mu$, the update rule (3.10), and (4.10), the whole sequence $\left\{\mu_{k}\right\}$ is bounded independently of $k$.

Theorem 4.1. Assume that $\left\{x^{k}\right\}$ and $\left\{y^{k}\right\}$ are generated by Algorithm 1 and that Assumptions A1, A2, and A3 hold. Then,

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|h\left(x^{k}\right)\right\|=\lim _{k \rightarrow \infty}\left\|h\left(y^{k}\right)\right\|=\lim _{k \rightarrow \infty}\left\|d^{k}\right\|=0 \tag{4.14}
\end{equation*}
$$

Moreover, $\left\{x^{k}\right\}$ and $\left\{y^{k}\right\}$ admit the same limit points and every limit point is feasible.

Proof. By condition (3.9), for all $k \in \mathbb{N}$,

$$
\Phi\left(x^{k+1}, \theta_{k+1}\right) \leq \Phi\left(x^{k}, \theta_{k+1}\right)+\frac{1-r}{2}\left(\left\|h\left(y^{k}\right)\right\|-\left\|h\left(x^{k}\right)\right\|\right) .
$$

Therefore, by (3.4),

$$
\begin{equation*}
\Phi\left(x^{k+1}, \theta_{k+1}\right) \leq \Phi\left(x^{k}, \theta_{k+1}\right)-\frac{(1-r)^{2}}{2}\left\|h\left(x^{k}\right)\right\| \tag{4.15}
\end{equation*}
$$

Let us define $\rho_{k}=\left(1-\theta_{k}\right) / \theta_{k}$ for all $k \in \mathbb{N}$. By Lemma 4.1 there exists $\bar{\theta}>0$ such that $\theta_{k} \geq \bar{\theta}$ for all $k \in \mathbb{N}$. This implies that $\rho_{k} \leq 1 / \bar{\theta}-1$ for all $k \in \mathbb{N}$. Since $\left\{\rho_{k}\right\}$ is bounded and nondecreasing it follows that

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left(\rho_{k+1}-\rho_{k}\right)=\lim _{k \rightarrow \infty} \rho_{k+1}-\rho_{0}<\infty \tag{4.16}
\end{equation*}
$$

By compactness, the sequence $\left\{\left\|h\left(x^{k}\right)\right\|\right\}$ is bounded. Therefore, by (4.16), there exists $c>0$ such that

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left(\rho_{k+1}-\rho_{k}\right)\left\|h\left(x^{k}\right)\right\| \leq c<\infty \tag{4.17}
\end{equation*}
$$

Now, by (3.9),

$$
f\left(x^{k+1}\right)+\frac{1-\theta_{k+1}}{\theta_{k+1}}\left\|h\left(x^{k+1}\right)\right\| \leq f\left(x^{k}\right)+\frac{1-\theta_{k+1}}{\theta_{k+1}}\left\|h\left(x^{k}\right)\right\|-\frac{(1-r)^{2}}{2 \theta_{k+1}}\left\|h\left(x^{k}\right)\right\| .
$$

Since $\theta_{k+1}<1$, we have that $\frac{(1-r)^{2}}{2 \theta_{k+1}}>\frac{(1-r)^{2}}{2}$. So, by the definition of $\rho_{k+1}$,

$$
f\left(x^{k+1}\right)+\rho_{k+1}\left\|h\left(x^{k+1}\right)\right\| \leq f\left(x^{k}\right)+\rho_{k+1}\left\|h\left(x^{k}\right)\right\|-\frac{(1-r)^{2}}{2}\left\|h\left(x^{k}\right)\right\| .
$$

Therefore, for all $k \in \mathbb{N}$,
$f\left(x^{k+1}\right)+\rho_{k+1}\left\|h\left(x^{k+1}\right)\right\| \leq f\left(x^{k}\right)+\rho_{k}\left\|h\left(x^{k}\right)\right\|+\left(\rho_{k+1}-\rho_{k}\right)\left\|h\left(x^{k}\right)\right\|-\frac{(1-r)^{2}}{2}\left\|h\left(x^{k}\right)\right\|$.
Thus, for all $k \in \mathbb{N}$ we have
$f\left(x^{k}\right)+\rho_{k}\left\|h\left(x^{k}\right)\right\| \leq f\left(x^{0}\right)+\rho_{0}\left\|h\left(x^{0}\right)\right\|+\sum_{j=0}^{k-1}\left(\rho_{j+1}-\rho_{j}\right)\left\|h\left(x^{j}\right)\right\|-\frac{(1-r)^{2}}{2} \sum_{j=0}^{k-1}\left\|h\left(x^{j}\right)\right\|$.
Therefore, by (4.17),

$$
f\left(x^{k}\right)+\rho_{k}\left\|h\left(x^{k}\right)\right\| \leq f\left(x^{0}\right)+\rho_{0}\left\|h\left(x^{0}\right)\right\|+c-\frac{(1-r)^{2}}{2} \sum_{j=0}^{k-1}\left\|h\left(x^{j}\right)\right\| .
$$

Thus,

$$
\frac{(1-r)^{2}}{2} \sum_{j=0}^{k-1}\left\|h\left(x^{j}\right)\right\| \leq-\left[f\left(x^{k}\right)+\rho_{k}\left\|h\left(x^{k}\right)\right\|\right]+f\left(x^{0}\right)+\rho_{0}\left\|h\left(x^{0}\right)\right\|+c
$$

Since $\left\{\rho_{k}\right\}$ is bounded, by the continuity of $f$ and $h$ and the compactness of $\Omega$, it follows that the series $\sum_{k=0}^{\infty}\left\|h\left(x^{k}\right)\right\|$ is convergent. Therefore,

$$
\lim _{k \rightarrow \infty}\left\|h\left(x^{k}\right)\right\|=0
$$

Thus, by (3.5),

$$
\lim _{k \rightarrow \infty}\left\|y^{k}-x^{k}\right\|=0
$$

and so the sequences $\left\{x^{k}\right\}$ and $\left\{y^{k}\right\}$ admit the same limit points.
Now, by (3.8) and the fact that $\mu \geq \gamma$, for all $k \in \mathbb{N}$ we have

$$
f\left(x^{k+1}\right)-f\left(x^{k}\right)=f\left(x^{k+1}\right)-f\left(y^{k}\right)+f\left(y^{k}\right)-f\left(x^{k}\right) \leq-\gamma\left\|d^{k}\right\|^{2}+f\left(y^{k}\right)-f\left(x^{k}\right)
$$

Then, by (3.5) and (4.1),

$$
f\left(x^{k+1}\right)-f\left(x^{k}\right) \leq-\gamma\left\|d^{k}\right\|^{2}+L_{f} \beta\left\|h\left(x^{k}\right)\right\|
$$

for all $k \in \mathbb{N}$. Therefore,

$$
f\left(x^{k}\right) \leq f\left(x^{0}\right)-\gamma \sum_{\ell=0}^{k-1}\left\|d^{\ell}\right\|^{2}+L_{f} \beta \sum_{\ell=0}^{k-1}\left\|h\left(x^{\ell}\right)\right\| .
$$

Since the series $\sum_{k=0}^{\infty}\left\|h\left(x^{k}\right)\right\|$ is convergent, there exists $\bar{c}>0$ such that for all $k \in \mathbb{N}$,

$$
f\left(x^{k}\right) \leq f\left(x^{0}\right)+\bar{c}-\gamma \sum_{\ell=0}^{k-1}\left\|d^{\ell}\right\|^{2}
$$

Thus, since $f$ is bounded below on $\Omega$, the series $\sum_{k=0}^{\infty}\left\|d^{k}\right\|^{2}$ is convergent and $\left\|d^{k}\right\|$ tends to zero.

Observe that up to now, no optimality condition has been assumed for the approximate solution of (3.11), which means that $d^{k}=0$ could be a possible choice for all $k \in \mathbb{N}$. In this case, the algorithm would have performed only restoration steps. Moreover, the existence of derivatives of $f$ has not been assumed at all. Employing a Lipschitz condition for $f$ quarantees the algorithm is well-defined and the limit points are feasible but without additional smoothness assumptions. This feature opens the possibility of using efficient fully derivative-free algorithms for finding useful directions $d$ by solving (3.11).

Assumption A4 imposes that the approximate solution $d$ in (3.11) should be obtained by means of the algorithm GSS for derivative-free minimization with linear constraints $[26,28]$. Since $d=0$ is feasible for problem (3.11), this assumption is consistent with (3.8). This will be used to ensure optimality conditions of the limit points of the IR algorithm.

Assumption A4. For all $k \in \mathbb{N}$, the direction $d$ at Step 3.1 of Algorithm 1 is obtained by solving (3.11) by means of algorithm GSS of [28], using a stopping criterion parameter $\Delta_{k}>0$ such that $\lim _{k \rightarrow \infty} \Delta_{k}=0$.

For deciding to stop the execution, GSS employs a fixed tolerance $\eta>0$ such that the only linear constraints that are considered in the testing procedure are those that are "almost active" at $y^{k}+d$ with tolerance $\eta$. This includes, of course, the active constraints at $y^{k}+d$. Recalling the definition of $\Omega$ (3.2), it is useful to define

$$
A(k, \eta)=\left\{i \in\{1, \ldots, p\} \mid-\eta \leq a_{i}^{T}\left(y^{k}+d\right)-b_{i} \leq 0\right\}
$$

and

$$
\Omega(k, \eta)=\left\{x \in \mathbb{R}^{n} \mid a_{i}^{T} x \leq b_{i} \text { for all } i \in A(k, \eta)\right\}
$$

$A(k, \eta)$ is the set of indices of the linear constraints that are almost active at the point $y^{k}+d \in \Omega$ and $\Omega(k, \eta)$ is the polytope $\Omega$ considering only the almost active
constraints. Clearly, $\Omega \subseteq \Omega(k, \eta)$ and if $\eta=\infty$, one has that $\Omega=\Omega(k, \eta)$. Moreover, since $y^{k} \in \Omega$, for $d$ small enough we have that

$$
A(k, \eta)=\left\{i \in\{1, \ldots, p\} \mid-2 \eta \leq a_{i}^{T} y^{k}-b_{i} \leq 0\right\} .
$$

Finally, we define

$$
D_{k}=\left\{x \in \Omega(k, \eta) \mid \nabla h\left(y^{k}\right)^{T}\left(x-y^{k}\right)=0\right\} .
$$

Assumption A5. From now on we will assume that the derivatives of $f$, although not used in our algorithm at all, exist and are Lipschitz continuous, with constant $L_{g}$, for all $x$ in a neighborhood of $\Omega$.

We emphasize that Assumption A5 is necessary to prove Theorem 6.3 of [28]. This result ensures that when one uses the GSS algorithm to minimize a function $F$ subject to linear constraints, then

$$
\left\|P_{D}(x-\nabla F(x))-x\right\| \leq c \Delta,
$$

where $x$ is a point obtained after an unsuccessful iteration, $\Delta$ is the step size at the current GSS iteration, $c$ is a constant that only depends on algorithmic parameters and problem-dependent magnitudes, and $D$ is the subspace defined by the almost active constraints at $x$.

The termination of the GSS algorithm occurs after an unsuccessful iteration. By Assumption A4 we employ the GSS algorithm as a subproblem solver to minimize $F_{k}(x) \equiv f(x)+\mu_{k}\left\|x-y^{k}\right\|^{2}$ subject to $x-y^{k} \in D_{k}$. Therefore, Theorem 6.3 of [28] can be used to determine the optimality properties at $x^{k+1}$, namely,

$$
\begin{equation*}
\left\|P_{D_{k}}\left(x^{k+1}-\nabla f\left(x^{k+1}\right)-2 \mu_{k}\left(x^{k+1}-y^{k}\right)\right)-x^{k+1}\right\| \leq c_{k} \Delta_{k} . \tag{4.18}
\end{equation*}
$$

Moreover, since the algorithmic parameters and the problem magnitudes are naturally bounded, we may assume that $c_{k} \leq c>0$ for all $k \in \mathbb{N}$.

This property is enough to prove the main convergence result for the IR algorithm (with GSS).

Theorem 4.2. Assume that the sequence $\left\{x^{k}\right\}$ is generated by Algorithm 1 and that Assumptions A1-A5 hold. Let $x^{*}$ be a limit point of $\left\{x^{k}\right\}$. Then, $x^{*}$ is feasible and satisfies the AGP condition. Moreover, if the CPLD constraint qualification holds at $x^{*}$, then $x^{*}$ fulfills the KKT conditions.

Proof. The feasibility of $x^{*}$ has been proved in Theorem 4.1.
By the contraction property of projections, Assumption A5, and (4.18) we have that

$$
\begin{aligned}
& \| P_{D_{k}}\left(y^{k}-\nabla f\left(y^{k}\right)\right)-y^{k} \| \\
& \quad \leq\left\|P_{D_{k}}\left(x^{k+1}-\nabla f\left(x^{k+1}\right)\right)-x^{k+1}\right\| \\
& \quad+\left\|P_{D_{k}}\left(x^{k+1}-\nabla f\left(x^{k+1}\right)\right)-P_{D_{k}}\left(y^{k}-\nabla f\left(y^{k}\right)\right)+y^{k}-x^{k+1}\right\| \\
& \leq\left\|P_{D_{k}}\left(x^{k+1}-\nabla f\left(x^{k+1}\right)\right)-x^{k+1}\right\|+\left(L_{g}+2\right)\left\|x^{k+1}-y^{k}\right\| \\
& \leq\left\|P_{D_{k}}\left(x^{k+1}-\nabla f\left(x^{k+1}\right)\right)-P_{D_{k}}\left(x^{k+1}-\nabla f\left(x^{k+1}\right)-2 \mu_{k}\left(x^{k+1}-y^{k}\right)\right)\right\| \\
& \quad+\left\|P_{D_{k}}\left(x^{k+1}-\nabla f\left(x^{k+1}\right)-2 \mu_{k}\left(x^{k+1}-y^{k}\right)\right)-x^{k+1}\right\|+\left(L_{g}+2\right)\left\|d^{k}\right\| \\
& \leq\left\|2 \mu_{k}\left(x^{k+1}-y^{k}\right)\right\| \\
& \quad+\left\|P_{D_{k}}\left(x^{k+1}-\nabla f\left(x^{k+1}\right)-2 \mu_{k}\left(x^{k+1}-y^{k}\right)\right)-x^{k+1}\right\|+\left(L_{g}+2\right)\left\|d^{k}\right\| \\
& \leq\left(2 \mu_{k}+L_{g}+2\right)\left\|d^{k}\right\|+c \Delta_{k} .
\end{aligned}
$$

Therefore, by Lemma 4.2 (boundedness of $\mu_{k}$ ), Theorem $4.1\left(\left\|d^{k}\right\| \rightarrow 0\right)$, and Assumption A5, we have that

$$
\lim _{k \rightarrow \infty}\left\|P_{D_{k}}\left(y^{k}-\nabla f\left(y^{k}\right)\right)-y^{k}\right\|=0
$$

This implies that the limit point $x^{*}$ satisfies the AGP optimality condition. Therefore, the desired result follows from Theorem 2.2 of [4].
5. Implementation. One of the most attractive characteristics of IR methods relies on the freedom to choose the methods for both restoration and optimization phases. This allows one to use suitable methods which exploit the structure of the problem. In Algorithm 1, although Assumption A4 requires the use of a specific algorithm for solving subproblem (3.11), any derivative-free method for linear constraints whose limit points satisfy (4.18) can be used.

The version of GSS used here is the one implemented in HOPSPACK. The sufficient descent condition is defined by $\rho(t)=\alpha t^{2}$ with $\alpha=0.01$. The search directions have unitary norm and, after every unsuccessful GSS iteration, the search step is halved. A constraint is declared almost active when its distance to the current point is smaller than $2 \Delta$, where $\Delta>0$ is the tolerance used for the stopping criterion. See formula (5.4) below.
5.1. Restoration phase. In order to satisfy requirements (3.4) and (3.5), we consider the smooth nonlinear programming problem

$$
\begin{equation*}
\text { Minimize }\left\|y-x^{k}\right\|^{2} \text { subject to } h(y)=0 \text { and } y \in \Omega \tag{5.1}
\end{equation*}
$$

In [19] it is proved that if all the feasible points of (3.1) satisfy MFCQ, the global solution of (5.1) satisfies condition (3.5) for some problem-dependent value of $\beta$ which does not depend on $k$. For solving (5.1) we employed ALGENCAN, an augmented Lagrangian method described in [3] with the implementation provided in [59]. At each (outer) iteration this method minimizes $\left\|y-x^{k}\right\|^{2}+\frac{\rho_{k, j}}{2} \sum_{i=1}^{m}\left(h_{i}(y)+\lambda_{i}^{k, j} / \rho_{k, j}\right)^{2}$ subject to $y \in \Omega$ using an active set approach. The approximate solution of each subproblem will be called $y^{k, j}$ and the initial approximation for solving (5.1) is $y^{k, 0}=$ $x^{k}$. The initial penalty parameter $\rho_{k, 1}$ is chosen in order to equilibrate the values of the objective function and the constraints of (5.1), and the initial Lagrange multipliers $\lambda_{i}^{k, 0}$ are chosen to be null. Lagrange multipliers are updated according to the classical firstorder formula $\lambda^{k, j+1}=\lambda^{k, j}+\rho_{k, j} h\left(y^{k, j}\right)$. The active set method at each outer iteration stops when an approximate solution of the subproblem is found, in such a way that the norm of the projected gradient of the objective function of the subproblem is less than $10^{-5}$ times the same norm at the initial point for the subproblem. The ALGENCAN process for solving (5.1) stops when optimality is fulfilled up to a precision $\varepsilon_{k}^{o p t}$ and feasibility is fulfilled up to a precision $\varepsilon_{k}^{f e a s}$. Since in our restoration case feasibility of (5.1) is much more important than optimality, we employed a loose value for $\varepsilon_{k}^{\text {opt }}$ in our tests $\left(\varepsilon_{k}^{o p t}=0.1\right.$ at all the IR iterations), which means that the KKT conditions of (5.1) aim to be satisfied up to that moderate precision. On the other hand, we used a rather strict criterion for $\varepsilon_{k}^{f e a s}$ :

$$
\varepsilon_{k}^{\text {feas }}=\max \left\{10^{-8} / \sqrt{n}, \min \left\{\varepsilon_{k-1}^{\text {feas }},\left\|h\left(x^{k}\right)\right\|\right\} \Delta_{k}\right\}
$$

where $\varepsilon_{0}^{\text {feas }}=0.01$ and $\Delta_{k}$ is specified in the optimization phase.
Employing these criteria, one usually obtains an approximate solution $y^{k} \in \Omega$ of (5.1) that satisfies $\left\|h\left(y^{k}\right)\right\| \leq r\left\|h\left(x^{k}\right)\right\|$ and $\left\|y^{k}-x^{k}\right\| \leq \beta\left\|h\left(x^{k}\right)\right\|$ with $r=0.99$
and $\beta=1000$. However, if after a maximum of 20 augmented Lagrangian iterations, a point $y^{k} \in \Omega$ satisfying those requirements has not been found, the IR algorithm stops declaring failure at the restoration phase.
5.2. Optimization phase. For solving (3.11) in the optimization phase, we use the GSS algorithm [26, 28], which was implemented in the software HOPSPACK [47].

The optimization phase of the IR algorithm may be expensive because it involves objective function evaluations. While condition (3.9) is not satisfied, a linearly constrained derivative-free problem has to be solved for increasing values of $\mu$. According to Lemma 4.2 , sufficiently large values for $\mu$ produce directions that satisfy this condition, at the cost of taking small step sizes. On the other hand, small values of $\mu$ generate large step sizes, but subproblem (3.11) may need to be solved several times until condition (3.9) is fulfilled.

Inspired in Lemma 4.2 we use the following rule to set good values for $\mu$. At the first iteration $(k=0), \mu$ is initialized by the formula

$$
\mu=1.01 \min \left\{\max \left\{\gamma, \mu^{\prime}\right\}, 10^{40} \gamma\right\}
$$

where

$$
\mu^{\prime}=\left\{\begin{array}{cl}
\frac{1-\theta_{1}}{\theta_{1}} \frac{\left\|h\left(x^{0}\right)\right\|-\left\|h\left(y^{0}\right)\right\|}{\left\|x^{0}-y^{0}\right\|^{2}} & \text { if } y^{0} \neq x^{0} \\
\gamma & \text { if } y^{0}=x^{0}
\end{array}\right.
$$

After solving subproblem (3.11), we compute

$$
\begin{align*}
& \mu^{\prime \prime}=\left\{\begin{array}{cl}
\frac{1-\theta_{k+1}}{\theta_{k+1}} \frac{\left\|h\left(y^{k}+d\right)\right\|-\left\|h\left(y^{k}\right)\right\|}{\|d\|^{2}} & \text { if } d \neq 0 \\
\mu & \text { if } d=0,
\end{array}\right. \text { and }  \tag{5.2}\\
& \mu^{\prime}=1.01 \min \left\{\max \left\{\gamma, \mu^{\prime \prime}\right\}, 10^{10} \mu, 10^{40} \gamma\right\},
\end{align*}
$$

where $\mu$ is the regularization parameter that has just been used in the objective function of (3.11) and $d$ is the approximate solution found by GSS. If condition (3.9) is not satisfied, we update $\mu$ by the formula

$$
\begin{equation*}
\mu=\max \left\{\mu^{\prime}, 10 \mu\right\} \tag{5.3}
\end{equation*}
$$

and we solve (3.11) again; otherwise $\mu^{\prime}$ is stored and used in the next iteration for the initialization of $\mu$. At subsequent iterations $(k \geq 1), \mu$ is initialized by $\mu=\mu^{\prime}$, where $\mu^{\prime}$ was calculated in the previous iteration, and is updated by rules (5.2)-(5.3).

These implemented rules for initialization and updating of $\mu$ are compatible with the rules described in Algorithm 1, with the algorithmic parameters $\bar{\mu}, \alpha_{l}$, and $\alpha_{u}$ implicitly determined. Other implementation details used in this phase are given below:

1. We set $\gamma=2^{-20}$.
2. The initial point for subproblem (3.11) is $d=0$. If the approximate solution $d$ does not satisfy (3.9), we use this solution as initial point for solving (3.11) again.
The advantages of using such initial points are that both are feasible solutions and, using the update given by (5.2), if the starting point is declared an approximate solution by GSS, then (3.9) is automatically satisfied.
3. We set $\Delta_{0}=0.5$ and

$$
\begin{equation*}
\Delta_{k+1}=\max \left\{10^{-16}, \min \left\{\delta_{k}, 0.1 \max \left\{\left\|h\left(y^{k}+d^{k}\right)\right\|,\left\|d^{k}\right\|\right\}\right\},\right. \tag{5.4}
\end{equation*}
$$

where $\delta_{k}=0.5 /(1.1)^{k}$. Using (5.4) we require more effort in the GSS algorithm when both the infeasibility and the step size are decreasing or when a sufficient large number of iterations has been taken. Since $\lim _{k \rightarrow \infty} \delta_{k}=0$ the updating formula (5.4) is (numerically) consistent with Assumption A4.
4. The execution of the IR algorithm was stopped whenever $x^{k+1}=y^{k}+d^{k}$ was found such that

$$
\left\|h\left(y^{k}+d^{k}\right)\right\| \leq 10^{-8} \quad \text { and } \quad \Delta_{k} \leq 10^{-3} .
$$

In addition, the algorithm stopped in the case of a failure of the restoration phase.
6. Numerical experiments. The IR algorithm was implemented in $\mathrm{C} / \mathrm{C}++$ language employing the GSS subroutine included in HOPSPACK [47], which is an augmented Lagrangian algorithm developed to deal with general derivative-free problems described in [25]. HOPSPACK also uses GSS to minimize the augmented Lagrangian function subject to linear and bound constraints. For using ALGENCAN in the restoration phase an interface between C++ and Fortran 77 was used. The code of ALGENCAN and its interface with C++ are available in [59]. In order to generate the executable file we used gfortran-4.2, g++-4.2 and cmake. The last one was necessary for compiling HOPSPACK. The BLAS and LAPACK libraries (version 3.2.1) were also necessary.

The Hock and Schittkowski [22] test set is widely used to test derivative-free algorithms on moderate-size problems. For running the IR algorithm, the bound constraints of each problem define the set $\Omega$. Linear (not bound) constraints of the original problem were processed in the same way as nonlinear ones. In the case of HOPSPACK linear constraints of the original problem were used in the definition of $\Omega$. A subset of 105 constrained problems, from a set of 116 general nonlinear problems, was selected to test our algorithm. The box-constrained problems ( 9 problems) and the "badly coded" problems 67 and 85 were ignored. The initial point $x^{0}$ was computed as the Euclidean projection on $\Omega$ of the initial point $x_{H S}^{0}$ given in [22]. Note that this process does not involve any objective function evaluation. For the application of the IR algorithm all the inequality constraints were converted to equality constraints by the addition of nonnegative slack variables.

We compared the number of function evaluations used in our method with the augmented Lagrangian method HOPSPACK [47], which implements the algorithm described in [25]. Table 6.1 shows the problems considered in this test. The column Prob. corresponds to the problem number from [22]. The columns Var., Ineq., and Eq. are the number of variables, inequality constraints, and equality constraints, respectively. The values between parentheses represent the number of linear constraints. In HOPSPACK we imposed, as a feasibility convergence criterion, that the norm of $h(x)$ should be smaller than $10^{-8}$. For optimality we maintained the default tolerance parameter $10^{-3}$ which corresponds to the size of the grid in GSS. Note that these criteria are quite compatible with the ones used for IR.

Since both IR and HOPSPACK use GSS for solving subproblems, we believe that comparisons against HOPSPACK are the most relevant. However, for completeness, we also included COBYLA [48], NOMAD [10, 11, 31], and SDPEN [36] in our comparison. These three algorithms do not use GSS at all. We used Miller's Fortran 90

Table 6.1
Description of the test problems.

| Prob. | Var. | Ineq. | Eq. | Prob. | Var. | Ineq. | Eq. | Prob. | Var. | Ineq. | Eq. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | 2 | 0 | 1 | 43 | 4 | 3 | 0 | 80 | 5 | 0 | 3 |
| 7 | 2 | 0 | 1 | 44 | 4 | 6(6) | 0 | 81 | 5 | 0 | 3 |
| 8 | 2 | 0 | 2 | 46 | 5 | 0 | 2 | 83 | 5 | 6 | 0 |
| 9 | 2 | 0 | 1(1) | 47 | 5 | 0 | 3 | 84 | 5 | 6 | 0 |
| 10 | 2 | 1 | 0 | 48 | 5 | 0 | 2(2) | 86 | 5 | 10(10) | 0 |
| 11 | 2 | 1 | 0 | 49 | 5 | 0 | 2 (2) | 87 | 6 | 0 | 4 |
| 12 | 2 | 1 | 0 | 50 | 5 | 0 | $3(3)$ | 88 | 2 | 1 | 0 |
| 13 | 2 | 1 | 0 | 51 | 5 | 0 | $3(3)$ | 89 | 3 | 1 | 0 |
| 14 | 2 | 1 | 1(1) | 52 | 5 | 0 | $3(3)$ | 90 | 4 | 1 | 0 |
| 15 | 2 | 2 | 0 | 53 | 5 | 0 | 3(3) | 91 | 5 | 1 | 0 |
| 16 | 2 | 2 | 0 | 54 | 6 | 0 | 1(1) | 92 | 6 | 1 | 0 |
| 17 | 2 | 2 | 0 | 55 | 6 | 0 | 6(6) | 93 | 6 | 2 | 0 |
| 18 | 2 | 2 | 0 | 56 | 7 | 0 | 4 | 95 | 6 | 4 | 0 |
| 19 | 2 | 2 | 0 | 57 | 2 | 1 | 0 | 96 | 6 | 4 | 0 |
| 20 | 2 | 3 | 0 | 58 | 2 | 3 | 0 | 97 | 6 | 4 | 0 |
| 21 | 2 | 1(1) | 0 | 59 | 2 | 3 | 0 | 98 | 6 | 4 | 0 |
| 22 | 2 | 2(1) | 0 | 60 | 3 | 0 | 1 | 99 | 7 | 0 | 2 |
| 23 | 2 | 5(1) | 0 | 61 | 3 | 0 | 2 | 100 | 7 | 4 | 0 |
| 24 | 2 | 3(3) | 0 | 62 | 3 | 0 | 1(1) | 101 | 7 | 6 | 0 |
| 26 | 3 | 0 | 1 | 63 | 3 | 0 | 2(1) | 102 | 7 | 6 | 0 |
| 27 | 3 | 0 | 1 | 64 | 3 | 1 | 0 | 103 | 7 | 6 | 0 |
| 28 | 3 | 0 | 1(1) | 65 | 3 | 1 | 0 | 104 | 8 | 6 | 0 |
| 29 | 3 | 1 | 0 | 66 | 3 | 2 | 0 | 105 | 8 | 1 (1) | 0 |
| 30 | 3 | 1 | 0 | 68 | 4 | 0 | 2 | 106 | 8 | 6 (3) | 0 |
| 31 | 3 | 1 | 0 | 69 | 4 | 0 | 2 | 107 | 9 | 0 | 6 |
| 32 | 3 | 1 | 1(1) | 70 | 4 | 1 | 0 | 108 | 9 | 13 | 0 |
| 33 | 3 | 2 | 0 | 71 | 4 | 1 | 1 | 109 | 9 | 4 (2) | 6 |
| 34 | 3 | 2 | 0 | 72 | 4 | 2 | 0 | 111 | 10 | 0 | 3 |
| 35 | 3 | 1(1) | 0 | 73 | 4 | 2(1) | 1(1) | 112 | 10 | 0 | 3(3) |
| 36 | 3 | 1(1) | 0 | 74 | 4 | $2(2)$ | 3 | 113 | 10 | 8 (3) | 0 |
| 37 | 3 | $2(2)$ | 0 | 75 | 4 | $2(2)$ | 3 | 114 | 10 | 8 (4) | 3(1) |
| 39 | 4 | 0 | 2 | 76 | 4 | 3(3) | 0 | 116 | 13 | 15 (5) | 0 |
| 40 | 4 | 0 | 3 | 77 | 5 | 0 | 2 | 117 | 15 | 5 | 0 |
| 41 | 4 | 0 | 1(1) | 78 | 5 | 0 | 3 | 118 | 15 | 29(29) | 0 |
| 42 | 4 | 0 | 2 | 79 | 5 | 0 | 3 | 119 | 16 | 0 | 8(8) |

implementation of COBYLA [61]. COBYLA is a sequential trust region algorithm that employs linear approximations of the objective function and the constraints. The linear models come from interpolation at the vertices of a simplex whose regularity is maintained throughout the process. We stopped COBYLA's executions when the size of the simplex became smaller than $10^{-6}$. SDPEN is a sequential penalty derivativefree algorithm for nonlinear constrained optimization based on the methods described in [36]. We used the Fortran 90 implementation of SDPEN available at the DFL web page [60]. SDPEN executions were stopped when the steplength became smaller than $10^{-8}$. NOMAD [31] is coded in $\mathrm{C}++$ and implements the mesh adaptive direct search algorithm (MADS) from Audet and Dennis [10], a direct search method whose convergence theory is based on Clarke's nonsmooth calculus. MADS is an extension of the generalized pattern search algorithm [9,58] in which globalization is achieved by simple decrease with integer lattices and constraints are handled using a progressive barrier technique [11]. NOMAD executions stopped when the default feasibility criterion took place and, in addition, the grid size was smaller than $10^{-3}$.

One should be cautious in deriving conclusions from the comparison since the amount of problem information used by HOPSPACK, NOMAD, COBYLA, and

SDPEN is significantly less than that used by the IR algorithm. On the other hand, those algorithms have already been proved to be efficient for solving industrial problems and substantial coding effort has been invested in them.

In Tables 6.2 and 6.3 we show the detailed numerical results. In this table, P is the problem's number and, for each algorithm, $f$ is the best functional value, $\|h\|$ is the norm of infeasibility, and $\# F E$ is the number of objective function evaluations. There is no information about HOPSPACK in problems 54, 111, and 114 because the execution was interrupted after 20 minutes of CPU time.

Using the results reported in Tables 6.2 and 6.3 , we drew graphics of data and performance profiles $[18,46]$. The performance measure was the number of objective function evaluations. A problem was considered solved by an algorithm if the obtained solution $\bar{x}$ was such that

$$
\begin{equation*}
\|h(\bar{x})\| \leq 10^{-8} \quad \text { and } \quad \frac{\left|f(\bar{x})-f_{\mathrm{L}}\right|}{\max \left\{1,|f(\bar{x})|,\left|f_{\mathrm{L}}\right|\right\}} \leq 0.1 \tag{6.1}
\end{equation*}
$$

where $f_{\mathrm{L}}$ is the lowest objective function value found among the compared algorithms. The results are displayed in Figure 6.1. Algorithmic executions were stopped after 20 minutes of CPU time. This happened only in problems 54, 111, and 114 with HOPSPACK (indicated with (-) in Tables 6.2 and 6.3).

We note that IR failed to solve 11 problems, while COBYLA failed in 14 problems. If only a small budget of function evaluations is tolerated, COBYLA is the most efficient of the methods tested. The reason is that, unlike the other methods, COBYLA uses a (linear) model of the objective function, which is more efficient than using pattern search procedures when the functions are relatively well behaved. In the next section we will see that when one combines GSS with a model-based method (Powell's quadratic BOBYQA) in two nonacademic problems, the robustness of IR dramatically increases.

The numerical results seem to indicate that the IR method with GSS is reliable. In some cases HOPSPACK performed a large number of function evaluations. This is because GSS is adversely affected by the Lipschitz constant associated with the augmented Lagrangian and this constant increases with the value of the penalty parameter, independently of the degree of nonlinearity of the constraints. On the other hand, IR is adversely affected by a big Lipschitz constant on the gradients of the constraints, because this is related to the reliability of the linearization. In the extreme case, if the constraints are nearly linear, IR will perform a moderate number of iterations with well-conditioned subproblems for the application of GSS, but HOPSPACK could need to deal with badly conditioned subproblems. The cases in which IR performs many function evaluations are generally due to poor linearization: In some optimization phases, many function evaluations are spent with the objective of minimizing $f$ in a domain that does not represent well the true feasible set. Lack of fulfillment of constraint qualifications can also cause slow convergence. This is the case, for example, of problem 13, in which the CPLD condition does not hold at the minimizer.
6.1. Fitting simulation models. In order to illustrate the applicability of the IR algorithm, we will describe two nonacademic problems. In both cases we used IR with some adjustments, having in mind the specific problems. These problems have the form

$$
\text { Minimize } f(x) \text { subject to } h(x)=0
$$

|  | $\bigcirc$ |
| :---: | :---: |
|  | - |
|  <br>  <br>  <br>  <br>  |  |
|  |  |
|  |  |
|  | (10y |



|  | $\bigcirc$ |
| :---: | :---: |
|  | $\xrightarrow{-}$ |
|  |  |
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|  <br>  <br>  <br>  | $\cdots$ |
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Fig. 6.1. Data (a) and performance (b) profiles for the comparison between IR (Algorithm 1), COBYLA, NOMAD, HOPSPACK, and SDPEN.

This allowed us to employ an acceleration of the GSS procedure. Since the subproblems involve minimization with linear equality constraints, they can be reduced to unconstrained subproblems having as variables the coordinates with respect to a null-space basis. We initiated the solution of each subproblem calling Powell's BOBYQA [49] for that unconstrained minimization and switching to GSS at the end of BOBYQA's calls. Since BOBYQA builds quadratic models of the objective function, it can be more efficient than pattern search methods in many cases. Since we switch to GSS at the end, the convergence theory proved in this paper remains valid. Other modifications concern scaling and specific parameters. The models have been simplified to provide clear examples without technicalities.

Asset pricing. A proprietary model defines the price of an asset $P$ at time $t+1$ as a random variable that depends on the price at time $t$ and three model parameters $x_{1}, x_{2}, x_{3}$. A different asset $V$ depends on $y_{1}, y_{2}, y_{3}$ under a similar model. By means of simulation we obtain nsim trajectories for the prices of these assets on ntime periods of time. Given the true (historical) trajectories of $P$ and $V$ over that period we wish to estimate the parameters that maximize the probability of occurrence of those trajectories (or trajectories that are close to the historical ones with a tolerance tol). Related models may be found in [2, 29, 55].

The assets are related by phenomenological constraints: $x_{3}$ and $y_{3}$ must have the same sign, $x_{1}$ should be close to $y_{1}$, and $x_{2}$ should be close to $y_{2}$. These characteristics are modeled by the smooth constraints $x_{3} y_{3}-z_{1}^{2}=0,\left(x_{1}-y_{1}\right)^{2}+z_{2}^{2}-0.01=0$, and $\left(x_{2}-y_{2}\right)^{2}+z_{3}^{2}-0.01=0$. Clearly, the evaluation of the objective function is expensive and the derivatives are not available. On the other hand, we have three analytic nonlinear constraints. In a simplified version of the model with which we aim to illustrate the IR approach, the state variable $y(t+1)$ that corresponds to the price of $P$ is defined by $\sigma_{\text {sup }}=\min \left\{0.1, \max \left\{x_{1}+x_{3} t, 0\right\}\right\}, \sigma_{\text {inf }}=\min \left\{0.1, \max \left\{x_{2}+x_{3} t, 0\right\}\right\}$, $c_{\text {sup }}=\left(1+\sigma_{\text {sup }}\right) y(t)$, and $c_{\text {inf }}=y(t) /\left(1+\sigma_{\text {inf }}\right)$, and $y(t+1)$ is uniformly random between $c_{i n f}$ and $c_{\text {sup }}$.

Table 6.4
Comparison of the asset pricing problem.

| Method | Function | $\\|h\\|$ | \#FE |
| :---: | :---: | :---: | ---: |
| IR | $6.34 \mathrm{E}-2$ | $9.75 \mathrm{E}-12$ | 551 |
| HOPSPACK | $9.86 \mathrm{E}-1$ | $0.00 \mathrm{E}+00$ | 2391 |
| NOMAD | $9.94 \mathrm{E}-1$ | $0.00 \mathrm{E}+00$ | 1026 |
| COBYLA | $9.89 \mathrm{E}-1$ | $0.27 \mathrm{E}-11$ | 187 |
| SDPEN | $5.54 \mathrm{E}-1$ | $1.70 \mathrm{E}-11$ | 459 |

Analogously, we define the random evolution of the prices of $V$ (called $z(t))$. At the $i$ th simulation run we compute num $(i)$, the number of times in which $y(t)$ or $z(t)$ differ from the historical prices in less than tol. The objective function that we minimize is given by $f(x)=1 / \sum_{i=1}^{n s i m}$ num $(i)$. The initial point was set to be random between 0 and 0.1 . For each method we report the final infeasibility (sup-norm), the best functional value obtained at feasible points, and the number of functional evaluations. The results are given in Table 6.4. Note that all the methods find feasible points, IR finds the local minimizer with lowest functional value, while HOPSPACK, NOMAD, and COBYLA seem to find close local minimizers and the local minimizer found by SDPEN is better than the ones obtained by those methods.

Thin films. The transmission $T$ of a thin absorbing film deposited on a thick transparent substrate (see $[56,57]$ ) is given by

$$
\begin{equation*}
T=\frac{A \mathbf{x}}{B-C \mathbf{x}+D \mathbf{x}^{2}} \tag{6.2}
\end{equation*}
$$

where

$$
\begin{align*}
A= & 16 s\left(\bar{n}^{2}+\kappa^{2}\right)  \tag{6.3}\\
B= & {\left[(\bar{n}+1)^{2}+\kappa^{2}\right]\left[(\bar{n}+1)\left(\bar{n}+s^{2}\right)+\kappa^{2}\right] }  \tag{6.4}\\
C= & {\left[\left(\bar{n}^{2}-1+\kappa^{2}\right)\left(\bar{n}^{2}-s^{2}+\kappa^{2}\right)-2 \kappa^{2}\left(s^{2}+1\right)\right] 2 \cos \varphi }  \tag{6.5}\\
& -\kappa\left[2\left(\bar{n}^{2}-s^{2}+\kappa^{2}\right)+\left(s^{2}+1\right)\left(\bar{n}^{2}-1+\kappa^{2}\right)\right] 2 \sin \varphi, \\
D= & {\left[(\bar{n}-1)^{2}+\kappa^{2}\right]\left[(\bar{n}-1)\left(\bar{n}-s^{2}\right)+\kappa^{2}\right] }  \tag{6.6}\\
\varphi= & 4 \pi \bar{n} d / \lambda, \quad \mathbf{x}=\exp (-\alpha d), \quad \alpha=4 \pi \kappa / \lambda \tag{6.7}
\end{align*}
$$

In formulae (6.3)-(6.7) $\lambda$ is the wavelength, $s=s(\lambda)$ is the refractive index of the transparent substrate (assumed to be known), $\bar{n}=\bar{n}(\lambda)$ is the refractive index of the film, $\kappa=\kappa(\lambda)$ is the attenuation coefficient of the film ( $\alpha$ is the absorption coefficient), and $d$ is the thickness of the film.

Typical transmission curves are given in [14]. We are given ncurv empirical curves representing transmittances of the same material with different (given) thicknesses. Observations take place at wavelengths $\lambda_{\min }=\lambda_{1}<\ldots<\lambda_{\text {nobs }}=\lambda_{\max }$. To each empirical transmittance curve $\gamma_{i}(\lambda)$ we associate the number of its local maximizers $M\left(\gamma_{i}\right)$ and the average transmittance $A\left(\gamma_{i}\right)$. We wish to estimate the functions $\bar{n}(\lambda)$ and $\kappa(\lambda)$ that best fit $M\left(\gamma_{i}\right), i=1, \ldots, n c u r v$. The objective function to be minimized will be $f(\bar{n}, \kappa)=\sum_{i}\left|A\left(\bar{n}, \kappa, d_{i}\right)-A\left(\gamma_{i}\right)\right|^{2}+\sum_{i}\left|M\left(\bar{n}, \kappa, d_{i}\right)-M\left(\gamma_{i}\right)\right|^{2}$, where $M\left(\bar{n}, \kappa, d_{i}\right)$ is the number of local maximizers of the theoretical curve with thickness $d_{i}$, refractive index $\bar{n}$, and attenuation coefficient $\kappa$, and $A\left(\bar{n}, \kappa, d_{i}\right)$ is the average transmittance of same theoretical curve. The following constraints are imposed to the functions $\bar{n}(\lambda)$ and $\kappa(\lambda)$ [14]:

Table 6.5
Comparison on the thin films problem.

| Method | Function | $\\|h\\|$ | \#FE |
| :---: | :---: | :---: | ---: |
| IR | $1.078 \mathrm{E}-04$ | $2.120 \mathrm{E}-05$ | 1668 |
| HOPSPACK | - | - | - |
| NOMAD | - | - | - |
| COBYLA | $1.700 \mathrm{E}+01$ | $1.587 \mathrm{E}-03$ | 3225 |
| SDPEN | $3.265 \mathrm{E}-03$ | $3.400 \mathrm{E}-07$ | 11579 |

There exists $\lambda_{\text {infl }} \in\left[\lambda_{\min }, \lambda_{\max }\right]$ such that $\kappa(\lambda) / \lambda$ is convex if $\lambda \leq \lambda_{\text {infl }}$ and concave if $\lambda>\lambda_{\text {infl }}$.

The unknowns of the problem are the values of $\kappa(\lambda)$ at the observed grid wavelengths $\lambda_{\min }<\cdots<\lambda_{\max }$ and the inflection wavelength $\lambda_{\text {infl }}$. The nonlinear constraints are represented by

$$
\left[\kappa\left(\lambda_{i+1}\right) / \lambda_{i+1}-2 \kappa\left(\lambda_{i}\right) / \lambda_{i}+\kappa\left(\lambda_{i-1}\right) / \lambda_{i-1}\right]\left[\lambda_{i}-\lambda_{i n f l}\right]+z_{i}^{2}=0
$$

for all $i=2, \ldots$, nobs -1 . Therefore, the problem has 2 nobs -1 variables and nobs -2 nonlinear constraints. In the numerical tests we considered nobs $=101$ (201 variables and 99 nonlinear constraints) and ncurv $=10$. The initial approximations for the unknowns $\kappa$ were chosen as in [14], the initial refraction coefficients were null, and the initial inflection point was set to be 0.95 times the maximal wavelength. For the IR algorithm, COBYLA, and SDPEN we report the final infeasibility (sup-norm), the best functional value obtained at feasible points, and the number of functional evaluations. The execution of NOMAD and HOPSPACK was interrupted after 2 hours of execution time. The results are given in Table 6.5.
7. Final remarks. We presented an IR approach for constrained derivativefree optimization. The derivatives of the constraints were supposed to be available. Global convergence to stationary points was proved and an implementation of the proposed algorithm was tested against the derivative-free augmented Lagrangian algorithm HOPSPACK, the Powell's derivative-free algorithm COBYLA, which uses a linear approximation approach, the MADS method NOMAD, and the sequential penalty derivative-free algorithm SDPEN.

The availability of constraint derivatives is an important assumption since in the optimization phase of the algorithm, we solve a linearly constrained derivativefree optimization problem defined by the Jacobian of the constraints. On the other hand, objective function derivatives are not used at all. Moreover, the gradient of $f$ plays a modest role in the convergence theory since it is only associated with the convergence properties of the internal GSS solver [28]. Clearly, the efficiency of this solver is essential to support the effectiveness of the overall algorithm. Nevertheless, the independence of important properties of the IR algorithm with respect to the smoothness of the objective function suggests that variations of the algorithm in which smoothness of $f$ would not be assumed at all should be useful. Further research may be expected on this subject.

IR methods for constrained optimization are closely related to the block-generalized Brown-Brent methods for solving nonlinear systems of equations defined in [38]. This relation was emphasized in [15] in connection with local convergence proofs. In Brown-Brent methods one obtains local quadratic convergence without necessarily using derivatives of the components of the system and employing a different number of evaluations for each component. If the derivatives of all the components except
one are available, it is sensible to divide the system into two blocks, the first containing the derivable components and the second with only one function, for which the gradient is not available. With such decomposition that the Brown-Brent method is quadratically convergent, we take full advantage of the available derivatives, and we need to evaluate the complicated component only twice per iteration. This procedure suggests plausible ideas for considering a natural generalization of problem (3.1). We have in mind the situation in which only the derivatives of some constraints are available, whereas the remaining constraints must be addressed using derivative-free tools. This will be the subject of forthcoming research.
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