View metadata, citation and similar papers at core.ac.uk brought to you by fCORE

provided by Repositorio da Producao Cientifica e Intelectual da Unicamp

Vol. 6, No. 7 / July 2007 / JOURNAL OF OPTICAL NETWORKING 871

Analytical modeling for the threshold
service differentiation mechanism
in asynchronous optical buffers

Raul C. Almeida, Jr.,"* Kenneth M. Guild,’ 3]oaquim F. Martins Filho,> and
Helio Waldman

'Department of Electronic Systems Engineering, University of Essex,
CO4 35Q Colchester, Essex, UK
ZDepartamento de Eletrénica e Sistemas, Universidade Federal de Pernambuco
(UFPE), 50740-530, Recife, Pernambuco, Brazil
Optical Networking Laboratory, Universidade Estadual de Campinas (UNICAMP),
Caixa Postal 6101, Campinas, Sdo Paulo, Brazil
*Corresponding author: ralmeida@essex.ac.uk

Received February 12, 2007; revised May 3, 2007; accepted May 9, 2007;
published June 14, 2007 (Doc. ID 80006)

With the emergence of different kinds of applications, service differentiation
has become an important issue to be considered in current and future net-
works. We propose an exact analytical model for evaluating the performance
of feed-forward delay-line buffers when the threshold mechanism is used for
service differentiation in asynchronous optical packet-switched networks. The
analytical model was derived assuming Poisson arrivals and any packet
length distribution. Parameters such as buffer size, load, and others do not
affect the accuracy of the model. In addition, it can use an arbitrary number of
service-differentiated classes and traffic partitioning within them. To check
the exactness of the model, we compared the buffer modeling with simulation
results when exponential and uniform distributions are considered for the
packet length. The analysis presented here shows that by using the threshold
mechanism, it is possible to effectively differentiate the per class packet block-
ing probability. © 2007 Optical Society of America

OCIS codes: 060.0060, 060.4250, 060.4510.

1. Introduction

The Internet has operated on the best-effort concept, which means that traffic is ran-
domly discarded whenever necessary, without any attempt to do any kind of intelli-
gent filtering as, for example, the use of fields in the packet header to make decisions
whether to delay, discard, or forward the packet. This implies that all applications are
treated in the same way and delivered only if the network has enough resources to
support them. Today, however, as a consequence of the emergence of a variety of appli-
cations with different quality requirements, new concepts able to provide service dif-
ferentiation are becoming a very important issue on the Internet.

Integrated service (IntServ) and differentiated service (DiffServ) are two proposals
for providing quality of service (QoS) in IP networks. IntServ is a way to offer a deter-
ministic, per flow QoS. However, such an approach is not scalable, as it introduces sig-
nificant network overhead due to the necessity of reserving, for each flow, transmis-
sion capacity in every router along the path [1,2]. Conversely, DiffServ does not rely
on reserving bandwidth for each flow, but establishes per hop behavior (PHB) of rela-
tively differentiated QoS levels using the differentiated code point (DHCP) bits within
the IP header. Therefore, different treatment is given for IP packets depending on the
class they belong to. Although an absolute QoS cannot be guaranteed, such an
approach has been shown to be a very plausible and suitable way to support different
traffic requirements in large networks [1,2]. For this reason, DiffServ is seen as a
viable mechanism for future optical packet-switched networks.

Filtering procedures for service differentiation usually utilize queues coming into
the electrical switches, which are serviced depending on each priority class. However,
electrical switches are not to be used in all-optical networks, and buffering in optics
cannot be implemented in the same way as with electronic memories. Until now, the
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most convenient optical functionality that resembles queueing (buffering) results from
the use of delay-line arrays that provide, for each packet, a delay from a discrete, nor-
mally small, set of delays. Such optical delay-line banks are called optical delay line
buffers or, for short, optical buffers [3—6].

Optical buffer architectures are classified as feed-forward, feedback, and hybrid [4].
In feed-forward architectures, the decision of transmitting or blocking a packet is
made at once, since packets will have just one opportunity of being either directly
transmitted to the output, transmitted to one of the delay lines, or blocked if there is
not an appropriate delay. In feedback architectures, also known as recirculating buff-
ers, the delay lines connect an output port of a switching element to an input port.
Therefore, packets are directly transmitted to the output or sent to a delay line to
have another opportunity to be routed to the appropriate output; the number of recir-
culations is limited by loss and accumulation of optical noise. Hybrid architectures
would be the combination of the previous two. Since almost all the loss that a signal
experiences in a switching node is related to passing through the switch, the feed-
forward architecture has the advantage of attenuating all signals almost equally [7].
In this paper we will focus on the feed-forward architecture under the FIFO disci-
pline, so that the decision of transmitting or blocking a packet is made at once, and
the order of arrival of incoming packets is preserved at the output, as will be
explained later.

In general, packet-based optical networks have been studied in two categories: syn-
chronous networks with fixed-size packets and asynchronous with fixed- or variable-
size packets [7,8]. Although synchronous networks may lead to higher performance, it
is more difficult to implement with extremely high data rates because it implies that
packets coming from different links have to be aligned to the node time reference
[5,8], and this is not a simple task in the optical domain [7]. In addition, it is more
natural and convenient for variable-size packets to match varying IP packet sizes
[9,10]. For these reasons, it is worth considering asynchronous operation with
variable-sized packets.

In the literature, some works have focused on the problem of building optical packet
switches able to manage QoS. Both the time and wavelength domains have been
explored to provide different levels of QoS [10-13], whereas both domains may still be
combined. In this paper we will focus on the time domain problem, for which new
methods must be applied, as delay-line buffers operate completely differently from
traditional electronic buffers and usually do not allow a new coming packet to over-
come other packets already queued, a function used in conventional queuing operation
for service differentiation [11]. In this case, mechanisms based on a priori access con-
trol of packets to the optical buffer are necessary. Here we assume a threshold-based
technique, which was proposed for providing service differentiation in feed-forward
delay-line buffers. Such a technique restricts the buffer capacity differently for each
class of service. References [10,11] have shown, by means of simulations, the effective-
ness of the threshold-based technique in providing packet discrimination in delay-line
buffers. In addition, the small amount of additional processing makes the threshold
mechanism a very attractive option for service differentiation in optical packet-
switched networks.

The main proposal of this paper is to develop an exact analytical modeling for the
delay-line buffer when the threshold mechanism is used for service differentiation in
asynchronous optical networks. In the past years, some important studies have been
concerned with modeling delay-line buffers in asynchronous optical packet-switched
networks [14-18]. In [16,17], exact analytical models for the feed-forward delay-line
buffer under the FIFO discipline have been proposed. The authors in [18] extended
the analytical model proposed in [16] and provided an accurate analytical model for
shared delay-line buffers. In this paper, we extend the model proposed in [16] for con-
sidering the threshold mechanism in delay-line buffers.

The paper is organized as follows. Section 2 describes the basic considerations used
in our analysis. In Section 3 we describe the threshold mechanism. Section 4 derives
a finite-state Markov model for evaluating the per DiffServ class packet blocking
probability and average delay, whereas Section 5 discusses some numerical results
and the accuracy of the proposed analytical modeling. Finally, Section 6 concludes the

paper.
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2. Basic Considerations

In this section, we briefly describe the general working mode of feed-forward delay-
line buffers and the basic considerations used in this paper. In this study, we focus on
the time domain and therefore only one wavelength plane is considered in our analy-
sis.

The output fiber itself and a set of B delay lines will form the buffer, as shown in
Fig. 1. D;,1=1,2,...,B, denotes the length of the ith delay line in units of time. Upon
arrival of a new packet, a switching apparatus will switch it to one of the delay lines
or to the output fiber itself, which may be considered a delay line with zero delay
(Dyp=0). Therefore, B+1 is the number of the possible packet access points to the
buffer, as shown in the time axis presented in the bottom part of Fig. 1. The duration
of an incoming packet must be known at switching time, so that any succeeding
packet, even when it arrives while other packets are still being transferred to their
delay lines, may be immediately switched to a contention-avoiding delay line or
blocked. The choice of the delay line to be accessed should be such that at the output
of the chosen delay line, the packet accesses the output fiber without contention. We
will assume a FIFO discipline: incoming packets are always placed in the buffer after
the last one in output time, with the shortest possible delay. Therefore, a new arriving
packet will be switched to the delay line with the minimum delay that exceeds the
time (y) needed for the previously accepted packet to fully leave the buffer. For
example, as shown in Fig. 1, let 7 be the packet length (in units of time) of the last
accepted packet and ¢* be equal to the time between the new arriving and the last
accepted packets. At the new packet arrival instant, y=D;+7—¢" and the packet will
be switched to delay line j if D; ;<y<Dj;. In practical terms, y represents the time
that the last bit of the last inserted packet will leave the buffer (i.e., the tail of the
packet in the buffer). Without service differentiation, blocking occurs if and while the
leftmost (last) traveling packet overlaps the leftmost buffer access point (y>Dp),
which is referred as “buffer fullness.” When one considers service differentiation, some
limitation on the buffer access will be applied, as will be discussed in Section 3.

For the analysis presented here, we assume that packets arrive to the buffer
according to a Poisson process with total arrival rate A. In addition, we assume that
the traffic is composed by DS independent classes, each with an arrival rate of ay\,
where a4, (ds €[1,...,DS]) represents the fraction of each DiffServ class. Finally, the
packet length distribution in this paper may be generic and will be represented by
pA7). The applicability of the buffer analytical modeling to generic packet length dis-
tributions is of great interest as the buffer performance is extremely dependent on
them [15,16]. Regarding the packet arrivals, modeling the traffic is not straightfor-
ward as the packet buffering leads to considerable traffic shaping. In this analysis, we
have assumed Poissonian arrivals in order to evaluate the effectiveness of the thresh-
old mechanism in delay-line buffers.
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Fig. 1. Delay-line buffer under the FIFO discipline.
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3. Threshold Mechanism

The threshold mechanism [10,11] defines a delay-line threshold for each DiffServ class
ds=1,2,...,DS, which will be represented by Th®. On the arrival of a packet, if its
class delay-line threshold is smaller than the current buffer access point (the delay
line to which the packet will be inserted by the FIFO discipline described above), the
packet will be blocked; otherwise it will be accepted. In other words, packets belonging
to a DiffServ class ds may be switched only to delay lines 0,1, ..., Th{) This gener-
ates a different viewing of the buffer capacity for each DiffServ class, which will pro-
vide the intended service differentiation. Notice that, in terms of complexity, the only
additional task is the comparison between the packet class threshold and the current
buffer access point.

4. Analytical Modeling

In this section we present a Markov analytical model to evaluate the packet blocking
probability and average delay of asynchronous delay-line buffers with the threshold
mechanism capabilities for service differentiation. We extend the model proposed in
[16], which is an exact finite-state queueing model for delay-line buffers under class-
less traffic. The model proposed here for the threshold mechanism is also exact and
may be used for an arbitrary number of DiffServ classes, any packet length distribu-
tion, input load, and delay-line spacings.

From the discussion presented before, notice that the threshold mechanism gener-
ates DS+1 distinct regions (indexed here by 0,1,...,DS) of access points that are
restricted to some DiffServ classes and are divided by the chosen class thresholds. In
our analysis, without loss of generality, we assume that ThV'>Th®@ > ... > ThDS) e,
the first class has access to more delay lines than the second class, and so on. The
region indexes are defined so that delay lines within region 0<k<DS will be
restricted for packets from DiffServ classes ds=1,2,...,k. For example, delay lines
within region 1 will accept packets only from DiffServ class 1, those within region 2
will accept packets from DiffServ classes 1 and 2, etc. Figure 2 illustrates such regions
when one considers DS=3 DiffServ classes, with ThV=B=7, Th{?=5, and Th®=2.
The values 0,1,...,B in the figure represent the indexes of the buffer delay lines,
while D®, k=1,2,...,DS is the limit delay for each region % (which corresponds to the
limit delay for DiffServ class ds=k). We assume D{?=0 and DPS+1) = oo,

From the definitions above and the explanations presented in Section 2, notice that
packets belonging to a DiffServ class ds will be blocked while y>D@) or, in terms of
region, while y is inside (belongs to) region £ <ds. We assume that packets from Diff-
Serv classes that can be accepted while y belongs to region % are said to be priority to
such a region. Otherwise, they are said to be nonpriority. In this paper, we will use the
term belongs to and the symbol e interchangeably.

For the analytical modeling, we will focus on the status of the system when a new
packet successfully enters the buffer. Notice that the arrival rate of packets that can
be accepted by the buffer depends on the region that y belongs to, which represents
the priority packets’ arrival rate to each region. For the analytical modeling, it is nec-
essary to quantify the position that y will be on the arrival of a packet, and also the
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Fig. 2. States and regions for the threshold mechanism modeling with DS =3 DiffServ
classes. B=7; Th'V=B="7, Th'?=5 and Th®=2.



Vol. 6, No. 7 / July 2007 / JOURNAL OF OPTICAL NETWORKING 875

changes of the priority packets’ arrival rate each time that y crosses a region limit.
Therefore, we define the following set of states for representing the packet insertion in
a delay line.

e ;=0,1,...,B-1, where state i is reached by the buffer when a packet is switched
to delay line i and its tail (which is situated at D;+ 7) does not exceed the region limit.
This happens if 7<D%@-D, where D@ is the delay boundary of region (i) and (i)
denotes the region to which state i belongs. We say that state i belongs to region r(i)
=k if D** V<D, <D®. For example, in Fig. 2, r(0)=r(1)=3, D' =Dy; r(2)=r(3)=r(4)
=2, D®=Dy; and r(5)=r(6)=1, DV=D,,.

o f%, k=1,2,...,DS; i=0,1,...,if(k#1,Th®~1,B), where if(x,a,b) returns a if
the condition x is true and b otherwise. State }&ik> is reached by the buffer when a
packet is switched to delay line i and its tail reaches region £—1. This happens when
the inserted packet length D®'—D,<r<D*-V_D,.

Consequently, depending on the value of y immediately after the packet insertion

on delay line i (y=D;+ 7), the buffer may be led to r(i)+1 distinct conditions: state i or
ik>, k=r@),r(i)-1,...,1. A sequence of events and its corresponding state transitions

are shown in Fig. 3.

From our state definition, notice that if the packet size is upper bounded by some
maximum size 7y, <D*® -D,, then states f§k>,}‘§k_1), ,f§1> will never be reached, i.e.,
they do not exist. Likewise, if the packet size is lower bounded by some minimum size
Tmin=D"@ —D; then state i will never be reached, except only if equality is achieved
with positive probability. Therefore, on the maximum, only a total of B+ 1+EQSS=1ThdS
states are necessary to completely model the delay-line buffer under the threshold
mechanism. In the equations described hereon, when a state does not exist, we simply
set its probability equal to zero.

To conduct the analysis, we further define the following parameters.

e \* k=1,2,...,DS, represents the arrival rate of packets that may be accepted
while y belongs to region & (i.e., the arrival rate of priority packets to region k). There-
fore

k

AE = D . (1)
ds=1

e prw(t) denotes the interarrival time distribution of priority packets to region %,
given by
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Fig. 3. Sequence of events and its corresponding state transitions.
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pra®) = \Pe ), )

where u( ) is the unit step function.
e 7, denotes the random variable for the packet length when the state of the buffer
is i, i.e., when the packet is switched to delay line i and <D -D,,

pA7)
p.(1)= T
f pA&dé

0

[u(n) - u(r- (D" - Dy))]. 3)

o 7'@ denotes the random variable for the packet length when the state of the

buffer is £P, ie., when the packet is switched to delay line i and D®'—D,< r<D%-1
D,

pAD® -D; +7)

D%-b_p,
J pAé)dé

p*_p,

Pow(n) = [u(n) - u(r- (D* V' -D*))]. 4)

¢ h; denotes the probability that no priority packet arrives when the buffer state is
i and while y belongs to region r(i) [yer(i)]. For Poisson processes with rate \, the
probability that no arrivals occur in a time interval ¢ is given by e™¢ [19]. Therefore,
since the time that y e r(i) is given by 7+ (D; - D@+

X

o h<’? ) is the probability that no priority packet arrives when the buffer state is ﬁk>
and while y belongs to region &—1.

-D; (r@) (r(@)), (r(i)+1)
t r(i r(i _pirG
J e_}\ ngi(g)dg)e_)\ (Dl P ) ) (5)

0

Dk=1)_pk) s
hék):j e >§p7}’?>(§)d§- (6)
0 ;
e g® is the probability that no priority packet arrives during the time that y
crosses all region k. Therefore

\NBY(DRY_pik+1)
g = AP B-DED), (7

4.A. State Transition Probabilities

For the evaluation of the state transition probabilities, consider first that the optical
buffer is in state i. By the definitions above, this means that y=D;+7; immediately
after the packet insertion at delay line i. The probability that the next access point is
at 6=Dj, where j is any state that can be reached by the buffer while y e r(i), is given
by the probability that a priority packet to region r(i) arrives while D; 1 <y=D;+;
—t"r@<D;, where " is the interarrival time of priority packets to region r(i); the
distribution of which was defined in Eq. (2). Let y=D;+Z;. Therefore, Z;=7,—t " rep-
resents the analog delay increment up from D;, with the real increment resulting from
an upper quantization of Z;. Since 7; and ¢*7® are independent, the distribution of Z;
while yer(i)) is given by the convolution of p.() and p_rva(), ie., pz(z)
=pTi( Yep_peon( ), for DYOD_D. <2< DO _D..

Now, consider the possibility that the next access point is at 6=D;, where j is any
state that can be reached by the buffer while y e r(i)+ 1. First, this means that no pri-
ority packet to region r(i) arrived while ye r(i), which occurs with probability A(z).
Due to the memoryless nature of the arrival process, we can assume that the arrival
process restarts at y=D"*D, with the packet arrival rate \"@*1). Therefore, py(2)
=hprei(-z+DTOV_D)) for DYO2_D.<z<DVO+D_pD.  Similarly, pz(2)
=h gDy e (—z + D2 D)) for DYO+3) _D. <2< DY@O+2_D. and so on. Equa-
tion (8) summarizes pz (2).
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p:(2)

(0 2>Dr_p,
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8

Consequently, the probabilities that the buffer transits from state i either to states
jor f;k> are, respectively,

D;-D; Dri)-p;
Pij= (f PZi(z)dZ> (f pT(T)dr), 9)
Dj-1=D; 0

D;-D; p*-1_p;
P o = ( f Pzi(Z)dZ) ( f pf(r)dr>- (10)
’ Dj_1-D; D®-p;

Similarly, when the current buffer state is f§k>, considering Zgw the analog delay
increment up from D%

pzf@(z)

(0 z>D%V_p®

P ¥pran()  0<z<phD_p®
< hppra(=2) DY _D® <z <0

m-2

hao [] g% Pppwimr DE™ —D® <z<D*mV_D® 1 <m<DS-k+1.
" 1=0

L(_Z + D(k+m—1) _ D(k))
(11)

Consequently, the state transition probabilities from state f§k> are given by

D;-D; Dri)-p;
Pfy“).i: (f pZ’K_M(z)dz) (J p,(’r)dT) R (12)
D;4-D; 0

Dj-D; DU_p;
Pyw ) = (J pzf<k>(2)d2> <j PT(T)dT>- (13)
’ Di4-D; p-p;

Equations (9), (10), (12), and (13) show that the transition probabilities are com-
pletely independent of the past history, therefore enabling the buffer under the
threshold mechanism to be modeled as a Markovian, finite-state machine. Thus the
steady-state probabilities P; and P» of each state may be calculated exactly by
numerically solving the balance equations [20].

4.B. Packet Blocking Probability and Average Delay Evaluation

For the packet blocking probability evaluation, since the model assumes state transi-
tions only when a new packet successfully enters the buffer, we should calculate the
average number of arriving and blocked packets before each state transition. Let the

buffer be in state i or ﬁk>. We define

e T, as the average time the buffer stays at state i given that a priority packet
arrived during the time that y is at region r(i). This can be obtained by making in
Eq. (A2) #=D;-D"@*V4 7 \,=\"?) and integrating on the possible values to 7.
Therefore



Vol. 6, No. 7 / July 2007 / JOURNAL OF OPTICAL NETWORKING 878

1 Dei)_p, [D, — DO+ 4 g]e—)\<r(i)>(Di—D<’(i)+1>+§)
T, = p.(HdE. (14)

T\ 1 — o\ DDy

0

° Tf{k> as the average time the buffer stays at state f§k> given that a priority packet
arrived during the time that y is at region £-1. Make in Eq. (A2) 7=, \,=A%*"D
and integrate on the possible values to 74%. This provides '

_}\(k—l)g

3 1 pE-1_plk)
Tyw = = fo Wfré»(ﬂd&- (15)

o T is defined as the average time the buffer stays at region £ given that a prior-
ity packet arrived during the time interval D% -D%+1 Make in Eq. (A2) n=D®
-D%*+1) and )\p=)\<k>:

1 [D®- D(k+1)]e—)\<k>(D<k>—D<k+1))

L
= 2 1 — o NP0 _pD) . (16)

e 7, is defined as the average packet length in units of time, when the buffer state
is i. Therefore

D(r(i>+1)_Di
7= f & (Hde. (17)

0

e 74w is defined as the average packet length in units of time, when the buffer state
. k). ¢
is ff :

T
?fﬁk) = f & rf<_k>(§)d§- (18)

0

For calculating the packet blocking probability of each DiffServ class ds, we will
separate the average number of blocked and arriving packets when the buffer state is
ior ﬁk>. The packet blocking probability, therefore, will be obtained by the ratio of the
expected number of blocked and arriving packets. The first may be calculated by mul-
tiplying the per class packet arrival rate (az\) by the time during which the buffer
blocks packets of such class. For example, suppose that the current state of the buffer
is i. If ds=<r(i), obviously no packet from DiffServ class ds will be blocked while the
buffer is in state i. On the other hand, if ds>r(i), the time during which the buffer
remains blocking ds packets may be obtained by the probability (1-#4;) that one prior-
ity packet arrives while ye r(i) times the average elapsed time (T}) for the arrival of
a priority packet at r(i); plus the probability (h;)(1-g"@+V) that no priority packet
arrives while y e r(i) and one priority packet to region r(i)+1 arrives while yer(i)+1

times the total average elapsed time (7;+D;—D@+D L ¢+ for the arrival of a pri-
ority packet at r(i)+1; and so on, until the probability (hiHZi;(li) +lg<k>) that no priority
packet arrives before ye region ds (from that point onwards any arriving packet from
DiffServ class ds will be accepted) times the total average elapsed time (7;+D;
—D%@+1) The equation below summarizes the explanation above, where the sums (2)
and products (IT) will be 0 and 1, respectively, if the inferior limit is higher than the

upper limit.

E[number of blocked packets/i] = ag\

fO ds <r(i)
ds-1
(1-h)T;+ hi{ ( > [7+D;-D?+T9)(1-g")
X < J=r(i)+1 (19)
j-1 ds-1
x I1 g<k>> +[7+D;-D¥] [] &% ds >r(i).
k=r(i)+1 k=r(i)+1

\
The expected number of arriving packets for each DiffServ class ds may be calcu-
lated by summing the expected number of blocked packets with the number of
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accepted packets given that the buffer is in state i or fﬁk). For example, assume again
that the buffer is in state i. If ds<r(i), the expected number of accepted packets is
given by the probability (1-A;) that a priority packet arrives while yer(i) times the
probability (azA/N7@) of such a packet belongs to DiffServ class ds; plus the prob-
ability (h;)(1-g¥@+1) that no priority packet arrives while yer(i) and one priority
packet to region r(i)+1 arrives while yer(i)+1 times the probability (agz\/\T@+1)
that such a packet belongs to DiffServ class ds; and so on until that ye region DS. On
the other hand, if ds>r(i), the expected number of accepted ds packets may be calcu-
lated by quantifying the probability (hinjr_(}) 18" that no packet is accepted until
that ye region ds times the probability that a ds packet arrives from that point
onwards, which is similar to the previous explanation. Therefore

E[number of accepted packets/i|

(1= h;)ag bs Cag N It
4 _ g ® ds<r(
T +hi 2 (-g") 7 I " ds=r)
J=r(i)+1 k=r(i)+1
= ds-1 Ds g\ ! , (20)
w Il 83 =g e T g ds > r(i)
I=r(i)+1 Jj=ds k=ds

When the buffer state is f§k>, a similar procedure can be done, so that
E[number of blocked packets/ff»k>] = ag\

.
0 ds<k-1

ds-1 j-1
(1= hyw)Tyw + hf<_k>l ( >, [7w +D® — DY + TV(1 —gm)Hg“))
i i i ik i s

X 4 )
ds-1
+[Fm + D% _ plds H g<l>] ds>k-1
L ! I=k
(21)
E[number of accepted packets/fy”]
(1= hgw)agh bs ag NIt
i £ Gds
- _ o O ds<k-1
N hék@ 1-g"-7 Hg :
_ J=k [=k 22)
= ds-1 DS agh 7 : (
- S
h [] 8™ 2 (1—g<’>)WHg<Z> ds>k-1
m=k Jj=ds l=ds

Consequently, for each DiffServ class ds, the packet blocking probability will be
given by

2 E[number of blocked packets/s]P,

seS

2 (E[number of blocked packets/s] + E[number of accepted packets/s])P, ’
seS

Bys

(23)

where S is the set of all states for the buffer.
The total packet blocking probability, i.e., the blocking probability of any packet
sent to the buffer, is given by

DS

Py, = X, agPBy,. (24)

ds=1
For the average delay evaluation, notice that (a) we must consider only the packets
accepted by the buffer; (b) a packet belonging to a DiffServ class ds may be accepted
only while y belongs to a region £>ds; (c) among the packets accepted in region %
>ds, packets from DiffServ class ds will represent the fraction ayN/\*’; and (d) when
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there is a transition either to state i or f§k>, the packet will receive a delay D;. There-
fore, the average delay may be calculated by

DS g\ Tk (i)
E 2 Dl(Pl+2Pf§l>)

_ peas A% TR+, 1 =1
D, = (25)
ds DS 4 )\ e () ’
ds
> Y Pi+XPp
)\k i
k=ds oD =1

where, for equation simplification, we assume ThPS*D=_1 and r(B)=1. Finally, the
total average delay may be calculated by

DS ThR (i)
DMESEDS Di(Pi +> Pf<_1>) . (26)
=1

k=1 i=Thk+1)

5. Numerical Results and Model Validation

Figures 4(a) and 4(b) compare the total and per DiffServ class packet blocking prob-
abilities and average delays when the threshold mechanism is used for service differ-
entiation. PBy, and PB7y, denote the individual DiffServ classes and the total packet
blocking probabilities, respectively. Similarly, D;, and Dy, represent the per DiffServ
and total average delays. For comparison purposes, the classless scenario is included

from [16] and labeled PB for the packet blocking probability and D for the average
delay. We assume an optical buffer with B=seven delay lines, uniform packet length
distribution between 0 and 27 with average packet length 7=1.0, and total arrival rate
N=0.6, which provides an input load p=0.6. Moreover, we made the usual assumption
that D;=iD, i=0,1,...,B, where D is the delay unit parameter, also called the buffer
granularity [14], although the model can handle any combination of delays. Finally,
we assumed DS=three DiffServ classes, with the following per DiffServ class traffic
partitioning: a;=0.2, a3=0.3, a3=0.5 and delay-line thresholds: Th,=7, Thy=5, and
Ths=3.

To validate the accuracy of the proposed analytical modeling, the buffer perfor-
mance as predicted by the model is compared with simulation results. These were
obtained by running an ad hoc, event driven simulator. Events are marked by Poisson
arrivals of packets to the buffer from the assumed DiffServ classes. On the arrival of
a packet, its DiffServ class threshold is compared to the buffer access point to decide,
through the threshold mechanism, if the packet should be accepted or blocked.
Blocked packets are simply discarded, whereas an accepted packet will be inserted
into a delay line and its duration will be used to update y for deciding the acceptance
or blocking of ensuing arriving packets.

With respect to performance, it can be seen that the threshold mechanism is
capable of providing an efficient service differentiation in terms of blocking probabil-
ity, whereas the difference on the average delay is small. For example, in Fig. 4(a), for
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Fig. 4. Threshold mechanism performance for uniform packet length distribution and
three DiffServ classes. B=7; p=0.6; a;=0.2, a3=0.3, a3=0.5; Th =7, Thy=5, Th3=3.
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a delay unit D=1 it can be observed that there is almost 1 order of magnitude differ-
ence in the packet blocking probability between DiffServ classes 2 and 3 and more
than 1 order of magnitude between DiffServ classes 1 and 2. The average delay varies
from approximately 1.3 for DiffServ class 3 to 2.0 for DiffServ class 1. Comparing the
packet blocking probabilities for the classless (PB) and threshold (PByy,) scenarios, a
slight degradation can be observed in the latter. On the other hand, the per DiffServ
class (Dg) and total (D7) average delays are lower when compared with the delays in
the classless scenario. These are expected due to the buffer capacity segregation pro-
duced by the threshold mechanism.

Throughout this paper, we assumed an average packet length 7=1.0. Therefore,
both the average delay and the delay unit are already normalized to the packet dura-
tion. Consequently, an average delay equal to one corresponds to about 0.4 us when
considering typical applications with average packet sizes of 500 bytes and transmis-
sion rates of 10 Gbits/s. From Fig. 4(b), it can be observed that in this case the total
average delay in the classless and threshold scenarios will be approximately 1.2 and
0.8 us for a single unit delay (D=1.0).

Figures 5(a) and 5(b) compare the total and per DiffServ class packet blocking prob-
abilities and average delays for a larger optical buffer (B=31 delay lines), exponential
packet length distribution, and offered load p=0.6. We assume DS=three DiffServ
classes, but now a;=0.1, @9=0.2, a3=0.7 and the delay-line thresholds are Th;=31,
Thy=26, and Th3=21. Similar to the previous case, the calculations fit the simulations
very well, and an effective service differentiation in terms of blocking probability as
well as a small difference in the average delay is observed.

Following the methodology proposed in [13], the efficiency of a QoS differentiation
mechanism, S, is defined as the relative decrease in throughput when introducing ser-
vice differentiation. The throughput in the threshold and classless scenarios may be
obtained as 1-PBy, and 1-PB, respectively. Therefore, S=(1-PB,;,)/(1-PB), which
varies with the delay unit (D). In the examples shown in Figs 4(a) and 5(a), we
observed S=0.915 and 0.964, respectively, for the worst case, i.e., the lowest value of
S. Such values provide an insight into the efficiency of the threshold service differen-
tiation mechanism, which is in agreement with the service differentiation scheme
based on access restriction on the wavelength domain analyzed in [13]. Perhaps the
major disadvantage of any kind of approach that exploits the buffer time domain is
that the optimal value of the delay unit D is different for each DiffServ class. The
delay unit is optimal where the blocking probability is minimal. As can be observed,
the optimum delay unit for the highest-priority traffic is larger than the optimum
delay unit for the second priority class, and so on. Given that higher-priority traffic in
some regions does not compete with lower-priority traffic, high-priority traffic “sees” a
lower effective load offered to the buffer. Combined with the fact that the optimal
delay unit increases as the offered load to the buffer is reduced [15] offers an explana-
tion for the increase in the optimal delay unit with higher traffic priorities.

Regarding the operational characteristics of the threshold mechanism, it is impor-
tant to observe that it is very simple to be implemented, although the performances of
the classes are correlated and it is possible to attribute just a finite set of thresholds
for service differentiation. However, these thresholds can be dynamically tuned to the

1 50

7
Simulation: Model: I$>
- = D D .
K aAA 1 1 B
01 P e _— £
> 3 s AT w04 * 0, D, S
3 A @Q 0:78 4D oD I<$ “
8 oot il 5 * D, —=D, -+
& 2 s 304 ¢ D --=D 14 4
g M f
£ i3 =4 8
§ B == Sl L e Mt | g /;
K Simulation: Model: z 7
B 14 = PB, —PB -
2 h \
8 e PB, - PB, ®
& J
A PB, PB, 10
1E5 ‘\I « PB, P8, . ;,f
o PB PB M
1E-6 ; 0+ T
0.0 05 10 15 20 0.0 05 1.0 15 20
Delay unit (D) Delay unit (D)
(a) (b)

Fig. 5. Threshold mechanism performance for exponential packet length distribution
and three DiffServ classes. B=31; p=0.6; a;=0.1, ay=0.2, @3=0.7; Thy=31, Thy=26,
Thy=21.
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instantaneous traffic profiles to guarantee that traffic variations may be properly
treated. The analytical modeling presented here can be used in future planning for
the threshold mechanism in delay-line buffers.

6. Conclusions

In this paper we propose a Markov chain analytical model for FIFO delay-line buffers
under the threshold mechanism and validate its accuracy through numerical simula-
tions. The use of optical buffer thresholds has been proposed to offer differentiated
quality of service in optical packet-switched networks. The model is valid for a variety
of input parameters such as packet length distribution and input load (in regard to
Poissonian arrivals); number of DiffServ classes, as well as class traffic partitioning as
a percentage of total traffic; class thresholds within the buffer and uniform—
nonuniform delay-line spacings.

The results indicate that the threshold mechanism provides an effective service dif-
ferentiation in terms of blocking probability while the average packet delay exhibits a
small difference among the classes. The analysis also confirms, when comparing the
threshold and classless scenarios, that the total packet blocking probability is slightly
higher in the threshold scenario, whereas the per class and average delays are lower.
The different blocking probabilities for each class of traffic can be optimized by appro-
priate choice of thresholds and delay unit values. It is clear that proper buffer design
is necessary for performance optimization and this can be realized using the proposed
analytical model. For low packet blocking probabilities, numerical simulation perfor-
mance analysis is time consuming and the availability of accurate analytical models is
clearly beneficial.

Appendix A: Average Elapsed Time Between Packet Arrivals

Let 7 be an interval of interest and assume that a priority packet arrived during such
an interval. Assume that 7 is totally contained in a region of the buffer so that the
arrival rate of priority packets does not change. The conditional elapsed time distribu-
tion for the arrival of a priority packet in % is given by

pr(tv)[u(t*) - u(t* - 77)] )\pe_}‘pt*[u(t*) - u(t* - 7])]

pT;/n(t*) = ’ (Al)

K 1-e™7
pr(§)dé
0

where p7() and \, represent, respectively, the interarrival time distribution and
arrival rafe of priority packets.

Therefore, the average elapsed time, T,, for the arrival of a priority packet in 7 may
be written as

B 7 1 e M7
T,= fo ng;/n(f)d§= E I (A2)
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