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Chapter 1

Introduction

1.1 The industrial wireless network

In recent years, industrial centres are incorporating wireless communication systems in

their production processes. Companies that own large industrial plants face growing de-

mands to improve their efficiency, meet environment regulations and cost objectives [1,2].

With the increase of the industrial manufacturing market, intelligent communication sys-

tems are required to improve productivity [3]. Machines such as production or assembly

lines in man-made installations and factories are often moved. As a result, workspaces

within these industrial environments change over time, and wired communication re-

quires frequent routing of cables, which can be costly and time consuming. Industrial

organizations such as ZigBee Alliance and the HART Foundation have been active in in-

troducing wireless solutions such as ZigBee [4] and WirelessHART [5] for automation in

industrial environments. Compared to traditional wireless networks, industrial wireless

networks operate in harsher and noisier environments [6]. Industrial wireless networks

have more demanding requirements in terms of reliability and low-latency. The qual-

ity of control may be severely degraded if data packets are delayed or not transmitted

correctly.

The main motivation in this thesis is to analyse and improve performance in indus-

trial wireless networks through the use of the effects of spatial diversity. The propagation

channel in industrial environments behaves differently from the channel found in other

closed-space environments such as office space [1]. These environments have a more open

layout, consist of large machines, and there is a presence of concrete and highly reflective

materials such as metal. In these environments, apart from the fading phenomena, the

macroscopic changes in the propagation environment are also accounted, e.g., moving

large objects which block Line-of-Sight (LoS) paths, and other obstacles [1,7,8]. Within

these types of industrial environments, network source nodes are also subject to dynamic

shadowing and outage events occur due to propagation phenomena, which are not static

1
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Figure 1.1: Wireless network in an industrial environment.

but are slower than short-term fading. Industrial wireless networks typically require low

and deterministic latency. When wireless networks are used for process control, any

missing or delayed data can severely degrade the quality of control [6]. If Wireless

Sensor Networks (WSNs) are used in an industrial environment, any potential equip-

ment problems and failures can be avoided and replacement costs can be prevented with

an early notification system [2]. In these operating regimes Outage Probability (OP),

which can be defined as the probability that the instantaneous error probability exceeds

a specified value, is the correct performance indicator [9]. Note that alongside OP,

average throughput and error rate are equally good performance indicators; however,

throughout the thesis OP is the primary performance metric used.

A typical wireless network set in industrial environment is shown in Fig. 1.1. In this

thesis, the applications of cooperative relaying in industrial wireless network scenarios

are investigated. Dynamic shadowing is modelled with a simple node or link blockage

model, where in the former any node can be totally blocked from its environment [9].

This simple blockage case is used for modelling macroscopic, dynamic link attenuation,

where in the worst case scenario any node can be totally blocked from its environment.

It is also useful in modelling situations where some nodes are randomly eliminated due

to battery depletion or other reasons causing device failures. The fading and shadowing

phenomena are statistically modelled as a composite fading channel [10–12], combining

the effects of multipath fading and shadowing.

2
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Cooperative communication systems have developed as an upgrade to existing cel-

lular network architectures. In the wireless community, a paradigm shift has risen from

single-hop systems to two- and multi-hop systems [13]. In industrial wireless networks,

the deployment of cooperative multi-hop relaying communication systems adds perfor-

mance gains when compared to a traditional, single-hop system. Due to the broadcast

nature of the wireless medium, when a transmitting node sends its data to the destina-

tion, other nodes in the vicinity can pick up these transmissions as well, and relay them

to the destination. The destination can combine all the received independently faded

signals and obtain diversity gains. Diversity obtained through multi-hop transmissions

in literature is usually referred as cooperative diversity. Furthermore, cooperative sys-

tems provide fast communication with little overhead, obtaining diversity gains which

in turn provide low OP. The high reliability and low-latency requirements in indus-

trial wireless networks are addressed through the utilization of cooperative diversity.

Two-hop networks are considered, as a two-hop network is the simplest non-trivial case,

which exposes basic macro-diversity behaviour and propagation effects.

1.2 Background on cooperative diversity

The concept of using relays to enhance a communication link from a source to a des-

tination is not new. In fact, the protocols encountered in modern relay-assisted and

cooperative communications have been known in part by the satellite community for

half a century [14–18]. However, the main use of relays was to improve coverage and

range problems typical for satellite communications.

The capacity and performance benefits of cooperative relaying protocols under real-

istic channel and system conditions are responsible for returning cooperative communi-

cation as a “hot topic” in modern communication systems [19].

In cooperative communications, a user’s communication link is enhanced in a sup-

portive manner by other users in the network acting as relays [19]. In traditional (sup-

portive) relaying, a relay node is placed between the source node and the destination,

extending the source node’s communication range by forwarding its data to the desti-

nation. On the other hand, in cooperative relaying multiple source nodes act as each

other’s relays simultaneously, enhancing communications links to all active source nodes.

Supportive relaying and cooperative relaying schemes are shown in Fig. 1.2.
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Figure 1.2: Types of relaying.

1.2.1 Supportive relaying

The simplest form of cooperative communications, termed supportive relaying has been

introduced by van der Meulen in [20, 21], and also studied in [22]. However, the first

information theoretic analysis of the relay channel was published by Cover in [23,24]. In

supportive relaying, a source Mobile Station (MS) communicates both directly with the

destination and over the Relay Station (RS). The achievable communication rate was

derived for the cases with and without feedback to either the MS or RS or both, and

the main conclusions were that the capacity of a communication system with a relay

improves the capacity of a single, direct link. These early works presented results for

Gaussian channels only – no channel fading was taken into account. The idea of utilizing

relays to improve capacity of wireless networks was revisited at the last decade of the

20th century [25], where the emphasis was on the use of relays in cellular systems [26–29].

1.2.2 Cooperative relaying

The concept of cooperative relaying, in which at least two users help each other to

improve both users’ performance has been pioneered by Sendonaris et al. in [30]. The
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authors studied a simple cooperation protocol which improved capacity and reduced OP

at a given rate. The same authors extended [30] in [31, 32], where more sophisticated

cooperative schemes were proposed.

Based on [30], Laneman et al. gave the mathematical framework for energy-efficient

multiple-access cooperative strategies in [33–36]. These strategies, based on Amplify

and Forward (AF) and Decode and Forward (DF) relaying, achieve significant diversity

and outage gains when compared to a non-cooperative single link case [19].

1.2.3 Pros, cons, and trade-offs of cooperative relaying

The main advantages, disadvantages and trade-offs of cooperative communication in

wireless systems are presented below. The key points are taken from [19]. To design a

system that would take full advantage of cooperation, one must ensure that by applying

cooperative schemes, overall system performance does not deteriorate.

Advantages of cooperative relaying

The main advantages of applying cooperative schemes in wireless communication sys-

tems can be given as follows:

• Performance improvement. End-to-end improvement of performance metrics

such as error rates and OP can be achieved when using cooperative schemes com-

pared to traditional direct link systems. These improvements are a result of di-

versity and coding gains and allow higher capacity and better coverage.

• Balanced Quality of Service. In traditional systems nodes that are in shadowed

areas, in coverage holes or on a cell edge, suffer from coverage or capacity problems.

With the use of relays, these performance issues are balanced.

• Less infrastructure. The use of nodes as relays results in no infrastructure

investments to an existing system.

• Reduced cost. Compared to a pure cellular approach, the use of relays is a more

efficient solution w.r.t. costs.

Disadvantages of cooperative relaying

The main disadvantages of applying cooperative schemes in communication systems can

be summarized as follows:

• More complex scheduling. A system with a large number of users and relays

can require complex scheduling mechanisms. The gains achieved at the physical

layer can be negligible if not properly addressed at higher layers.
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• Increased overhead. A system employing cooperative schemes requires han-

dovers, additional security and tight synchronization when compared to a non-

cooperative scheme.

• Increased interference. The use of relaying will increase the total number of

transmissions in the wireless medium, resulting in more both inter- and intra-cell

interference.

• Synchronization. In a cooperative network, synchronization needs to be tight

to maintain seamless data flow between cooperating nodes and between the nodes

and the destination [37,38].

• Increased end-to-end latency. Relaying typically involves the reception and

decoding of the entire data packet before it can be re-transmitted. If delay-sensitive

services are being supported, such as voice or multimedia, then the latency induced

by the decoding may become detrimental. Latency also increases with the number

of relays. To prevent the increase of latency, either simple transparent relaying or

novel decoding methods need to be used.

• Power consumption. If cooperating nodes are not powered by mains, the power

consumption can be prime design driver. It determines battery recharging cycles

and costs. Additionally, in a dynamic cooperative network, power consumption is

not deterministic, which remains a challenge for many industrial applications.

Trade-offs

The main trade-offs in designing a system with cooperative schemes are

• Coverage versus capacity. This is the equivalent to the diversity-multiplexing

trade-off [39]. Relays can help to improve the system capacity or increase network

coverage – increasing one diminishes the other.

• Software versus hardware complexity. Relays usually have low hardware

complexity, and are a cost-effective solution compared to installing new Base Sta-

tions (BSs) to increase capacity or coverage. However, the algorithm complexity

increases, as cooperative schemes require more scheduling, overhead and synchro-

nization.

• Interference versus performance. The gains obtained by using cooperative

schemes can be used to reduce transmission power per node and therefore reduce

the level of interference in the network. The use of same transmission power in

a non-cooperative scheme results in an increase of capacity or coverage; however,

relaying generates more overall traffic, which itself is a source of more interference.
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1.2.4 Types of cooperative protocols

Cooperative protocols can be divided into two main protocols and their derivations –

Amplify and Forward (AF) and Decode and Forward (DF) [19]. The simplest protocol

is AF, where the signal received by the relay node is amplified, frequency translated and

retransmitted. Amplification is performed by either a fixed or variable gain. In DF,

the relay detects the signal, decodes it, re-encodes and only then retransmits it. These

protocols require more hardware and are more complex in processing terms compared

to AF.

Apart from AF and DF, additional cooperative protocols are listed in the following

paragraph. These protocols are not used in this thesis in the performance analysis of

industrial networks, and are therefore only briefly mentioned.

In addition to the AF and DF cooperative protocols, the combination of these two

approaches resulted in the Decode-Amplify-Forward (DAF) protocol [40,41]. The DAF

protocol combined the benefits of both AF and DF protocols. With the Linear-Process

and Forward (LF) protocol, the relaying node, besides amplification, performs simple

linear operations on the received signal. These operations, such as phase shifting, are

performed in the analogue domain after amplification. Similarly, Nonlinear-Process and

Forward (nLF) performs nonlinear operations on the received signal before retransmis-

sion, such as end-to-end error rate minimization. Utilizing the Estimate and Forward

(EF) protocol at the relay, the analogue signal is firstly amplified and down-converted to

baseband. Afterwards, detection algorithms try to recover the original signal, and then

the relay retransmits the signal. When a relay node retransmits to the receiver a com-

pressed version of the detected signal, it uses a Compress and Forward (CF) protocol.

Usually, these protocols apply source coding on the sampled signal.

Modern wireless communication networks that consist of many nodes are usually

treated as interference-limited rather than noise-limited. Therefore, a group of protocols

that are interference-aware are developed as well. In cooperative systems, Purge and

Forward (PF) protocols eliminate as much interference as possible at each relaying

node, while in Compute and Forward (CoF) protocols, relays decode linear functions

of transmitted messages according to their observed channel coefficients rather than

ignoring the interference as noise [42, 43].

1.2.5 Decode-and-Forward protocols

In this thesis, the protocols presented are based on DF, as this protocol is known to be a

performance optimum w.r.t. metrics such as error rates or OP [19]. Moreover, DF proto-

cols are implementable with current orthogonal Medium Access Control (MAC) systems.

Channel orthogonality can be achieved by using various modes of multiple access, i.e.,
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time/frequency/code division multiple access (TDMA/FDMA/CDMA). However, when

considering DF protocols with the utilization of Orthogonal Frequency Division Mul-

tiplexing (OFDM) results in an unavoidable processing delay of at least one OFDM

symbol, because OFDM symbols cannot be demodulated before they are completely

received [44].

Medium access control

Throughout the thesis, DF protocols utilizing orthogonal MAC are investigated. Sim-

ilar to many existing systems like wireless LAN and cellular networks, the available

bandwidth is divided into orthogonal channels, which are allocated to the nodes in the

cooperative network [36]. By utilizing orthogonal MAC, interference issues between the

cooperating nodes are avoided. Collisions are avoided as well, resulting overall lower

latency. As a result, receiver algorithms are simplified, as well as the outage analysis.

A problem in DF schemes is that relay node can forward data from the source to

the destination only if the data is fully decoded at the relay. When the channel is poor

(i.e., under heavy fading and/or shadowing) the relay cannot fully decode a packet and

therefore it does not forward it. The destination in turn may lose synchronization with

the network unless it has a packet distinguishing mechanism or the transmitted data

has more overhead.

Some of the disadvantages of DF protocols are arising from the lack of full-duplex

operation, i.e., transmitting and receiving at the same time in the same frequency

band. Full-duplex relaying has been investigated in [44–49], and while this relaying

mode does indeed increase the spectral efficiency, it is echieved at the expense of self-

interference. Interference-aware cooperative protocols like CoF utilize simultaneous

transmissions [42], but these protocols are more complicated and are beyond the scope

of this thesis.

Decode and Forward literature overview

Chatzigeorgiou et al. have introduced repetition schemes in their works, ensuring the

destination will always receive the same amount of data per node [50–52].

In [50], M nodes operate either cooperatively or selfishly. Namely, in the high

Signal-to-Noise Ratio (SNR) regime in the channel between nodes all data is successfully

decoded, and all nodes relay each others’ data to the destination. On the other hand, if

any node fails to decode a packet, the whole network drops cooperation and each node

sends its packets another (M − 1) times. Either way, the destination receives M packet

copies per cooperation frame.

Although the destination receives the same amount of packet copies per cooperation

8
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frame, the whole network suffers if one of the packets is not successfully decoded, since

in that case cooperation is dropped and every node re-sends its packets. This issue

is avoided in [51] where only those packets which are not successfully decoded are re-

sent. Additionally, besides exact OP expressions over Rayleigh fading, in [52] asymptotic

expressions are derived as well, giving more insight on the interplay between the channel

conditions.

An extension to Nakagami-m fading is presented in [53], where the effects of fading

severity and LoS and non-LoS environments were taken into account. Furthermore, the

effects of unequal SNR and node blockage were investigated in [9].

Besides the repetition protocols, Ikki and Ahmed have investigated the best-relay

and incremental-best-relay selection schemes, respectively, in [54, 55]. In the former,

instead of using all nodes in the network as relays, only the “best” one is used for

forwarding data, i.e., the relay with the highest uplink SNR to the destination. In the

latter, this relay is used only if the destination provides a negative acknowledgement via

feedback messages. With the use of these schemes, only two channels are needed – the

source node uplink channel and the best relay uplink channel.

When data-link layer performance is investigated, a more natural metric to wireless

packet transmission when compared to physical layer Bit Error Rate (BER) performance

is Packet Error Rate (PER) [56]. PER analysis was performed in [56] by applying several

Automatic Repeat reQuest (ARQ) feedback schemes from the destination to cooperating

nodes. Three protocols that apply ARQ mechanisms at the relay and/or destination

are presented in [57]. In [58], the authors proposed an ARQ-based Low Density Parity

Check (LDPC) coded cooperative system that provides an improvement in both error

rate and throughput.

1.2.6 Application to modern communication systems

Cooperative communications have a large set of applications in communication systems,

ranging from cellular systems, ad-hoc networks, vehicular systems and WSNs. A brief

overview is given below, demonstrating the benefits of cooperative systems. Afterwards,

an example of how cooperative communication can be utilized in industrial wireless

networks is presented.

Cellular systems

In a cellular system, the communication network is composed of cells, each containing

its BS serving multiple MSs which communicate directly to their BS. Cellular networks

suffer from capacity, coverage and interference problems [19], and often these problems

are not independent. By adding a RS to a cellular system, significant gains can be

9
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Figure 1.3: Application in cellular systems.

achieved.

Firstly, those MSs within the coverage area can gain additional capacity. Namely,

MSs acting as relays reduce the propagation path, allowing the BS to use higher mod-

ulation orders, improving capacity, as shown in Fig. 1.3(a).

Secondly, coverage can be extended for those MSs beyond the cell edge receiving

poor signal, shown in Fig. 1.3(b). Furthermore, in urban and industrial environments,

coverage holes can be covered.

Thirdly, these capacity and coverage gains result in less transmission power needed,

reducing the interference in the whole system.

Ad-hoc networks

In wireless ad-hoc networks, apart from interference, fading, and shadowing, nodes

frequently join and leave the decentralized network. This dynamic behaviour of an ad-

hoc network causes an additional design issue [59]. By forming node pairs, the two

transmitting nodes and the two receiving nodes can mutually cooperate, forming two-

by-two Multiple-Input Multiple-Output (MIMO) channel, but retaining a single antenna

per node, as shown in Fig. 1.4.
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Node

Figure 1.4: Application in ad-hoc networks.

Vehicular systems

Figure 1.5: Application in vehicular systems.

Novel vehicular systems will include in-vehicle Internet access, vehicle-to-vehicle

and vehicle-to-infrastructure communication [60–65]. Vehicle collision avoidance, traffic

routing due to congestion can all benefit from cooperation within a vehicular commu-

nication system, as shown in Fig. 1.5.
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Figure 1.6: Application in wireless sensor networks.

In WSNs, battery consumption poses an limiting issue in network design [66–70].

One must optimize the network lifetime w.r.t. reliable communication between the

sensors themselves, as well as between the sensors and sinks. With the use of cooperative

strategies, shown in Fig. 1.6, coverage gaps can be avoided, redundant links can be

established, overall network reliability can be improved, and network life expectancy

can be prolonged.

Industrial wireless networks

Utilizing cooperative diversity in an industrial network is shown in Fig. 1.7. Each net-

work cluster can have a local destination node and a number of corresponding local

cooperating nodes. Each node cooperates with other nodes in its cluster and sends data

to its local destination. The destination nodes can be static, and therefore intercon-

nected either by a microwave link or a wired connection. Whereas traditional WSNs

have in general different latency requirements, industrial wireless networks have the

low-latency constraint. Two-hop communication within a cluster provides low-latency

while maintaining the diversity benefits of cooperative schemes. Throughout the thesis,

the performance of a single network cluster is investigated.
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Figure 1.7: Application in industrial wireless networks.

1.3 The industrial wireless channel

Wireless communication on Radio Frequency (RF) is a complex phenomenon which

is characterized by various degrading effects such as multipath fading, shadowing and

noise [71]. These effects are modelled statistically. Throughout the vast literature

on wireless communications, there exist statistical fading channel models for different

communication scenarios and propagation environments.

Multipath fading is a consequence of constructive and destructive combination of

randomly delayed, reflected, scattered, and diffracted signal components [71]. This type

of short-term signal variations is also termed short-term fading, which occurs at the

spatial scale of the order of the carrier wavelength [72]. Depending on the nature of

the propagation channel, several models used for describing the statistical behaviour of

multipath fading, which are used throughout the thesis are presented.

Furthermore, when regarding the analysis of signal transmission over wireless RF

links, it is certainly important to take into account the consequences of possible moving
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obstacles in the propagation path and in the destructive Fresnel zones [73]. This dynamic

shadowing can cause temporary communication interruption between the transmitter

and the receiver – blockage. The blockage caused by densely located buildings in urban

areas was analysed in [74]. Based on random shape theory, the authors have modelled

buildings as a line segment processes and have computed coverage probability of wireless

network with link blockage. Moreover, in [75] the outage probability of macro diver-

sity with multiple base stations in Millimetre-Wave (mm-Wave) communications was

evaluated.

In wireless communication systems, the received amplitude of the signal is modulated

by the random fading amplitude X, which has a mean-square value of Ω = E [X2], with

E [·] denoting the expectation operator. Upon passing through the fading channel, the

signal is degraded at the receiver by Additive White Gaussian Noise (AWGN). The

noise, characterized by one-sided power spectral density N0 W/Hz is usually assumed

to be statistically independent of the fading amplitude X. Denote the instantaneous

received SNR per symbol with γ = X2ES/N0, with ES denoting symbol energy. The

average SNR per symbol is therefore γ̄ = ΩES/N0. With a known Probability Density

Function (PDF) of the fading envelope pX (x), the PDF and Cumulative Distribution

Function (CDF) of the instantaneous SNR, denoted with pγ (γ) and Pγ (γ0), respectively,

are obtained as [71, 76]

pγ (γ) =
1

2
√
γγ̄/Ω

× pX

(√
Ωγ/γ̄

)
(1.1)

and

Pγ (γ0) =

γ0∫
0

pγ (γ) dγ. (1.2)

Throughout the thesis, the performance metric used is OP. In terms of the output

SNR, this is the probability that γ will fall below a certain outage threshold, γ0. Using

the CDF expressions for various fading channels presented in the following subsections,

OP, denoted with PO (γ̄; γ0) is obtained as

PO (γ̄; γ0) ≡ Pγ (γ0) . (1.3)

Note that the expressions for OP and CDF are identical, but in OP the threshold is

parameter, whereas in the CDF expression γ0 is the argument.

At high SNR, (1.3) can be approximated by a first order Taylor series, which can be

expressed in terms of coding and diversity gain [77]. This asymptotic OP can therefore

be written as

POasy (γ̄; γ0) = (Gcγ̄)
−Gd (1.4)

with Gc denoting the coding gain, and Gd the diversity gain. This approximation is done

in order to simplify the analysis of the system at high SNR.
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1.3.1 Common channel models

In this subsection, the PDFs of the fading envelope and instantaneous SNR at the re-

ceiver for fading channels presented throughout the thesis are presented. Furthermore,

the expressions for the CDF of the SNR are also given, as they are used as the basis for

the performance analysis.

Rayleigh channel

When the received signal consists of a large number of multipath components, from

the central limit theorem, the received envelope is treated as complex Gaussian process

[78]. The in-phase and quadrature components are Independent Identically Distributed

(i.i.d.), and the magnitude of the received envelope has a Rayleigh distribution. Hence,

the most commonly used fading model for non-LoS communications is Rayleigh fading,

and the PDF of the envelope is given as [71]

pX (x) =
2x

Ω
exp

(
−x

2

Ω

)
, x ≥ 0. (1.5)

The PDF of the instantaneous SNR is given as [71]

pγ (γ) =
1

γ̄
exp

(
−γ
γ̄

)
, γ ≥ 0 (1.6)

and the CDF is given as

Pγ (γ0) = 1− exp

(
−γ0
γ̄

)
. (1.7)

Nakagami-m channel

Replacing the Rayleigh distribution with the Nakagami-m distribution [79] allows the

analysis of fading conditions that can have a direct component, as well as severe fading,

even severer than Rayleigh, depending on the fading parameter m, m ≥ 0.5. For

instance, for m = 0.5, the distribution reduces to the one-sided Gaussian distribution,

while for m = 1 the Rayleigh distribution is obtained. Furthermore, as m → ∞, the

fading channel converges to the non-fading AWGN channel [71]. The PDFs for the

envelope X and instantaneous SNR γ are respectively given as

pX (x) =
2

Γ (m)

(m
Ω

)m

x2m−1 exp

(
−mx

2

Ω

)
, x ≥ 0 (1.8)

and

pγ (γ) =
1

Γ (m)

(
m

γ̄

)m

γm−1 exp

(
−mγ

γ̄

)
, γ ≥ 0, (1.9)
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where Γ (·) is the Gamma function defined in [80, eq. (1.1)]. For arbitrary m, the CDF

is obtained as

Pγ (γ0) = 1− 1

Γ (m)
Γi

(
m,

mγ0
γ̄

)
, (1.10)

with Γi (·, ·) denoting the incomplete Gamma function, defined in [80, eq. (8.350.2)].

However, when m is an integer, using the series expansion of the Gamma functions

in [80, eq. (8.352.2)], (1.10) is reduced to

Pγ (γ0) = 1− exp

(
−mγ0

γ̄

)m−1∑
κ=0

1

κ!

(
mγ0
γ̄

)κ

. (1.11)

Log-normal shadowing

The wireless channel is degraded not only by short-term multipath fading, but also

by a long-term fading, i.e., shadowing [11, 71]. Depending on the properties of the

propagation channel, multipath fading has been described by various statistical models

[71]. As for shadowing effects, the log-normal distribution has empirically shown to be

acceptable [81–87]. The PDF of the instantaneous SNR is given as

pγ (γ) =
ξ√

2πσSHγ
exp

(
−(10log10γ − μSH)

2

2σ2
SH

)
, (1.12)

where ξ = 10
ln 10

, μSH is the mean, and σSH is the shadowing spread.

However, this model is not appropriate for further mathematical manipulations, and

therefore shadowing effects are often modelled by the Gamma distribution.

Composite fading channel – the Generalized-K channel

Replacing the log-normal distribution with the Gamma distribution, with appropriate

parameter substitutions a more desirable form for modelling the effects of both mul-

tipath fading and shadowing is obtained [11]. The Rayleigh-gamma, denoted as the

K-distribution [88], can be used for modelling diverse scattering phenomena in wireless

and in optical communications. The composite Nakagami-m-gamma model found in

literature under the name generalized-K (KG) model was proposed [10, 12] as a general

fading/shadowing model for describing simultaneous effects of multipath fading and

shadowing. The multipath portion of the compound fading channel is described by the

Nakagami-m distribution, while the shadowing portion is described with the Gamma

distribution. The PDF of a KG fading envelope is given as [10]

pX (x) =
4m

k+m
2 xk+m−1

Γ (m) Γ (k) Ω
k+m

2
SH

Kk−m

(
2

√
m

ΩSH

x

)
x ≥ 0, (1.13)
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where k and m are the shadowing and fading severity parameters, respectively, ΩSH

is the mean power defined as ΩSH = E [X2] /k. Furthermore, Kν (·) is the ν-th order

modified Bessel function of the second kind, defined in [80, eq. (8.432)]. A variety of

channel models can be obtained by setting certain values of the fading and shadowing

severity parameters. The shadowing severity parameter k is related to the shadowing

spread parameter σSH in log-normal shadowing as [12, 89]

σSH [dB] =
10

ln 10

√
ψ′ (k), (1.14)

where ψ′ (·) is the first derivative of the digamma function, defined in [80, eq. (8.360)].

The PDF of the received SNR is obtained using a random variable transform as [10]

pγ (γ) =
2Ξ

k+m
2

Γ (m) Γ (k)
γ

k+m
2

−1Kk−m

(
2
√
Ξγ

)
, γ ≥ 0 (1.15)

with Ξ = km/γ̄ and γ̄ = kΩES/N0. The CDF of γ, can be obtained in closed-form

as [10, 90]

Pγ (γ0) =
1

Γ (m) Γ (k)
G2,1

1,3

⎛
⎝Ξγ0

∣∣∣∣∣∣
1

m, k, 0

⎞
⎠ , (1.16)

where G (·) is the Meijer’s G-function, defined in [80, eq. (9.301)]. It should be noted

that the CDF is expressed in terms of the Meijer’s G-function, which is built-in function

in Mathematica software package [91]. Moreover, Meijer’s G-functions can be trans-

formed to more familiar hypergeometric functions [80, eq. (9.41.1)] by applying the

relation [91, eq. (07.34.26.0004.01)]. Hypergeometric functions are build-in software

packages such as MATLAB or Maple.

Alternatively, the Generalized-K composite fading envelope can be presented as a

product of two Nakagami-m distributed Random Variables (RV)s, one for the multipath

portion, and another for the shadowing portion [90,92, 93]

xKG
= xmxSH , (1.17)

where both xm and xSH follow (1.8). This approach is relevant in simulating KG variates,

as one can easily generate two Nakagami-m variates with appropriate parameters in

MATLAB for instance, and then take their product to obtain variates that would have

the desired distribution.

Fig. 1.8 shows simulated fading envelope variations over time for the multipath,

shadowing and composite fading envelopes, respectively [94, 95]. The mobile terminal

velocity is set to v = 5.4 km/h, resulting in maximum Doppler frequency fd of 10 Hz,

as shown in Fig. 1.8(a). The duration of a shadow fade lasts for multiple seconds or

minutes, and hence occurs at a much slower time-scale compared to multipath fading.
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1. Introduction

Usually, shadowing is modelled to be 10 or 100 times slower compared with multipath

fading, and Fig. 1.8(b) shows the shadowing envelope which is 10 times slower than

multipath fading, with a shadowing spread of σSH = 3 dB. Finally, 1.8(c) shows the

combined multipath and shadowing envelopes, resulting in the composite envelope.
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Figure 1.8: Composite fading envelope and its components.
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1.3. The industrial wireless channel

The extended Generalized-K channel

As an even more general distribution, Yilmaz and Alouini have utilized the so-called ex-

tended generalized-K (EGK) distribution in [96,97], which includes the fading and shad-

owing shaping parameters as novel parameters in describing propagation entities. This

distribution unifies, as its special or limiting cases, almost every distribution in literature

for interpreting fading/shadowing widely encountered channel conditions [96, Table I].

It is suggested as suitable for modelling composite fading channels in mm-Wave com-

munications, as well as Free-Space Optics (FSO) channels [96, 98]. Additionally, this

statistical model can be utilized in very heavy shadowing conditions, at high RF fre-

quencies (60 GHz or above). These mm-Wave bands were suggested for next generation

cellular systems because of a wide bandwidth, supporting high data rates.

The PDF of the EGK fading envelope is given as [96, eq. (2), correcting one typo]

pX (x) =
2ξ

Γ (k) Γ (m)

(
βsβ

Ω

)mξ

x2mξ−1 × Γei

(
k −m

ξ

ξs
, 0,

(
βsβ

Ω

)ξ

x2ξ,
ξ

ξs

)
, (1.18)

where m and k are the severity parameters of short-term fading and shadowing, respec-

tively, ξ and ξs are the fading and shadowing shaping factors, respectively, Ω = E [X2]

is the average power of the fading envelope. The remaining terms are defined as follows

β =
Γ
(
m+ 1

ξ

)
Γ (m)

, (1.19)

βs =
Γ
(
k + 1

ξs

)
Γ (k)

, (1.20)

and

Γei (α, y, b, β) =

∞∫
y

tα−1 exp
(−t− bt−β

)
dt (1.21)

is the extended incomplete Gamma function, defined in [99, eq. (6.2)].

Using the representation of the extended incomplete Gamma function through Fox’s

H function [99, eq. (6.22)], the PDF of the signal envelope is given by

pX (x) =
2

Γ (k) Γ (m) x
H2,0

0,2

⎛
⎝ βsβx

2

Ω

∣∣∣∣ −,−
(k, 1/ξs) , (m, 1/ξ)

⎞
⎠ . (1.22)

From (1.22), the PDF of the received SNR can be obtained as

pγ (γ) =
1

Γ (k) Γ (m) γ
H2,0

0,2

⎛
⎝ βsβ

γ̄
γ

∣∣∣∣ −,−
(k, 1/ξs) , (m, 1/ξ)

⎞
⎠ . (1.23)
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1.4 Cooperative system model

Uplink
Internode

D

S3
S2

S4

S1

(a) Source nodes are grouped together.

D

S2

S4
S3

S1

(b) Source nodes are positioned around the destination.

Figure 1.9: Positioning of source nodes and the destination node.

Throughout the thesis, a cooperative wireless network under investigation is com-

prised of M nodes. The source nodes are denoted by Si, i ∈ {1, . . . ,M}, with the

destination denoted with D. The destination can detect data from each node individu-

ally due to orthogonal channels. Time periods allocated for reception and transmission

are assumed to be equal. The nodes cooperate and communicate with each other and the

destination over a frequency-flat channel subject to multipath fading and/or shadowing,

temporary random blockage and AWGN. The channel between a source node and the

destination is denoted as the uplink channel, while the channels between cooperating

nodes are denoted as internode channels.

Cooperation consists of two stages. In the first stage, each node sends its own packet

to the destination and to the other nodes. In the second stage, each node acts as a relay,

re-encodes and forwards the received packet. The destination then applies combining
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1.5. Contribution

techniques of the received copies of the packet. In this thesis, the destination applies a

linear combination on the received packets, namely Maximal Ratio Combiner (MRC) is

applied, which is in general a sub-optimal combiner. A more optimal combining scheme

at high SNR would be jointly encoding the packets that are transmitted from the source

nodes, and jointly decoding at the destination. However, this type of combining is

more complicated to analyse, while MRC remains mathematically tractable and close

to optimal at low SNR.

Unless otherwise stated, symmetric networks are considered, meaning that average

uplink SNRs are equal, and the same holds for the average internode SNR. Performance

metrics such as OP and error rates of a single node can be applied for any other node

in the network. With this assumption, basic behaviour is still exposed and the same

conclusions are made as in a more general, non-symmetric case [9]. In general, two types

of positioning of the source and destination nodes are encountered, as shown in Fig. 1.9.

Each following chapter utilizes a variation of the general cooperative system model.

1.5 Contribution

The main contributions of this thesis can be summarized in the following main points

Outage performance of DF cooperative wireless networks over composite

fading

Chapter 2 focuses on OP analysis of a DF wireless cooperative network, subject to mul-

tipath fading and shadowing. Nodes choose either to fully cooperate, relaying all data,

or act selfishly, retransmitting their own packets to the destination. Closed-form expres-

sions for OP of a single node are derived. Moreover, special cases are observed, in which

the generalized fading channel is reduced to several familiar propagation environments.

The work presented in Chapter 2 is published in [100–102].

Improving performance in DF cooperative wireless networks by introduc-

ing the threshold-based protocol

Chapter 3 introduces the internode threshold-based protocol. Source nodes monitor

the instantaneous internode SNR by listening to the transmissions of other nodes. De-

pending on the internode channel state, each node sends its packet to other cooperating

nodes if channel conditions are favourable or, regardless of the channel state, sends in

another time period. Besides exact expressions, simpler and more tractable asymptotic

expressions are derived as well, for the regimes of high average internode and uplink

SNR, respectively. The effects of temporal internode channel correlation, network size

and the interplay of average uplink and internode SNR values on OP are investigated.
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Initial results, over Rayleigh fading channels, are published in [103], while the effects of

temporal correlation, link blockage, as well as asymptotic results, are published in [104].

Improving performance in DF cooperative wireless networks with imple-

menting SR-ARQ protocols

Chapter 4 deals with performance improvement by adding Selective Repeat Automatic

Repeat reQuest (SR-ARQ) in the internode communication. Apart from Rayleigh fad-

ing, Nakagami-m fading channels are also investigated. Besides OP analysis, PER

performance is studied as well using a tight PER approximation. The impact of fading

severity, average SNR values, number of retransmission attempts and coding schemes on

performance is investigated. Moreover, a comparison between the previously introduced

threshold-based protocol is made. Results obtained in Chapter 4 are published in [105].

Outage correlation in DF cooperative wireless networks

In Chapter 5, the focus is on the joint outage performance of nodes in a two-hop DF

network where each source forwards each others’ data. System-wide error patterns that

arise due to link sharing in low-latency networks are studied. All links experience inde-

pendent Rayleigh fading, and the destination utilizes MRC for packet copies. Extending

the well-known Moment Generating Function (MGF) approach for performance analysis

to the multidimensional case, approximate expressions for simultaneous outage of any

pair of nodes at high SNR are derived, as well as asymptotic expressions for diversity

and coding gains. The expression for conditional outage, i.e., the OP given that another

node is already in outage is also derived. Moreover, by applying an iterative approach,

the analysis is extended to arbitrary number of nodes. The simultaneous outage depen-

dence on network dimension and average SNR is investigated. The results of Chapter 5

are summarized in [106].

Summary and future research

Finally, a summary for each of the chapters and future research directions are presented

in Chapter 6.

Unified simulation tools

All derived expressions are confirmed by running independent Monte-Carlo simulations

using MATLAB. The scripts used for simulations are presented in the Appendix. Fading

samples which are distributed according to a certain PDF are generated independently.

The simulated average OP and average PER are obtained over a significantly large

time period, i.e., over a large number (107) generated samples per plot point. These

scripts are for single-link cases only, when no cooperation is present and no combining
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at the receiver is used. However, these scripts served as a basis for writing Monte-Carlo

simulations presented throughout the thesis.

1.6 Papers not included in the Thesis

In addition to the publications that this thesis is based on, the author has also con-

tributed to the following papers, either as a first author or a co-author, as mentioned

briefly in the following.

a.1 N. Zdravković, “Outage analysis of low-latency cooperative wireless networks
with threshold-based protocol over composite fading,” Facta Universitatis, series
Automatic Control and Robotics, vol 16, no. 1, pp. 37-48, 2017. [107]

a.2 N. Zdravković, M. Petković, G. T. Ðorđević, and K. Kansanen, “Outage analysis
of mixed FSO/WiMAX link,” IEEE Photonics Journal, vol. 8, no. 1, pp. 1-14,
Feb. 2016. [108]
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Chapter 2

Outage performance analysis of a co-

operative wireless network with chan-

nels subject to composite fading

In this chapter the OP analysis of a cooperative wireless network subject to compos-

ite fading is presented. Closed-form analytical expression for OP is derived when the

destination node selects either the signal output of the MRC circuit, combining signals

arriving from the nodes acting as relays, or a repeated signal from the originating source

node, depending on the reliability of the internode channel. While in literature one can

find similar protocols [50], performance analysis was examined only under Rayleigh

multipath fading conditions. Therefore, in this chapter, the effects of multipath fading

and shadowing are taken into account. Special cases are derived as well, in which the

generalized-K fading channel is reduced to several familiar propagation environments,

unifying the analysis. Analytical results are further confirmed by Monte-Carlo simula-

tions.

The effects of multipath fading and shadowing severity parameters, average SNR

values, network dimension, and packet length on outage performance are discussed.

Performance is dominantly degraded by heavy shadowing, even when a LoS component

is present between a source node and cooperating node and/or destination. Further-

more, for a fixed average uplink SNR, increasing the average internode SNR improves

performance only to a certain point, upon which an unavoidable outage floor is reached.

2.1 System model

The nodes communicate with the destination and cooperate with each other over a

composite fading channel. The network consists of M source nodes, denoted with

Si, i = 1, . . . ,M , and the destination node denoted with D. The network topology is
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Figure 2.1: Packet scheduling in the two stages of cooperation.

shown in the previous chapter in Fig. 1.9. Cooperation between the nodes is performed

in two stages. In the first stage, each node broadcasts its own data packet to the desti-

nation via the uplink channel, and to the other nodes via the internode channels. In the

second stage of cooperation, if the internode channel is reliable, each node will forward

a packet that has been successfully decoded to the destination. For those packets a node

has failed to decode, it will re-send its own data packets. The second stage is performed

over a total of (M–1) time slots, ensuring the energy of the whole cooperation frame

per source node remains constant. It is assumed that each channel condition remains

unchanged during one cooperation frame, but has independent changes from frame to

frame, i.e., the network is subject to quasi-static fading. Owing to system simplicity,

all average uplink SNRs are considered to be the same. Similarly, the same follows for

average internode SNRs. Internode channel reciprocity is assumed, allowing an intern-

ode channel realization in the direction from node Si to Sj, to be the same as in the

opposite direction, namely from Sj to Si.

Nodes transmit their data packets on orthogonal channels allowing the destination

to detect each node individually. If the instantaneous internode SNR is above a prede-

termined threshold, cooperating nodes will be able to fully decode packets from a source

node, forwarding them to the destination. If this is not the case, cooperation is dropped

and the source node will re-send it’s own packet the remaining (M–1) times to the

destination. This kind of node behaviour has been dubbed “selfish” in literature [50].

The destination applies MRC on the relayed packet copies with the initial packet

(which was received in the first stage of cooperation). If all packet copies are arriving

from a single source node, the destination views these packets as a single copy with a

power gain equal to the number of repetitions. These are the two extreme cases in the

so-called “selfish” protocol – when there are no retransmissions as in Fig. 2.1(a), and

when there are no relayed packets as shown in Fig. 2.1(b).
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2.2. Outage probability analysis

2.2 Outage probability analysis

Node Si can successfully decode the whole packet if the instantaneous internode SNR,

denoted by γint, is greater than the optimal SNR threshold γ0. This optimal threshold

γ0, which the authors of [111, 112] have termed the “waterfall” threshold, divides the

range of SNR into a high SNR and low SNR region, respectively. At low SNR an error

event is all but unavoidable; conversely, at high SNR error events are negligible. This

approach can also be used when approximating PER, and is given in more detail in

Chapter 4.

The decoding probability for one node pair can therefore be expressed as

pdec =

∞∫
γ0

p (γint) dγint = 1− Pγ (γ0), (2.1)

where Pγ (γ0) is given by (1.16). Since all internode channels from Si to the remaining

(M − 1) nodes are independent, the probability of decoding all packets will simply be

pM−1
dec . When node Si is unable to decode packets, it replaces them with its own packets

and re-sends them to the destination. One can treat the repeated copies as a single copy

with M times the average uplink SNR. The resulting PDF prep(γ) and CDF Prep(γ0) in

this repetition mode will have the same expressions as (1.15) and (1.16), respectively,

substituting γ̄ with Mγ̄, and are given as

prep (γ) =
2Ξ

k+m
2

rep

Γ (m) Γ (k)
γ

k+m
2

−1Kk−m

(
2
√
Ξrepγ

)
(2.2)

and

Prep (γ0) =
1

Γ (m) Γ (k)
G2,1

1,3

⎛
⎝Ξrepγ0

∣∣∣∣∣∣
1

m, k, 0

⎞
⎠ (2.3)

with Ξrep = km/ (Mγ̄).

For reliable internode channels, the destination applies MRC at the (M − 1) relayed

packet copies alongside the initial packet copy from the originating node. It has been

shown in [89] that the PDF of the received SNR γmrc is of an M -branch MRC receiver

obtained by substituting the fading severity parameter m in (1.15) withMm. Note that

the multipath fading is independent for all paths, while shadowing effects remain the

same for all paths. The resulting PDF is therefore given as

pγmrc (γmrc) =
2Ξ

k+Mm
2

mrc

Γ (Mm) Γ (k)
γ

k+Mm
2

−1
mrc Kk−Mm

(
2
√
Ξmrcγmrc

)
, (2.4)

where Ξmrc = km/γ̄.
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Figure 2.2: Probability density function of the combined SNR γmrc for different number of

branches.

Fig. 2.2 shows the PDF of γmrc for different number of independent branches. All

PDFs are one-tailed, and as the number of branches increases, the tail of the distribution

becomes shorter.

The CDF of γmrc, will have the same expression as in (1.16) with argument γ0, and

by substituting m with Mm and γ with γmrc

Pmrc (γ0) =
1

Γ (Mm) Γ (k)
G2,1

1,3

⎛
⎝Ξmrcγ0

∣∣∣∣∣∣
1

Mm, k, 0

⎞
⎠ . (2.5)

The destination will receive either the MRC-combined signal, relayed over M inde-

pendently multipath faded paths, or the M -times stronger signal, from the originating

node.

Finally, the OP can be expressed in terms of the CDFs as a piecewise function,

depending on the number of repeated packets as

PO(γ̄; γ0) =

⎧⎨
⎩Pmrc (γ0), γint ≥ γ0,

Prep (γ0), γint < γ0.
(2.6)

In terms of the decoding probability pdec, (2.6) can be expressed as

PO (γ̄; γ0) = pM−1
dec Pmrc (γ0) +

(
1− pM−1

dec

)
Prep (γ0) . (2.7)
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Table 2.1: Special cases for the Generalized-K fading channel.

Envelope distribution m k

K-Distribution 1 k

Nakagami-m m ∞
Rayleigh 1 ∞

2.3 Special cases

In this section, the analytical expressions for the CDF in “mrc” and “rep” mode, re-

spectively given in (2.3) and (2.5), are reduced for the cases of some commonly used

fading models, indicating the generality of the presented outage analysis. The reduced

versions of CDF expressions presented in the following subsections account for the out-

age probability of specific fading and/or shadowing conditions, as given in Table 2.1.

As in (2.7), the expressions are weighted the probability of decoding from all nodes,

and afterwards summed in order to obtain the final OP expression. The probabilities

of successful decoding for each special case can be obtained directly from the derived

corresponding “rep” expressions as pdec = 1− Prep (γ0), replacing Mγ̄ with γ̄int.

2.3.1 K fading channel

By setting m = 1 in (2.3) and (2.6) we obtain the so-called K fading channel, where

the multipath component reduces from Nakagami-m to Rayleigh distribution, while

the shadowing component remains Gamma distributed. The CDF expressions can be

expressed therefore as [101]

P (K - dist)
mrc (γ0) =

1

Γ (M) Γ (k)
G2,1

1,3

⎛
⎝kγ0

γ̄

∣∣∣∣∣∣
1

M, k, 0

⎞
⎠ (2.8)

and

P (K - dist)
rep (γ0) =

1

Γ (k)
G2,1

1,3

⎛
⎝ kγ0
Mγ̄

∣∣∣∣∣∣
1

1, k, 0

⎞
⎠ . (2.9)

2.3.2 Nakagami-m channel

The KG channel reduces to the Nakagami-m channel by letting k → ∞, diminish-

ing the shadowing component. By exploiting the permutation symmetry property

of the Meijer’s G-function [91, eq. (07.34.04.0004.01)] and with the help of [91, eq.
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(07.34.25.0007.01)] we take the limit

lim
k→∞

Pmrc (γ0) =
1

Γ (Mm)
G1,1

1,2

⎛
⎝mγ0

γ̄

∣∣∣∣∣∣
1

Mm, 0

⎞
⎠ . (2.10)

Furthermore, this form of the G-function in (2.10) can be further reduced with the use

of [91, eq. (07.34.03.0275.01)] to obtain

P (naka)
mrc (γ0) =

1

Γ (Mm)
Γgi

(
Mm, 0,

mγ0
γ̄

)
, (2.11)

where Γgi(·, ·, ·) is the generalized incomplete Gamma function, defined in [91, eq.

(06.07.02.0001.01)]. Finally, with the use of [91, eqs. (06.07.27.0002.01), (06.06.03.0002.01)],

the CDF for the “mrc” mode over Nakagami-m fading takes the familiar form [71]

P (naka)
mrc (γ0) = 1− 1

Γ (Mm)
Γi

(
Mm,

mγ0
γ̄

)
. (2.12)

Moreover, for integer values of the fading severity parameter m, the Gamma functions

in (2.12) reduces to a finite series applying [91, eq. (06.06.03.0009.01)] as

P (naka)
mrc (γ0) = 1− exp

(
−mγ0

γ̄

)Mm−1∑
κ=0

1

κ!

(
mγ0
γ̄

)κ

. (2.13)

Following the same steps, the CDF expression for “rep” mode over Nakagami-m

channels for non-integer and integer values of m are given respectively as

P (naka)
rep (γ0) = 1− Γi (m,mγ0/ (Mγ̄))

Γ (m)
(2.14)

and

P (naka)
rep (γ0) = 1− exp

(
−mγ0
Mγ̄

)m−1∑
κ=0

1

κ!

(
mγ0
Mγ̄

)κ

. (2.15)

2.3.3 Rayleigh channel

Finally, by setting m = 1 in (2.13) and (2.15), the CDF expressions are obtained when

the network is subject to Rayleigh fading. The expressions for “mrc” and “rep” mode

are therefore given respectively as [71]

P (ray)
mrc (γ0) = 1− exp

(
−γ0
γ̄

)M−1∑
κ=0

1

κ!

(
γ0
γ̄

)κ

(2.16)

and

P (ray)
rep (γ0) = 1− exp

(
− γ0
Mγ̄

)
. (2.17)
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Table 2.2: Values pairs for σSH and k.

σSH [dB] k σSH [dB] k σSH [dB] k

1 19.35680 6 0.904356 11 0.429599

2 5.197760 7 0.739634 12 0.389289

3 2.557350 8 0.625900 13 0.356020

4 1.614560 9 0.542808 14 0.328086

5 1.162320 10 0.479475 15 0.304288

2.4 Numerical results

The derived OP expressions are used to efficiently evaluate numerical results for any

practical values of fading and shadowing severity parameters, average uplink and intern-

ode SNR and network cluster size. The outage threshold and the decoding threshold

are set to be same value, which depends on average SNR, packet length L, as well as

fading and shadowing parameters m and k, respectively.

The optimal threshold values for uncoded signals using Binary Phase Shift Keying

(BPSK) is calculated numerically applying a technique similar to the one in [111]. Al-

though the authors of [111] applied this technique to Rayleigh fading, numerical thresh-

old evaluation is also valid other types of fading, including scintillation in FSO sys-

tems [109].

Upon evaluating the threshold value for various packet lengths, fading and shadowing

conditions, results have shown that the optimal threshold is highly dependent only on

packet length, and for L = 256, 512 and 1024 bits, the decoding threshold γ0 will have

values 5.87 dB, 6.534 dB and 7.113 dB, respectively [101,102]. All analytical results are

confirmed by Monte-Carlo simulations.

The mapping of the shadowing spread σSH to the k parameter is given in (1.14), and

performed using Mathematica software package, with the code is given below. Table 2.2

shows specific value pairs of σSH and k.

Code 2.1: Evaluating σSH for given k.

1 sSH[k ] := 10/Log[10]*Sqrt[PolyGamma[1, k]];

Code 2.2: Evaluating k for given σSH .

1 k[x ] := sSH /. FindRoot[10/Log[10]*Sqrt[PolyGamma[1, sSH]] == x, ...

{sSH, 0.001}];
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Figure 2.3: Outage probability dependence on shadowing spread for different values of fading

severity and average uplink SNR.

Fig. 2.3 shows OP dependence on shadowing spread for different values of multipath

fading severity and average uplink SNR. As expected, by increasing the shadowing

spread σSH , OP grows. This effect is more evident when the uplink channel is more

reliable. At high average uplink SNR and low shadowing, the OP can be very small. By

increasing the shadowing severity, OP can increase by several orders of magnitude. For

instance, for m = 2.5 at γ̄ = 10 dB, OP grows only 15.21 times as shadowing spread

increases from 3 dB to 12 dB. However, for reliable uplink channels, at γ̄ = 30 dB, this

increase is even 1.38× 105 times greater.

The effects of multipath fading severity is shown in Fig. 2.4. In addition to light and

heavy shadowing conditions, two curves corresponding to the case when no shadowing

is present (i.e., Nakagami-m fading) are shown. In heavy shadowing, for σSH = 12 dB,

OP stays above 10−2, regardless of the multipath fading severity parameter variations.

Moreover, in severe fading, OP is not smaller than 0.016, even when no shadowing is

present. In favourable fading conditions, i.e., m = 2.5 and for γ̄ = 30 dB, outage can by

even lower than 10−8 when no shadowing is present, and around 10−6 for σSH = 3 dB.

Fig. 2.5 shows OP dependence on average internode SNR for different average up-

link SNR and fading severity in moderate shadowing conditions. As average internode

SNR increases, OP decreases at up to reaching an outage floor. Further increasing of

average internode SNR has no effect on performance. For instance, the outage floor of
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Figure 2.4: Outage probability dependence on average uplink SNR for different shadowing

spread and fading severity.
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and shadowing spread.

PO (γ̄; γ0) = 0.02, when γ̄ = 20 dB appears at around γ̄int = 24 dB for both m = 2 and

m = 3.

Finally, Fig. 2.6 shows OP dependence on average uplink SNR for different network

sizes and shadowing severity. Additionally, average internode SNR increases simultane-

ously with average uplink SNR. As in the previous figures, heavy shadowing will limit

OP regardless of channel reliability and network size. With the decrease of shadowing

severity, the gain in adding more nodes to the network can be seen. For instance, at

σSH = 3 dB, to reach an outage of 10−5, for M = 2 the average SNR needs to be

26.9 dB, and only 21.27 dB for M = 6. Furthermore, the slope of the outage curves is

also dominated by the degree of shadowing.

2.5 Conclusion

In this chapter, the outage probability of a DF cooperative wireless network affected by

Nagakami-m multipath fading and Gamma shadowing has been analysed. The focus has

been set on making a selection between relayed and repeated data packets, which is based

on successful decoding at the relays. Closed-form outage probability expressions have

been derived and confirmed by Monte-Carlo simulations. Additionally, these expressions

derived for the generalized-K fading and shadowing channel have been reduced to K,
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2.5. Conclusion

Nakagami-m and Rayleigh fading environments. The impact of uplink and internode

channel realizations, shadowing spread and multipath fading severity, as well as network

size have been discussed.

The effects of shadowing on OP have shown to be dominating, acting as a limiting

performance factor regardless of the multipath fading severity variations. The diversity

order of the observed system has also been affected by the level of shadowing, and higher

diversity gains have been obtained for lighter shadowing. Moreover, by increasing the

number of nodes in the network, only a coding gain has been detected. By increasing

the average internode SNR, outage performance has improved until reaching an outage

floor.
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Chapter 3

Threshold-based internode protocol

In this chapter, a threshold-based protocol in the internode communications part of the

network is introduced in order to further improve overall performance. This protocol

is based on monitoring instantaneous internode SNR, and choosing to send a packet

immediately, or after a delayed period. Firstly, closed-form OP expressions are derived

in the case when the network is subject just to Rayleigh fading, with independent SNR

instances in the initial and delayed transmission. This is further expanded by including

temporal fading correlation in these two instances. The effects of dynamic shadowing

are modelled as internode blockage events, for which OP expressions are also derived.

All exact results are confirmed by independently run Monte-Carlo simulations.

Moreover, apart from the exact expressions, derived asymptotic results give a better

insight into outage performance at high average SNR.

The results illustrate that the internode protocol improves outage performance in

the whole range of average uplink SNR. Internode channel correlation has a significant

effect on the OP in the range of low average internode SNR. With increasing correlation,

the OP increases up to an order of magnitude. The results also show that link blockage

has a dominating effect on outage performance. The finite probability of all internode

links being blocked reduces network performance to a single-link scenario, regardless of

using the threshold-based protocol.

3.1 System model

As in the general model presented in Section 1.4, the wireless network is comprised of

M nodes with nodes denoted with Si, i ∈ {1, . . . ,M}, and the destination D, with

channel orthogonality assumed. The network is subject to frequency-flat Rayleigh fading

and AWGN.

Without loss of generality, we focus on the internode links from a single node, for ex-

ample Si. Due to various obstacles like mobile obstructions, an internode link from Si to
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3. The threshold-based internode protocol
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Figure 3.1: System model with internode link blockage.

Sj, denoted with (i→ j) can be blocked with probability bij, j ∈ {1, . . . ,M}, j 	= i,

as shown in Fig 3.1. When (i→ j) is blocked, node Sj is cut off from the network from

the point of view of Si, and Sj continues to cooperate with the remaining nodes. In-

ternode links are reciprocal; therefore, if (i → j) is blocked, (j → i) is blocked as well.

We assume that the environment from nodes to the destination is such that direct links,

from Si to D, cannot be blocked, and communication from a node to the destination is

always possible and all average uplink SNRs are equal.

Cooperation consists of two stages. In the first stage, each node sends its own packet

to the destination and to the other nodes. In the second stage, each node acts as a relay,

re-encodes and forwards the received packet.

At the end of the first stage, each node has received (M − 1) coded packets from

other nodes. Out of those received coded packets, p packets are not successfully de-

coded. Hence, a node which fails to decode p packets has decoded (M − p− 1) packets

successfully. During the second stage of cooperation, each node acts as a relay and re-

encodes and forwards the (M − p− 1) packets to the destination. To maintain constant

cooperation frame energy, the p packets which the node failed to decode are replaced

with p copies of its own packet.

At the end of the second stage of cooperation, node Si has transmitted (p+1) copies

of its own packets over the uplink channel. In addition to these packets, (M − p − 1)

copies of the same packet are transmitted to the destination over other cooperating
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old – node Si sends its packet immediately.
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(b) Estimated SNR is less than the threshold –

node Si sends its packet after a delay.

Figure 3.2: SNR estimation and packet transmission using the threshold-based protocol.

nodes. The destination then applies MRC of the M copies of the packet. If we observe

the OP from node Si, the number of cooperating nodes will depend on the network size,

i.e., the number of unblocked links to Si. We assume that link blockages are statistically

independent. nb denotes the number of blocked links to node Si. The probability of Nb

links being blocked is given by

P [nb = Nb] = P [Nb] =
∑

Bb⊆Bi
|Bb|=Nb

∏
ν∈Bi

biν
∏

μ∈Bi\Bb

(1− biμ), (3.1)

with P [·] denoting probability, Nb = 1, 2, . . . ,M − 1, Bi denoting the set of internode

links from Si, Bb the subset of blocked links, |Bb| the cardinality of the set with different

combinations of Nb elements, which are in the set Bi, and bij denoting the probability

of the link (i→ j) being blocked.

If all blockage probabilities are equal (i.e., bij = bi), then (3.1) reduces to a binomial

distribution

P (Nb) =

(
M − 1

Nb

)
bNb
i (1− bi)

M−Nb−1. (3.2)

3.2 Protocol description

As in the previous chapter, in the 1st stage of cooperation, node Si sends to other nodes

and to the destination. Note that each packet transmission time is shorter than the

dedicated time slot, allowing the use of the internode protocol.

Each node monitors and estimates the instantaneous internode SNR to a non-blocked

link. Depending on the internode Channel State Information (CSI), each node sends
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3. The threshold-based internode protocol

its packet to other cooperating nodes if the internode SNR is above a predetermined

threshold, as shown in Fig. 3.2(a). If this is not the case, regardless of the CSI,

each node sends its packet after a waiting period, as in Fig. 3.2(b). Two cases are

considered – when the internode SNR instances of the initial and delayed transmissions

are independent, and when they are correlated.

3.2.1 Uncorrelated internode SNRs

At first, the instantaneous SNR instance of the delayed transmission is uncorrelated

with the initial estimated SNR value. The Random Variable (RV) associated with the

instantaneous internode SNR in the initial transmission is denoted with γ′ij, while the

RV in the delayed transmission is denoted with γ′′ij. It is assumed that the PDFs of the

instantaneous SNRs in the two transmissions are identical.

Namely, the two PDFs are

pγ′
ij

(
γ′ij

)
= pray

(
γ′ij

)
(3.3)

and

pγ′
ij

(
γ′′ij

)
= pray

(
γ′′ij

)
, (3.4)

where pray (γray) is exponentially distributed and given in (1.6) [71].

If the instantaneous SNR in the internode channel is greater than or equal to protocol

threshold, i.e., γ′ij ≥ γth, the source node sends its packet through the internode channel

immediately. However, if the instantaneous SNR in the internode channel is less than

the threshold (γ′ij < γth), the source node sends its packets after a delay, regardless the

value of instantaneous SNR, γ′′ij.

The event that γ′ij is greater than or equal to γth is denoted with A, while the event

that γ′ij is less than γth is denoted with B. It holds that P [A] = Pr
[
γ′ij ≥ γth

]
and

P [B] = Pr
[
γ′ij < γth

]
= 1− P [A].

Let γint denote the RV corresponding to the instantaneous SNR observed at the

receiver node. The PDF of the resulting instantaneous PDF is determined by

pγint (γint) = P [A] pγ′
ij |A (γint|A) + P [B] pγ′′

ij |B (γint|B) . (3.5)

From (3.5), the first conditional PDF, pγ′
ij |A (γint|A) can be determined by using the

Bayesian rule

P [A] pγ′
ij |A (γint|A) = P

[
A|γ′ij = γint

]
pγ′

ij
(γint) . (3.6)

From (3.6) it follows

pγ′
ij |A (γint|A) =

P
[
A|γ′ij = γint

]
pγ′

ij
(γint)

P [A]
. (3.7)
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3.2. Protocol description

The conditional probability P
[
A|γ′ij = γint

]
is given by

P
[
A|γ′ij = γint

]
=

⎧⎨
⎩0, γint < γth

1, γint ≥ γth
. (3.8)

The second conditional PDF in (3.5) is just

pγ′′
ij |B (γint|B) = pray (γint) . (3.9)

Combining (3.7) and (3.9) in (3.5), the resulting PDF of γint is obtained by applying

the total probability theorem as

pγint (γint) = P [A]
P
[
A|γ′ij = γint

]
pray (γint)

P [A]
+ P [B] pray (γint)

= P
[
A|γ′ij = γint

]
pray (γint) + P [B] pray (γint) .

(3.10)

The probability that a cooperating node Sj will successfully decode the packet from

source node Si through an internode channel is the probability that the instantaneous

internode SNR is greater than the given outage threshold γ0, i.e., pdecij = Pr [γint ≥ γ0],

and in the case of Rayleigh fading, this probability takes the form

pdecij = exp

(
− γth
γ̄int

)
×

(
2− exp

(
− γ0
γ̄int

))
. (3.11)

Note that we have two thresholds – the protocol threshold γth and the outage threshold

γ0. If the protocol threshold is set below the outage threshold, not all packets could

be decoded even if the channel quality is good. On the other hand, if γth is set above

the γ0, packets could be successfully decoded even if the channel is of poorer quality.

Therefore, an optimum threshold γth which minimizes OP exists, and is equal to γ0 [71].

3.2.2 Correlated internode SNRs

For the case when γ′ij and γ
′′
ij are both are correlated, they have a joint PDF given as [71]

pγ′
ijγ

′′
ij

(
γ′ij, γ

′′
ij

)
=

1

(1− ρ) γ̄2int
exp

(
− γ′ij + γ′′ij
(1− ρ) γ̄int

)
I0

(
2
√
ργ′ijγ

′′
ij

(1− ρ) γ̄int

)
, (3.12)

where ρ is the correlation coefficient, assumed to be the same for all links and Iν (·) is
the ν-th order modified Bessel function of the first kind.

In the case of correlated Rayleigh fading, successful decoding probability takes the

form

pdecij = 1−
γ0∫
0

γ0∫
0

pγ′
ijγ

′′
ij

(
γ′ij, γ

′′
ij

)
dγ′ijdγ

′′
ij. (3.13)
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3. The threshold-based internode protocol

Table 3.1: Convergence to the 6-th significant digit of the sum in (3.19).

γ0 = −0.441 dB ρ = 0.2 ρ = 0.4 ρ = 0.6 ρ = 0.8 ρ = 0.9

γ̄int = 0 dB 3 4 6 10 12

γ̄int = 5 dB 2 2 4 5 7

γ̄int = 10 dB 1 1 1 2 4

γ̄int = 15 dB 1 1 1 1 2

Integration over the variable γ′ij, presented in [71, eq. (9.279)] and [113] results

in a closed-form expression that includes the Marcum-Q function, defined in [114, eq.

(2-1-122)]. Integration over the second variable does not yield a closed-form expression.

To get a more desirable solution, the following derivation uses a series expansion of

the 0-th order modified Bessel function of the first kind [80, eq. (447.1)]

I0 (z) =
∞∑
κ=0

1

(κ!)2

(z
2

)2κ

, (3.14)

and the joint PDF in (3.12) can be rewritten as

pγ′
ijγ

′′
ij

(
γ′ij, γ

′′
ij

)
=

1

(1− ρ) γ̄2int
exp

(
− γ′ij + γ′′ij
(1− ρ) γ̄int

)
×

∞∑
κ=0

1

(κ!)2

(
ργ′′ijγ

′′
ij

(1− ρ)2γ̄2int

)κ

. (3.15)

Substituting (3.12) with (3.15), (3.13) can be written in the form

pdecij = 1−
∞∑
κ=0

ρκ

(κ!)2(1− ρ)2κ+1γ̄2κ+2
int

× I1I2, (3.16)

with

I1 =

γ0∫
0

(
γ′ij

)κ
exp

(
− γ′ij
(1− ρ) γ̄int

)
dγ′ij (3.17)

and

I2 =

γ0∫
0

(
γ′′ij

)κ
exp

(
− γ′′ij
(1− ρ) γ̄int

)
dγ′′ij. (3.18)

The integrals can be directly solved using [80, eq. (3.351)]; hence, the probability

that a cooperating node will successfully decode a data packet from the node Si is

derived in the form of

pdecij = 1− (1− ρ)
∞∑
κ=0

ρκ
(
1− 1

κ!
Γi

(
κ+ 1,

γ0
(1− ρ) γ̄int

))2

. (3.19)

The infinite sum in (3.19) converges very rapidly, as shown in Table 3.1.
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The expression in (3.19) gives exact numerical results using only a few terms in the

infinite sum. For instance, to achieve accuracy at the 6-th significant digit, only three

terms are required for ρ = 0.2, and 12 terms for ρ = 0.9 when average internode SNR is

γ̄int = 0 dB. As γ̄int increases, less terms give accurate results, and for γ̄int = 15 dB,

just one term is sufficient for ρ = 0.2 and two terms for ρ = 0.9.

3.3 Outage probability analysis

In order to determine the OP in the system, the cases of full and partial cooperation

are respectively analysed. Full cooperation is the ideal case, and it assumes that node

Si has successfully decoded all packets from the other cooperating nodes, i.e., error-free

communication. The other case, denoted as partial cooperation, models the real-world

system behaviour. In partial cooperation, node Si can fail to decode some of the packets

from other nodes due to insufficient received SNR. Node Si will therefore re-send its own

packet copies to the destination, replacing the packets from other nodes it has failed to

decode. Furthermore, the overall OP will depend on the number of successfully decoded

packets as well as the number of cooperating nodes (nodes which links are not blocked).

As in the previous chapter, p denotes the number of packet copies that the destination

receives directly from node Si in the second stage of cooperation. Similar to (3.1), p is

determined by

P [p] =
∑

Bc⊆Bi
|Bc|=n

∏
λ∈Bi

(1− pdeciλ)
∏

η∈Bi\Bc

pdeciη , (3.20)

with p = 0, 1, . . . ,M − 1. Similar to (3.1), Bc, the subset of Bi, denotes the number of

packet copies that node Si re-sends in the second stage of cooperation, and |Bc| is the
cardinality of the set with different combinations of p elements. For the case when all

pdecij are equal, i.e., pdecij = pdec ∀i, j ∈ {1, . . . ,M} , i 	= j, (3.20) has a binomial

distribution

P [p] =

(
M − 1

p

)
(1− pdec)

ppM−p−1
dec . (3.21)

The instantaneous SNR at the MRC receiver output at the destination is denoted

as γmrc. To determine the OP of the network in the full and partial cooperation cases,

it is required to find the individual OPs PF (γ̄; γ0|M) and PP (γ̄; γ0|M, p), where F
and P denote full and partial cooperation, respectively. The full and partial OPs are

conditioned on the number of nodes, which in the case of link blockage has a probability

given by (3.1). In the case of full cooperation, node Si has decoded all the packets from

other nodes. In this case, the destination combines M copies of the packet, and also, it

43



3. The threshold-based internode protocol

holds that p = 0. Similar to [71, eq. (9.5)], the conditional OP is

PF (γ̄; γ0|M) = 1− 1

(M − 1)!
Γi

(
M,

γ0
γ̄

)
. (3.22)

In the case of partial cooperation, the number of packets which node Si transmits

in the second stage is p > 0. In this case, just from node Si, the destination receives

p+1 copies of the packet, where each packet has an average SNR of γ̄. The destination

then applies MRC on the p + 1 copies (which can be written as a single copy at an

SNR value of (p + 1)γ̄) with the remaining M − p − 1 copies from other cooperating

nodes. The OP, conditioned on M and p, can be derived from the MGF of γmrc. Using

partial fractions [69,80] and taking the inverse Laplace transform, the expression for the

conditional OP for partial cooperation, similar to [52, eq. (6)], can be written as

PP (γ̄; γ0|M, p) = 1− exp

(
− γ0
(p+ 1) γ̄

)(
p+ 1

p

)M−p−1

+ exp

(
−γ0
γ̄

)M−p−2∑
κ=0

1

κ!

((
p+ 1

p

)M−p−κ−1

− 1

)
.

(3.23)

A piecewise general expression for the OP can be expressed as [52, eq. (7)]

PO(γ̄; γ0|M, p) =

⎧⎨
⎩PF (γ̄; γ0,M), p = 0,

PP (γ̄; γ0|M, p), p > 0.
(3.24)

The overall OP for a network of M nodes without link blockage can be obtained by

averaging (3.24) over the number of packets received by the destination directly from

node Si in the second stage of cooperation as

PO (γ̄; γ0) =
M−1∑
p=0

P [p]PO (γ̄; γ0|M, p). (3.25)

Furthermore, taking into account the number of internode links being blocked, Nb,

the OP for the blocked case is obtained by averaging (3.25) over the distribution of

number of blocked links as

PO (γ̄; γ0) =
M−1∑
Nb=0

M−Nb−1∑
p=0

P (Nb)P (p)PO (γ̄; γ0|M −Nb, p). (3.26)
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3.4 Asymptotic analysis

We analyse the asymptotic behaviour of the network at high average SNR to gain a

better insight on outage performance. As both average uplink and average internode

SNR increase, the relation of γ̄ and γ̄int is examined and presented are OP approxima-

tions for two distinct cases, the former being high average internode (γ̄int � γ̄), and

the latter being the high average uplink (γ̄ � γ̄int) regime. In addition, as the average

uplink SNR goes to infinity, asymptotic OP, expressed through coding and diversity

gains, given in (1.4), is observed. First, the OP, coding and diversity gains are derived

for the non-blocked case, and then extend to the blocked case by averaging over the

number of blocked links.

The approximate asymptotic expressions for full and partial conditional outage prob-

abilities when γ̄ � γ0, which hold for both cases, are given, respectively, as [52, eq. (15)]

PFasy (γ̄; γ0|M) =
1

M !

(
γ0
γ̄

)M

, (3.27)

and [52, eq. (16)]

PPasy (γ̄; γ0|M, p) =
1

(M − p− 1)! (p+ 1)

(
γ0
γ̄

)M−p

. (3.28)

We utilize the expressions above in the derivation of the asymptotic results.

3.4.1 Case I: Asymptotic internode regime

In the first case, we assume that the average internode SNR is greater than the average

uplink SNR (i.e., γ̄int � γ̄), and internode communication is fully reliable. There are

no delayed transmissions in the internode protocol. This in turn also results that in the

second phase of cooperation, node Si does not re-send its own packets.

The dominating term in the expression for successful decoding in the internode

channel in (3.19) is the first term in the sum, and we can write

pdecasy = 1− (1− ρ)

(
1− Γi

(
1,

γ0
(1− ρ) γ̄int

))2

. (3.29)

Furthermore, from γ̄int � γ̄ � γ0, the approximation 1
N !
Γi (N + 1, z) ≈ 1 − zN+1

Γ(N+2)
is

applied, and after some mathematical manipulations, the approximation for successful

internode decoding is obtained as

pdecasy = 1− 1

(1− ρ)

(
γ0
γ̄int

)2

. (3.30)
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By inserting (3.27) and (3.30) into (3.25), the expression for asymptotic OP without

link blockage can therefore be written as

POasy (γ̄; γ0) =
1

M !

(
γ0
γ̄

)M
(
1− 1

(1− ρ)

(
γ0
γ̄int

)2
)M−1

. (3.31)

As γ̄ goes to infinity, we observe the coding and diversity gains. Directly from (3.31),

and using γ̄i � γ0, the gains are obtained as

Gci =
(M !)1/M

γ0
, Gdi =M. (3.32)

Next, we will be examining the impact of link blockage. Averaging the OP (3.31)

over the number of blocked links we obtain the OP in the high average internode regime

in the case of link blockage as

POasy (γ̄; γ0) =
M−1∑
Nb=0

P [Nb]
1

(M −Nb)!

(
γ0
γ̄

)M−Nb

×
(
1− 1

(1− ρ)

(
γ0
γ̄int

)2
)M−Nb−1

.

(3.33)

Bearing in mind that there exists a finite probability that all internode links are

blocked, outage performance will be dominated by the case when the only active link

is the direct link from node Si to the destination. Diversity gain is therefore reduced

to one, and the coding gain is obtained from (3.33) when Nb = M − 1, i.e., when all

internode links are blocked. The gains are therefore

Gci =
1

γ0b
M−1
i

, Gdi = 1. (3.34)

3.4.2 Case II: Asymptotic uplink regime

In the second case, the average uplink SNR is greater than the average internode SNR

(γ̄ � γ̄int). Performance is determined by the case when all internode channels fail,

and nodes cannot successfully decode packets originating from node Si. In this case, all

packets are re-sent directly from the initial node Si in the second stage of cooperation.

This behaviour can be analytically expressed as, when calculating the OP, the only term

in the sum w.r.t. n in (3.25) is the last, (M − 1)-st term. The outage probability can

therefore be calculated inserting (3.28) into (3.25) for p =M − 1, without blockage, as

POasy (γ̄; γ0) =
1

M

(
γ0
γ̄

)(
1− pdecasy

)M−1
. (3.35)

It is worth noting that, in the expression above, pdecasy cannot be approximated

to the first term as in (3.30), as the ratio between γ̄int and γ0 can be arbitrary. The
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approximation for successful internode packet decoding from (3.30) is accurate only for

γ̄int � γ0. Rather, the exact probability of successful packet decoding in (3.19) is used.

In a similar fashion to the internode regime, from (3.35) the coding and diversity

gains for high average uplink SNR regime, when γ̄ → ∞, are given respectively, as

Gcu =
M

γ0
(
1− pdecasy

)M−1
, Gdu = 1. (3.36)

However, for the ratio γ̄int � γ0, in accordance with Table 3.1, only the first term in

(3.19) is sufficient, and we can apply the approximation for successful internode channel

decoding (3.29). For this case, Gdu remains equal to one, but one can see more clearly

the impact of the correlation coefficient ρ on Gcu as

Gcu =
M

γ0

(
1

(1−ρ)

(
γ0
γ̄int

)2
)M−1

, Gdu = 1. (3.37)

Finally, when we take into account the probability of link blockage, we can write the

asymptotic expression for the high average uplink SNR regime, from (3.35), as

POasy (γ̄; γ0) =
M−1∑
Nb=0

P [Nb]
1

(M −Nb)

(
γ0
γ̄

)(
1− pdecasy

)M−Nb−1
. (3.38)

From (3.38), the coding and diversity gains for the high average uplink SNR regime

with link blockage can be directly obtained as

Gcu =
1

γ0
M−1∑
Nb=0

P [Nb]
(1−pdecasy)
(M−Nb)

M−Nb−1
, Gdu = 1. (3.39)

3.5 Numerical results

The expressions derived in the previous section are used to efficiently compute numer-

ical values of OP for any practical value of average SNRs over internode and uplink

channels, correlation coefficient and network dimension. The threshold for successfully

decoding packets depends on the coding scheme used and on the packet length L, as

derived in [111]. The optimum threshold is set to γ0 = −0.441 dB, which describes a

network where each node encodes a packet of length L = 512 bits using a convolutional

coding scheme with 1/2 code rate with octal generator polynomials (1, 17/15), [111]. In

addition, average internode SNRs are assumed to be equal due to simpler mathematical

tractability, except in Fig. 3.7, where average internode SNRs follow an exponential

power profile [115]. All exact results are confirmed by independently run Monte-Carlo

simulations.
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correlation coefficient ρ and average uplink SNR.
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Figure 3.5: Outage probability dependence on average internode SNR γ̄12 for different δ.

Fig. 3.3 shows the OP as a function of average internode SNR, for various values

of average uplink SNR and correlation coefficient ρ. The results for the full correlation

limiting case coincide with the results when the threshold-based protocol is not used, as

presented in [52]. This additional curve from [52], alongside the curve when internode

SNR instances are uncorrelated act as upper and lower bounds, for the limiting cases

when ρ approaches one (full correlation) and zero (no correlation), respectively. For

higher average internode SNR, on the average, internode channel state will be above

the threshold. This results in less packet errors between the nodes, obtaining better

performance until a floor is reached. The impact of correlation is dominant in the low

average internode SNR regime. For instance, for γ̄int = 10 dB, when ρ increases from 0

to 1, P0 increases 85.1 times for γ̄ = 15 dB, and only 3.5 times for γ̄ = 5 dB. For greater

values of γ̄int correlation does not have an impact on OP. All curves corresponding to

different values of ρ tend to an outage floor that does not depend on ρ.

Fig. 3.4 further shows outage probability dependence on the correlation coefficient for

different values of average internode SNR for a network without and with link blockage.

As expected, increasing the correlation between fading samples in internode communi-

cation, outage performance is degraded. However, by increasing γ̄int the probability of

delayed internode packet transmissions decreases, and the impact of correlation on the

system performance becomes less significant. The difference in OP when link blockage

exists, when compared to the non-blocked case, is more apparent for higher γ̄int.
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In Fig. 3.5, average internode SNRs are unequal and follow the exponential power

profile [115], given as γ̄1j = γ̄1iexp (−δ (j − 2)), where i, j = 1, . . . ,M, i 	= j and δ

is an non-negative integer. Increasing δ, outage saturation is reached at higher γ̄12. For

δ = 0, all internode SNRs are equal and the outage floor is reached at γ̄12 = 20 dB.

Outage probability increases with increasing δ, and the required γ̄12 to reach the floor

shifts from 20 dB to 28 dB as δ goes from 0 to 1.

Fig. 3.6 shows outage probability dependence on average uplink SNR for different

number of nodes M and correlation coefficient ρ. Average internode SNRs increase

simultaneously with the average uplink SNRs. The impact of correlation is stronger at

lower average SNR, and is more pronounced for higher network dimension. For instance,

at γ̄ = 5 dB, as ρ decreases from 0.9 to 0.1 OP drops only 1.266 times for M = 2, while

for M = 5, outage is 4.83 times lower. When the blockage probability is different

from zero, in the high average SNR regime correlation has no impact on outage for any

network size. Additionally, the finite blockage probability causes the slope of the outage

curves to approach diversity order one at high SNR for any number of nodes (because

the node’s uplink channel is always available), and diverge from the non-blocked case,

presented by the dashed curves. Note that in the non-blocked case, outage curves have

diversity order M .
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The effects of different blockage probabilities are shown in Fig. 3.7. Even for high

average uplink SNR γ̄, the impact of link blockage is dominant. As bij increases, the

floor is reached at a smaller value of OP. For instance, at bij = 0.01 the outage floor of

2.6× 10−8 is reached at about γ̄ = 20 dB, while at bij = 0.1, the floor of 10−5 is reached

at γ̄ = 15 dB. In the asymptotic average internode SNR regime with fixed average uplink

SNR, one can notice that the outage does not depend on internode communication. The

value of the outage floor can be obtained using (3.27), as

PFLOOR (γ̄; γ0) =
M−1∑
Nb=0

P [Nb]PFasy (γ̄; γ0|M) . (3.40)

When plotting the OP dependence on average uplink SNR in Fig. 3.8, the effect

of correlation in the internode communication protocol can be observed. Asymptotic

expressions for both high average internode and average uplink SNR are plotted as

well. Orange curves represent the high average internode regime, and are plotted for

γ̄int = 15 dB, and are a good match for the exact curves until γ̄ = 12 dB, as expected.

On the other hand, for γ̄int = 5 dB, the teal curves, for the high average uplink regime,

are a good match beyond γ̄ = 16 dB, and for γ̄int = 15 dB beyond γ̄ = 30 dB.

One can also notice the diversity and coding gains on the asymptotic curves. As

expected, at high average internode SNR, the diversity gain is determined by the slope

of the orange curve, and is equal to M , while for high average uplink SNR, all teal

curves are diversity order one. Coding gain in the high average internode regime does

not depend on the correlation in the internode protocol (all three orange curves are

overlapping), while ρ has a significant impact in the high average uplink SNR regime.

Finally, Fig. 3.9 shows OP dependence on average uplink SNR for different values

of node blockage bi. Exact and asymptotic results are presented. As bi increases, OP

converges to a single-link case (with no cooperation). The additional, single-link curve

is plotted as well for comparison. Furthermore, asymptotic results, in both the high

average internode SNR from (3.33), and high average uplink SNR from (3.38), converge

to the exact value of the OP as bi increases. The slope of the γ̄int � γ̄ asymptotic

curves changes from being very high at low γ̄, but reduces to first order diversity as γ̄

increases. For instance, for bi = 0.01, the slope tends to full order diversity, (as in Fig.

3.8, with no blockage) for γ̄ < 15 dB. However, due to link blockage, this slope tends

to first order diversity as γ̄ goes above 15 dB. As bi decreases, the slope turning point

tends to the fixed value of the average internode SNR.
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3.6 Conclusion

In this chapter, a DF cooperative wireless network prone to link blockage over tempo-

rally correlated Rayleigh fading between nodes has been investigated, and novel exact

and asymptotic expressions for OP have been derived. Based on these expressions,

the OP dependence on different channel and network parameters, as are link blockage

probability, number of nodes in the network, average SNR over uplink and internode

channels, as well as temporary fading correlation have been analysed. Asymptotic re-

sults demonstrate the interplay of high average uplink and internode SNRs on outage

performance. The derived asymptotic expressions, which are more tractable from an

engineering point of view, emphasize network behaviour at high average SNR regimes.

The presented numerical results demonstrate that fading correlation over the intern-

ode channels has a stronger influence on outage for greater values of average uplink SNR,

and at low ranges of average internode SNR. At high average internode SNR, the impact

of correlation even diminishes. Moreover, as the network size increases, correlation has

greater impact on OP.

The results have shown that the presence of finite link blockage causes significant

performance degradation, reducing the diversity order of the system to a single-link case

with diversity order one. This non-negligible performance loss is present regardless of
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the correlation coefficient in the threshold-based internode protocol. Furthermore, by

increasing link blockage probability by one order of magnitude, the OP is increased by

several orders of magnitude.
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Chapter 4

Performance analysis of DF coopera-

tive wireless networks with internode

SR-ARQ

Whereas in the previous chapter only OP was used as a performance metric, in this

chapter, both OP and PER of a DF wireless cooperative network are analysed. Firstly, in

order to compare results presented in the previous chapter, outage analysis which utilizes

SR-ARQ in internode communication is performed over a network subject to Rayleigh

fading. In the observed system, only source node pairs exchange Acknowledgement

(ACK)/Negative Acknowledgement (NAK) messages, retaining the focus on improving

internode communication. Afterwards, an extension to Nakagami-m fading channels is

presented, in order to examine the impact of fading severity on outage performance.

Finally, using a simple but tight PER approximation, end-to-end PER performance is

investigated. Closed-form exact analytical results are derived and confirmed by Monte-

Carlo simulations. The impact of average SNR values, network dimension and number

of retransmission attempts is discussed.

When the SR-ARQ scheme is used with maximally one retransmission attempt,

results are comparable with the ones obtained with the threshold-based protocol. In-

creasing the number of maximum retransmission attempts, OP can be lowered, but with

a price – each time a source node re-sends its data packet to another node, a delay of

one time slot is added.

Furthermore, both source nodes and the destination require more complexity. A

feedback message mechanism has to be implemented at the source nodes, and a com-

bining mechanism, which can account for variable cooperation frame size. The choice of

internode protocols can be considered a trade-off between low-latency (threshold-based)

and no data loss (SR-ARQ) communication.
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Figure 4.1: Feedback mechanism and packet retransmission using the SR-ARQ scheme.

4.1 System model

The system model in this chapter is the same as in the general model. Source nodes

Si, i ∈ {1, . . . ,M} send their data over the uplink channel to the destination D,

and cooperate among themselves over internode channels. Both node positioning cases

can be considered; nodes can be grouped together as in Fig. 1.9(a) or placed around

the destination as in Fig. 1.9(b). The whole network is subject to Rayleigh fading.

Blockage is not taken into account in this chapter, but without loss of generality it can

be modelled as in Chapter 3. Adding blockage will only add one level of averaging on

the derived OP or PER expressions, as the number of active nodes will become a RV

with Probability Mass Function (PMF) given in either (3.1) or (3.2).

With internode channel reciprocity assumed, a source node that forwards a partner’s

data packet will have its own packet forwarded by that node as well. Each node transmits

on orthogonal channels, hence no interference is present. However, channel orthogonality

can also be a limiting factor – the number of nodes cannot exceed the number of available

orthogonal channels. In practical systems, such as Ultra wideband IEEE 802.15.3a

specification, orthogonality is achieved using OFDM in the 2.4 GHz and 5 GHz bands

[116]. Additionally, ZigBee, which follows the IEEE 802.15.4 standard and uses Direct-

Sequence Spread Spectrum (DSSS) [4], can operate in the 868 MHz band as well.

Node cooperation is done in a two-stage approach.

In the first stage, source nodes broadcast their packets to the destination and to the

other nodes in the network. After the initial broadcast, each node will try to decode

packets received from other nodes. If a packet is successfully decoded, an ACK packet is
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4.2. Outage probability analysis

sent to the corresponding node, while a NAK is sent otherwise. Since channel reciprocity

is assumed, the exchange of ACK/NAK messages is carried out only in one direction

between a node pair, i.e., if Si succeeds or fails in decoding a packet from Sj, then Si

assumes that in turn, its own packet has also been respectively decoded or dropped by

Sj. Both cases are shown in Fig. 4.1.

In the second stage, if a node decodes a partner’s packet, it will forward that packet

to the destination. The ACK from the partner node guarantees that in return, the

partner node will do the same. However, if a node receives a NAK, it will send its

own packet to that node in the next, independently faded time slot, which creates

a one-slot time delay. This process continues until an ACK is received, or until the

maximum number of retransmission attempts is reached. Upon receiving a NAK after

the maximum number of retransmissions, the node will simply drop cooperation and

re-send its packet directly to the destination. This process is repeated for every partner

node. By adding more time slots caused by retransmissions, the whole cooperation frame

is no longer constant. It is assumed that the feedback packets containing ACK/NAK

messages are always transmitted correctly, which can be achieved by powerful Forward

Error Correction (FEC) codes.

Unless otherwise stated, a maximum of one retransmission attempt is used through-

out the chapter, which is a valid assumption for real-time communication [56].

4.2 Outage probability analysis

At the beginning of cooperation, source node Si broadcasts its packet to all other nodes

and the destination, and receives packets from other nodes. Out of (M − 1) packets,

Si fails to decode p packets from other nodes. Owing to simplicity, the probability of p

unsuccessfully decoded packets has a binomial distribution, given in (3.21). However,

whereas in Chapter 3 the decoding probability is based on monitoring the instantaneous

internode SNR, a simple on-off rule is used in this chapter. Namely, a packet is fully

decoded if the instantaneous internode SNR is greater than the threshold γ0 [51,52,111].

For Rayleigh fading, this can be written as

pdec = exp

(
− γ0
γ̄int

)
. (4.1)

With the ARQ scheme applied, out of (M–1) possible partners in the network, node

Si has failed to decode p packets and sends p NAK packets. Due to internode channel

reciprocity, it will also receive a total of p NAK packets from other nodes. It will then

re-transmit its own packet to the nodes that have sent NAKs, anticipating successful

decoding from other nodes. In addition, the packets that Si has failed to decode are

retransmitted by other nodes to node Si.
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After the retransmissions, node Si still has sent and received a total of p[1] ≤ p NAK

packets. With no further retransmission attempts, node Si will send its own packet to

the destination another p[1] times. The probability that the destination will receive the

p[1] packets from node Si has also a binomial distribution

P
[
p[1]

]
=

(
p

p[1]

)
(1− pdec)

p[1]pdec
p−p[1] , p[1] ∈ {0., . . . , p}. (4.2)

Ideally, internode channels are fully reliable and no retransmissions are needed. In

practice, nodes will operate in partially cooperate based on the ACK/NAK feedback

from other nodes, and choose which packets to forward, and how many copies of its own

packets to re-send to the destination.

When all nodes have successfully decoded and forwarded the packets originating

from node Si, D combines M copies of the packet received through M independent

paths. The OP of the combined SNR for this case is the OP for the full cooperation

mode PF (γ̄; γ0|M), given in (3.22).

Similar to the partial cooperation case in the previous chapter, after the maximum

number of retransmission attempts is reached, the destination combines the
(
p[1] + 1

)
repeated copies sent directly from node Si, with the (M–p[1]–1) relayed copies from other

nodes. The conditional OP for the partial case, PP
(
γ̄; γ0|M, p[1]

)
will have the same

expressions as (3.23), with p replaced with p[1]. The resulting expression for OP will be

similar to (3.24),

PO(γ̄; γ0|M, p[1]) =

⎧⎨
⎩PF (γ̄; γ0,M), p[1] = 0,

PP
(
γ̄; γ0|M, p[1]

)
, p[1] > 0.

(4.3)

Finally, the OP is obtained by averaging (4.3) over the number of received pack-

ets directly from node Si in the second stage of cooperation after the retransmission,

i.e., averaging is performed over both p and p[1], given in (3.21) and (4.2) respectively,

obtaining

PO (γ̄; γ0) =
M−1∑
p=0

P [p]

p∑
p[1]=0

P
[
p[1]

]
PO

(
γ̄; γ0|M, p[1]

)
. (4.4)

Additionally, if the number of retransmission attempts increases, the number of

averaging over binomially distributed RVs increases as well. For instance, for two re-

transmission attempts, the OP expression is given as

PO (γ̄; γ0) =
M−1∑
p=0

P [p]

p∑
p[1]=0

P
[
p[1]

] p[1]∑
p[2]=0

P
[
p[2]

]
PO

(
γ̄; γ0|M, p[2]

)
, (4.5)

where p[2] ∈ {0, . . . , p[1]} is the number of repeated packets from Si after the second

retransmission attempt.
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In general, for κmax retransmission attempts, (4.4) expands to

PO (γ̄; γ0) =
M−1∑
p=0

P [p]
κmax∏
κ=1

p[κ−1]∑
p[κ]=0

P
[
p[κ]

]
PO

(
γ̄; γ0|M, p[κmax]

)
, (4.6)

where it holds that p[0] = p.

4.3 Extension to Nakagami-m fading

Extending to the Nakagami-m fading, it is possible to analyse fading conditions that

can have a LoS component, as well as severe fading, even more severe than Rayleigh.

The analysis of cooperative networks with repetitive schemes was analysed in [9, 53],

and in this section their results are improved by adding SR-ARQ.

Firstly, the probability of successful decoding, given in (4.1) for Rayleigh channels

is from (1.10) given as

pdec =
1

Γ (m)
Γi

(
m,

mγ0
γ̄int

)
. (4.7)

As in (1.11), the Gamma functions can be reduced to a finite sum for integer values of

the fading parameter m.

When there are no repetitions, the destination applies MRC on the M packets ar-

riving on i.i.d. Nakagami-m faded paths and the conditional OP is given as [71]

P
(naka)
F (γ; γ0|M) = 1− 1

Γ (Mm)
Γi

(
Mm,

mγ0
γ̄

)
. (4.8)

For integer m (4.8) reduces to

P
(naka)
F (γ̄; γ0|M) = 1− exp

(
−mγ0

γ̄

)Mm−1∑
κ=0

1

κ!

(
mγ0
γ̄

)κ

. (4.9)

Note that (4.8) and (4.9) are equal to the CDF expressions for the “mrc” mode in

the special Nakagami-m case in Chapter 2, given in (2.12) and (2.13), respectively.

For the partial cooperation case, the conditional OP has been derived for the integer

case as [53]

PP (γ̄; γ0|M, p) =
m∑

κ1=1

(−1)−κ1+1(p[1] + 1
)−κ1+1

(
p[1]

p[1] + 1

)−ml−κ1+1

×
(
ml + κ1 − 2

κ1 − 1

)(
1− 1

(m− κ1)!
Γi

(
m− κ1 + 1,

mγ0

γ̄
(
p[1] + 1

)
))

+
ml∑

κ2=1

(−1)−m(p[1] + 1
)−m

(
p[1]

p[1] + 1

)−m−κ2+1

×
(
m+ κ2 − 2

κ2 − 1

)(
1− 1

(ml − κ2)!
Γi

(
ml − κ2 + 1,

mγ0
γ̄

))
(4.10)
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where l = (M − p[1] − 1) is the number of packet copies arriving from source node Si

after the maximum number of retransmissions is reached. As in the Rayleigh case, OP

is obtained averaging over p[1] and p[0].

4.4 Packet Error Rate analysis

The exact PER for uncoded packets, i.e., when no FEC codes are applied, for given

instantaneous SNR can be expressed as [114]

Pe (γ) = 1− (1− Pb (γ))
L, (4.11)

where Pb (γ) is the BER and L is the packet length. Applying a block code with l-bit

correction capability, PER is given as [114]

Pe (γ) = 1−
l∑

κ=0

(
L

κ

)
(Pb (γ))

κ(1− Pb (γ))
L−κ. (4.12)

Averaging (4.11) or (4.12) over γ with PDF pγ (γ), the expression for average PER

becomes

PE (γ̄) =

∞∫
0

Pe (γ) pγ (γ) dγ. (4.13)

Notice that (4.13) can be quite cumbersome to evaluate, and approximate expressions

have been encountered in literature [111,112,117–119].

In this chapter, the expressions for OPs derived in the previous section are used to

approximate average PER using methods described in [111, 112]. Note that although

the analysis builds upon these approximations, the addition of the SR-ARQ scheme in

internode communication further expands already published results.

For a given arbitrary threshold γ0, (4.13) can be re-written as [111]

PE (γ̄) = P [error|γ < γ0]P [γ < γ0] + P [error|γ ≥ γ0]P [γ ≥ γ0] . (4.14)

As stated in Section 2.2, the “waterfall” threshold, divides the range of SNR into a high

and low SNR regions. In terms of probabilities, this can be written as [111,120]

P [error|γ < γ0] ≈ 1 (4.15)

and

P [error|γ ≥ γ0] ≈ 0. (4.16)

Subsittuting (4.15) and (4.16) in (4.14), the approximation for PER is obtained

as [111]

PE (γ̄) ≈ P [error|γ < γ0]P [γ < γ0] = P [γ < γ0] = Pγ (γ0) . (4.17)
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Table 4.1: Values of PER threshold for different coding schemes used.

Packet length Uncoded Convolutional coded Turbo coded

L = 256 bits 5.782 dB −0.983 dB −4.401 dB

L = 1024 bits 7.083 dB 0.023 dB −4.312 dB

As PER is approximated with the CDF of γ with argument γ0, and using (1.3), PER is

expressed in terms of OP, i.e.,

PE (γ̄) � PO (γ̄; γ0) . (4.18)

Applying the approximation in the equation above, end-to-end PER of a cooperative

wireless network is obtained by setting the outage threshold value to the value of the

“waterfall” threshold.

Besides evaluating PER threshold values for uncoded signals using BPSK at various

packet lengths, the authors of [111] also obtained values for both convolutional coded

and turbo coded signals. These threshold values, given in Table 4.1 are used when

evaluating numerical results presented in the following section.

4.5 Numerical results

In this section, the results for OP when applying the SR-ARQ scheme are compared with

those obtained in the previous chapter, using the internode threshold-based protocol.

Afterwards, numerical results showing PER performance are presented.

Fig. 4.2 shows OP dependence on average uplink SNR for different number of nodes

in the network, and different protocols used. Average internode SNR increases simul-

taneously with the uplink. With either of the protocols used, increasing network size

will increase the diversity order of the network, and this also holds when no protocol is

used. However, by implementing the threshold-based protocol, or SR-ARQ, a gain can

be observed over all ranges of γ̄.

Moreover, when a maximum of one retransmission attempt is used in the ARQ proto-

col, outage performance is, on average, comparable to the case when the threshold-based

protocol is used. This is somewhat expected – although using different mechanisms, both

protocols exploit the internode channel, either by monitoring the instantaneous SNR in

the threshold-based case, or by re-sending a data packet if the internode channel was

too poor for successful decoding.

However, by applying the SR-ARQ scheme, source node Si may send its data packet

in the initial stage twice, while only one transmission is used in the threshold-based
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Figure 4.2: Outage probability dependence on average uplink SNR for different network size and

different protocols used over Rayleigh fading.

approach. Furthermore, the energy and duration of a cooperative frame remains con-

stant using the threshold-based protocol, while a time slot delay may be present in the

SR-ARQ case along with more power dissipation. Finally, the combining mechanism at

the destination node has to be more complex in the SR-ARQ case, as the destination

needs to account for possible retransmissions and delays.

Outage probability dependence on average internode SNR for a network consisting

of M = 4 is shown in Fig. 4.3, when the ARQ scheme is extended by increasing the

number of maximum retransmission attempts to two. The gain in the low average SNR

regime when the maximum number of retransmissions increases to two is lower when

compared to the gain with just one retransmission attempt achieved over no ARQ added.

The price that has to be paid for the performance gain in the low average internode

SNR regime is adding another time slot delay. One can consider a trade-off between

performance and delay, depending on system configuration requirements.

Figure 4.4 shows outage dependence on average uplink SNR for different values of γ̄int

and fading severity. As expected, as the fading parameter m increases, fading severity

decreases and better performance is obtained. For instance, to achieve an OP of 1×10−5

at γ̄int = 10 dB, the required average uplink SNR is 14.44 dB at m = 1, 5.86 dB at

m = 2 and only 3.09 dB at m = 3.

Finally, Fig. 4.5 shows the PER dependence on average uplink SNR with different

62



4.5. Numerical results

0 5 10 15 20 25 30
10-8

10-6

10-4

10-2

100

� = 10 dB

� = 5 dB

M = 4
�0 = -0.441 dB

O
ut
ag
e
Pr
ob
ab
ili
ty

Average internode SNR [dB]

analytical results
No protocol
ARQ - 1 attempt
ARQ - 2 attempts

� = 15 dB

simulations

Figure 4.3: Outage probability dependence on average internode SNR for different number of

retransmission attempts over Rayleigh fading.
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coding schemes over Rayleigh fading.

outage thresholds used, depending on packet lengths and coding schemes, as given in

Table 4.1. In addition uncoded BPSK transmission, convolutional codes with 1/2 code

rate with octal generator polynomials (1, 17/15), and turbo codes with a 1/3 code rate

with generator polynomials (1, 5/7, 5/7) [111]. With coding added, a significant increase

in performance can be observed. It is noticeable that packet length does not play a

noteworthy role in the determination of the decoding threshold when Turbo codes are

applied.

4.6 Conclusion

This chapter analysed outage and packet error performance of a cooperative wireless

network, subject to Rayleigh and Nakagami-m multipath fading, with SR-ARQ scheme

applied in the internode communication, and closed-form analytical expressions were

derived and confirmed by Monte-Carlo simulations. Additionally, results obtained are

compared to those from the previous chapter, where the threshold-based protocol was

applied in the internode communication.

When a maximum of one retransmission attempt is used in the ARQ scheme, re-

sults were similar to the threshold-based ones, although at a higher price. Namely,

the combining complexity at the destination grows due to variable frame duration, and
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4.6. Conclusion

more power is used for retransmissions. Moreover, a feedback mechanism to relay the

ACK/NAK messages also has to be implemented. However, if the network requirements

include communication with no loss of data, the use of SR-ARQ scheme is preferred over

the threshold-based protocol.

Adding FEC greatly increases performance, and capacity reaching codes, such as

Turbo codes, even make packet length negligible, as similar results are obtained for

packets of lengths 256 and 1024 bits.
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Chapter 5

Outage correlation in DF coopera-

tive wireless networks

Whereas in previous chapters the emphasis was set on single-node performance, in this

chapter the outage performance of multiple nodes simultaneously is studied. For low-

latency networks, used e.g. as an industrial network, OP is the correct performance

indicator [9]. The main motivation is to analyse the source of error correlation and the

resulting error patterns when several source nodes share (reuse) point-to-point links to

the destination. Usually link reuse is not addressed in existing literature, as it is not

important when data flows are independent [121, 122]. In [123], the authors introduce

a network state process describing a set of network configurations, with temporal cor-

relation between links and investigate the stability for centralized time-varying Kalman

filtering over a wireless sensor network. In this case, the data flows may be related even

though the communication system is not designed to take this into account.

The aim of this chapter is to expose the underlying cause of this correlated behaviour

and observe simultaneous OP performance of several source nodes that reuse transmis-

sion links. We firstly derive the simultaneous OP of any node pair. The analysis extends

to determining the conditional outage, i.e., the probability that a node will be in outage

given that the second node is already in outage. This analysis characterizes all pair-

wise behaviours. We then show how our approach can be easily extended for arbitrary

number of nodes being simultaneously in outage, generalizing the analysis. The result-

ing insights are generic in that they expose a fundamental behaviour of collaborative

networks, where links are reused for multiple data flows. Any multi-hop diversity type

of scheme where multiple data flows are transmitted through shared links would have

this behaviour, since particular point-to-point links are being shared by multiple data

flows.
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Uplink
Internode

D

S3
S2

S4

S1

Figure 5.1: Block diagram of a network consisting of M = 4 nodes. Nodes S1 and S2 are those

of interest.

5.1 System model

In this section, we first present the channel model, as well as the node cooperation

scheme utilized. Afterwards, we present the decoding and forwarding matrices as a

metric of describing decodings.

5.1.1 Channel model and node cooperation

A cooperative network consisting of M nodes, denoted with Si, i ∈ {1, . . . ,M}, and the

destination, denoted by D is observed. A block diagram of the considered network is

shown in Fig. 5.1.

Each node sends its own data packet to D, and cooperates with each other in a DF

manner in a two-stage cooperation frame. In the first stage, each node broadcasts its

own packet to the other nodes over internode channels, and to D over its uplink chan-

nel. In addition, each node detects transmissions from the other node and attempts to

decode the data. Data is successfully decoded if the instantaneous SNR of the internode

channel is reliable, i.e., equal or above a predetermined decoding threshold [52]. In the

second stage, a successfully decoded packet is forwarded to the destination, which then

applies maximal MRC on the packets. Quasi-static fading (or block fading) channels are

considered, in which each channel realization remains unchanged during one cooperation

frame, but has independent changes from frame to frame. Each node is equipped with

a single antenna, and all transmissions are orthogonal.

The transmission channel between a node and D is called the uplink channel, while
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5.1. System model

two nodes are linked with a pair of internode channels which are modelled to be inde-

pendent, which means that the instantaneous channel realization from one node to the

other is not the same in the opposite direction. All uplink channels are subject to i.i.d.

Rayleigh fading, as well as AWGN. Therefore, the instantaneous uplink SNR, γ, has an

exponential distribution given in (1.6).

5.1.2 Decoding and forwarding matrices

After the first stage of cooperation, node Si has broadcast its data to the other nodes

and to the destination. If an internode channel from Si to another node is reliable, that

node has decoded data originating from Si, and can forward it in the next stage.

Let dij ∈ {0, 1} denote the indicator variable stating if node Sj has successfully

decoded data from node Si. Since every source node has its own data at all times, it

holds that dii = 1 ∀i. The RV dij is therefore Bernoulli distributed with PMF

p (dij) = p
dij
dec(1− pdec)

1−dij =

⎧⎨
⎩pdec, dij = 1

1− pdec, dij = 0
, (5.1)

where pdec is the decoding probability, given as [52]

pdec = exp

(
− γ0
γ̄int

)
, (5.2)

with γ0 and γ̄int denoting the decoding threshold and average internode SNR, respec-

tively.

For every node-to-node combination, we can write a decoding matrix D as

D =

⎡
⎢⎢⎢⎣

d11 · · · d1M
...

. . .
...

dM1 · · · dMM

⎤
⎥⎥⎥⎦ , (5.3)

where the diagonal elements are equal to unity, and the remaining elements are Bernoulli

distributed, according to (5.1). Note that from internode channel independence, all

elements of the D matrix are also independent. A decoding pattern for node Si is

defined as the i-th row of matrix D.

A simplified case is observed, which assumes network symmetry, meaning that av-

erage uplink SNRs are equal, and the same holds for the average internode SNR. This

model exposes the fundamental network behaviour while being tractable. With this

assumption, the simultaneous outage of any n nodes can be assumed to be the same as

the simultaneous outage of the first n nodes. In this chapter, we first set n = 2, and
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solve the pairwise case, and provide a method to extend to n > 2. Therefore, we reduce

the D matrix by taking its first two rows, obtaining a matrix with size 2×M

D̂ =

⎡
⎣ d11 · · · d1M

d21 · · · d2M

⎤
⎦ . (5.4)

Taking the product Q = D̂ × D̂
�
we obtain an 2 × 2 forwarding matrix where the

i-th diagonal element, denoted with qii, corresponds to the number of branches in the

MRC output for packets originating from node Si (i.e., a counter of nodes that have

successfully decoded packets arriving from node Si). The (i, j)-th off-diagonal element,

qij, corresponds to the number of forwarding relays for both node Si and node Sj. Due

to symmetry, it holds that qij = qji. This forwarding matrix for n = 2 can be expressed

as

Q =

⎡
⎣ q11 q12

q21 q22

⎤
⎦ . (5.5)

The diagonal elements qii can be determined as

qii =
[
di1 · · · diM

]
×

⎡
⎢⎢⎢⎣

di1
...

diM

⎤
⎥⎥⎥⎦ =

M∑
j=1

d2ij. (5.6)

Since dij is Bernoulli distributed, the square of dij remains Bernoulli distributed, as

the square of a Bernoulli RV maps back to itself [76]. The sum of d2ij therefore has a

binomial distribution [76]

P[qii] =

(
M − 1

qii − 1

)
pqii−1
dec (1− pdec)

M−qii , qii ∈ {1, . . . ,M} , (5.7)

Moreover, the off-diagonal element qij can be determined as

qij =
[
di1 · · · diM

]
×

⎡
⎢⎢⎢⎣

dj1
...

djM

⎤
⎥⎥⎥⎦ =

M∑
k=1

dikdjk. (5.8)

The product dikdjk, conditioned on qii and qjj remains Bernoulli distributed, but with

success probability p2dec, and its PMF is given as

P[qij|qii, qjj] =
(
qmin

qij

)
p
2qij
dec

(
1− p2dec

)qmin−qij , qij ∈ {0, . . . , qmin} , (5.9)

where qmin = min(qii, qjj), as there cannot be more common terms in the combined

signals than qmin.
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The probability of a specific decoding pattern can be expressed in terms of the

elements of the Q matrix as the joint probability of the diagonal and off-diagonal terms.

Combining (5.7) and (5.9), this joint probability is given as

P [q11, q22, q12] = P [q11]P [q22]P [q12|q11, q22] . (5.10)

5.2 Outage analysis

In this section, a brief review the outage probability analysis of one node’s packets

(denoted as marginal Outage Probability) is presented, and asymptotic expression at

high uplink SNR, when γ̄ � γ̄int is given. Afterwards, the analysis extends to the two-

node case, and asymptotic expressions for simultaneous outage of two nodes are derived,

as well as conditional OP – the probability that one node will be in outage given that

the second one is already in outage. Finally, the analysis is concluded by presenting

how cases with more than two nodes simultaneously in outage are treated.

5.2.1 Marginal outage probability

First, the OP of just one node’s packets is investigated. To obtain this marginal CDF,

and therefore the OP, we take the familiar MGF approach [71]. The MGF, assuming

i.i.d. uplink SNRs, conditioned on a specific decoding pattern for that node, can be

written as the product of the individual MGFs as

Mγmrci |qii (s) =
qii∏
j=1

Mγj (s) =

qii∏
j=1

(1 + γ̄s)−1 = (1 + γ̄s)−qii . (5.11)

Averaging (5.11) over all possible values of qii given in (5.7), we obtain the averaged

MGF as

Mγmrci
(s) =

M∑
qii=1

Mγmrci |qii (s)P [qii] (5.12)

To obtain the marginal CDF, and consequently the marginal OP, we take the inverse

Laplace transform L−1
[Mγmrci |qii (s) /s

]
, and apply the linearity property of the inverse

Laplace transform, allowing us to take the sum and P[qii] in front of the inverse operation.

Hence, exact average marginal OP can be expressed as [52, 71]

PO (γ̄; γ0) =
M∑

qii=1

[
1− exp

(
−γ0
γ̄

)qii−1∑
m=0

1

m!

(
γ0
γ̄

)m
]
P [qii]. (5.13)

In the high average uplink SNR regime, we can approximate the denominators in

the expression for the conditional MGF by having 1 + sγ̄ ≈ sγ̄, and therefore, taking
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the same steps as in (5.11)–(5.13), we obtain the approximate expression for marginal

OP as

P̃O (γ̄; γ0) =
M∑

qii=1

1

qii!

(
γ0
γ̄

)qii

P [qii]. (5.14)

Taking the expansion of (5.14), and letting γ̄ → ∞, we are left with the first term only,

i.e., qii = 1, resulting in

POasy (γ̄; γ0) = (1− pdec)
M−1

(
γ0
γ̄

)
. (5.15)

Furthermore, as the average uplink SNR goes to infinity, the diversity and coding

gains are observed, as the asymptotic OP can be written as in (1.4). Directly from

(5.15), we can obtain the gains as

Gc =
1

γ0(1− pdec)
M−1

, Gd = 1. (5.16)

5.2.2 Simultaneous outage for two source nodes at high SNR

Our goal is to find the simultaneous OP of n nodes (out of M) at high uplink SNR.

After the second stage of cooperation, the destination has combined signals carrying

packets from each source node using MRC. The combined SNR for node Sk is therefore

γmrck =
∑qkk

i=1 γi. The joint MGF conditioned on the decoding pattern for n source nodes

can be written as [76]

Mγmrc1 ,...,γmrcn |q11...,qnn,q12,...,qn,n−1 (s1, ..., sn)

= E [exp (s1γmrc1 + · · ·+ snγmrcn)] .
(5.17)

The following analysis holds for n = 2 (i.e., two node case), but can be extended for

larger values of n, as illustrated in Section 5.2.3.

For n = 2, we can write the joint MGF as

Mγmrc1 ,γmrc2 |q11,q22,q12 (s1, s2) = E [exp (s1γmrc1 + s2γmrc2)] . (5.18)

Decomposing the combined SNRs, γmrc1 and γmrc2 into its individual components we

can re-write (5.18) as

Mγi,γj |q11,q22,q12 (s1, s2)

= E

[
exp

(
s1

q11∑
i=1

γi+s2

q22∑
j=1

γj

)]
.

(5.19)

While (5.19) is correct, the right hand side does not take into account how many terms

in each sum of γmrc1 and γmrc2 are common for both source nodes. Therefore, we re-write
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(5.19) as

Mγi,γj ,γk|q11,q22,q12 (s1, s2)

= E

[
exp

(
s1

q11−q12∑
i=1

γi + s2

q22−qq12∑
j=1

γj + (s1 + s2)

q12∑
k=1

γk

)]
.

(5.20)

For Rayleigh fading, the joint MGF is therefore

Mγi,γj ,γk|q11,q22,q12 (s1, s2)

= (1+s1γ̄)
−(q11−q12)(1+s2γ̄)

−(q22−q12)(1+(s1+s2) γ̄)
−q12 .

(5.21)

The equation above is an exact expression for the joint MGF. However, for obtaining

the two-node simultaneous OP, taking the inverse Laplace transform over both s1 and

s2 does not yield a closed-form solution.

In the high average uplink SNR regime, taking the same approximation as in the

marginal case, 1 + sγ̄ ≈ sγ̄, we approximate (5.20) with

Mγi,γj ,γk|q11,q22,q12 (s1, s2)

≈ (s1γ̄)
−(q11−q12)(s2γ̄)

−(q22−q12)((s1 + s2) γ̄)
−q12 .

(5.22)

To obtain the two-node simultaneous OP directly from the joint MGF, we must take the

inverse Laplace transform L−1 [M (s1, s2) /(s1s2)]. Taking the inverse Laplace transform

over s1, the following expression is obtained

L−1
[Mγi,γj ,γk|q11,q22,q12 (s1, s2) / (s1s2)

]
=
γq110

γ̄qp

(
1

sq22−q12+1
2

×1F̃1 (q12; q11+1;−s2γ0)
)
,

(5.23)

where qp = q11 + q22 − q12 and 1F̃1 (a; b; z) is the regularized confluent hypergeometric

function, defined in [80, eq. (9.210.1)] as

1F̃1 (a; b; z) =
∞∑
k=0

Γ (a+ k) zk

Γ (a) Γ (b+ k) k!
. (5.24)

Replacing (5.24) in (5.23) we obtain

L−1
[Mγi,γj ,γk|q11,q22,q12 (s1, s2) / (s1s2)

]
=
γq110

γ̄qp

×
(

1

sq22−q12+1
2

×
∞∑
k=0

Γ (q12 + k) (−s2γ0)k
k!Γ (q12) Γ (q11 + k + 1)

)
.

(5.25)

Taking the inverse Laplace over the second dimension s2 in (5.25), we obtain the

simultaneous OP, conditioned on the decoding pattern as

P̃OJ (γ̄; γ0|q11, q22, q12) =
(
γ0
γ̄

)qp

×
∞∑
k=0

(−1)k
(q12)k

k!Γ (q11 + k + 1) Γ (q22 − q12 − k + 1)
,

(5.26)
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with (q12)k = Γ (q12 + k) /Γ (q12) denoting the Pochammer symbol [91].

In the equation above, the last term in the denominator goes to infinity when q22 −
q12 − k + 1 ≤ 0, and the whole fraction equals to zero. Therefore, we can truncate the

sum in (5.26) and replace the Gamma functions with factorials, obtaining

P̃OJ (γ̄; γ0|q11, q22, q12) =
(
γ0
γ̄

)qp

×
q22−q12+1∑

k=0

(−1)k
(q12)k

k! (q11 + k)! (q22 − q12 − k)!
.

(5.27)

Finally, after averaging (5.27) over q11, q22 and q12 we obtain the approximate two-

node simultaneous OP as

P̃OJ (γ̄; γ0) =
M∑

q11=1

M∑
q22=1

qmin∑
q12=0

P [q11, q22, q12]

× POJasy (γ̄; γ0|q11, q22, q12) ,
(5.28)

where P [q11, q22, q12] is given in (5.10).

Note that in (5.28), the total number of independent paths is q11 + q22 − q12 ≤ M ,

while for the special case when only the source nodes send their data the number of

common terms is always zero (i.e., for q11 = 1 and q22 = 1, q12 = 0).

As in the marginal case when expanding the sums in (5.28) and γ̄ goes to infinity,

we are left with the terms with the lowest exponent, weighted by their corresponding

probabilities of decoding patterns

POJasy (γ̄; γ0) =

(
γ0
γ̄

)2

×
(
(1− pdec)

2M−2 + (M − 1) p3dec(1− pdec)
2M−3

+ 1/2(M − 1)2p6dec(1− pdec)
2M−4

)
,

(5.29)

The coding and diversity gains are directly obtained from (5.29) as

Gc = γ0
−1 ×

(
(1− pdec)

2M−2 + (M − 1) p3dec(1− pdec)
2M−3

+ 1/2(M − 1)2p6dec(1− pdec)
2M−4

)−1/2

,

Gd = 2.

(5.30)

5.2.3 Conditional outage at high SNR

The probability of both nodes are in outage simultaneously, for a specific q11, q22 and

q12 is given in (5.27). This probability can be written as

POJasy (γ̄; γ0|q11, q22, q12)
= P [γc1 < γ0, γc2 < γ0|q11, q22, q12] .

(5.31)
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We can evaluate the conditional outage of the second source, given the first one is in

outage by applying the total probability theorem [76]

P [γc1 < γ0, γc2 < γ0] = P [γc2 < γ0|γc1 < γ0]

× P [γc1 < γ0] ,
(5.32)

and therefore, from (5.14) and (5.27), obtain the conditional outage of the second source

node as

P̃OC(γ̄; γ0|q11, q22, q12) = P̃OJ (γ̄; γ0|q11, q22, q12)
P̃O (γ̄; γ0|q11)

=

(
γ0
γ̄

)q22−q12

× 2F1 (q12, q12 − q22; q11 + 1; 1)

(q22 − q12)!
,

(5.33)

where 2F1 (a, b; c; z) is the Gaussian hypergeometric function, defined in [80, eq. (9.14.2)].

Applying [91, eq. (07.23.03.0002.01)], we replace the hypergeometric function with

factorials, obtaining

P̃OC (γ̄; γ0|γc1 < γ0, q11, q22, q12)

=

(
γ0
γ̄

)q22−q12

× q11! (q11 + q22 − 2q12)!

(q11 − q12)! (q22 − q12)!qp!
.

(5.34)

Averaging (5.34) over q11, q22 and q12 we obtain the OP of the second node, conditioned

on the first one being in outage

P̃OC (γ̄; γ0|γc1 < γ0)

=
M∑

q11=1

M∑
q22=1

qmin∑
q12=0

P [q11, q22, q12]

× P̃OC (γ̄; γ0|γc1 < γ0, q11, q22, q12) .

(5.35)

When expanding (5.35) and letting γ̄ → ∞, the diversity gain for the conditional

outage is zero, as there exist terms for which q22 − q12 = 0, while the coding gain

converges to unity with increasing internode SNR.

5.2.4 Simultaneous outage for more than two source nodes at

high SNR

Using a similar approach as in the two-node case, we can extend the analysis for OP

of n nodes simultaneously. What follows is an example for n = 3, and iteratively this

can be generalized for arbitrary n ≤ M . For brevity, the indexes on the left-hand side

of equations are omitted. Additionally, the following analysis accounts for a specific

decoding pattern, and averaging is performed in the end.
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Similar to the two-node case, directly from (5.17) the MGF for the three-node case

can be written as [76]

M (s1, s2, s3) = E [exp (s1γmrc1 + s2γmrc2 + s3γmrc3)] . (5.36)

Replacing all three combined SNRs with their corresponding sums, we can re-write

(5.36) as

M (s1, s2, s3) = E

[
exp

(
s1

q11∑
i=1

γi + s2

q22∑
j=1

γj + s3

q33∑
k=1

γk

)]
. (5.37)

Directly decomposing (5.37) into terms which account for all combinations of com-

mon SNRs for the three nodes will result in an expression which can be quite cumbersome

for further analysis. Namely, we would have to solve

M (s1, s2, s3) = E [exp (s1Σ1 + s2Σ2 + s3Σ3

+ (s1 + s2) Σ12 + (s1 + s3) Σ13 + (s2 + s3) Σ23

+ (s1 + s2 + s3) Σ123)] ,

(5.38)

where the SNR terms corresponding to a single source node are

Σ1 =
∑q11−(q12+q13−q123)

k1=1
γk1 ,

Σ2 =
∑q22−(q12+q23−q123)

k2=1
γk2 ,

Σ3 =
∑q33−(q13+q23−q123)

k3=1
γk3 ,

(5.39)

the terms corresponding to common SNRs per node pair are

Σ12 =
∑q12−q123

k4=0
γk4 ,

Σ13 =
∑q13−q123

k5=0
γk5 ,

Σ23 =
∑q23−q123

k6=0
γk6 ,

(5.40)

and finally, the terms corresponding to common SNRs for all three nodes is

Σ123 =
∑q123

k7=0
γk7 . (5.41)

For arbitrary n, the joint MGF is expressed in n Laplace dimensions grows with rate∑n
k=1

(
n
k

)
. Taking the inverse Laplace transform of (5.38) just over s1 does not produce

a closed-form solution.

Alternatively, we treat the node pair of the first two source nodes as a single, com-

posite node, as shown in Fig 5.2. Given that we already derived the CDF of this
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D
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(a) Two nodes are of interest.
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S3
S2
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S1

(b) Three nodes are of interest.

Figure 5.2: The composite node is formed by grouping a node pair.

composite node expressed as the simultaneous OP for n = 2 in (5.27), we can evaluate

the composite MGF as

M (sp) = spL [POJ (γ̄; γ0)] . (5.42)

For Rayleigh fading, we have

M (sp) = (spγ̄)
−qp qp!

(q22 − q12)!

× 2F̃1 (q12, q12 − q22; q11 + 1; 1) ,

(5.43)

where 2F̃1 (a; b; c; z) is the regularized hypergeometric function, defined in [80, eq. (9.210.2)]

as

2F̃1 (a, b; c; z) =
∞∑
k=0

(a)k(b)kz
k

Γ (c+ k) k!
. (5.44)
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Applying [91, eq. (07.24.03.0002.01)], the hypergeometric function is reduced to a frac-

tion of factorials, obtaining

M (sp) = A× (spγ̄)
−qp , (5.45)

where

A =
(q11 + q22 − 2q12)!

(q11 − q12)! (q22 − q12)!
. (5.46)

Keeping in mind the approximation 1 + sγ̄ ≈ sγ̄, (5.45) has the same form as the

MGF as a sum of exponential RVs [71], just weighted by A. Therefore, we can treat

the combined SNR of the node pair as a sum of weighted exponentials, and the MGF

of the three node case can be expressed as

M (sp, s3)

= E

[
exp

(
sp

qp−q123∑
i=2

γi + s3

q33−q123∑
j=1

γj + (sp + s3)

q123∑
k=0

γk

)]
,

(5.47)

Following the steps from (5.21) to (5.27), we have

M (sp, s3) ≈ A(spγ̄)
−(qp−q123)

× (s3γ̄)
−(q33−q123)((sp + s3) γ̄)

−q123 ,
(5.48)

The inverse Laplace transform of (5.48) over sp evaluated at γ0 yields

L−1 [M (sp, s3) / (sps3)]

=
Aγqp0

γ̄qp+q33−q123
× 1F̃1 (q123; qp + 1;−s3γ0)

sq33−q123+1
3

.
(5.49)

After re-writing the hypergeometric function as a series, as in the two node case, we

take the inverse Laplace transform of (5.49) over s3 at γ = γ0. Finally, truncating the

series we obtain the conditional simultaneous OP expression for three nodes as

P̃OJ(3) (γ̄; γ0|q11, q22, q33, q12, q123) =
(
γ0
γ̄

)qp+q33−q123

×
q33−q123+1∑

k=0

(−1)k
(q123)k

k! (qp + k)! (q33 − q123 − k)!
,

(5.50)

where q33 counts the number of relays for node U3’s packets, and is distributed according

to (5.7), and q123 ∈ {0, . . . ,min (q12, q33)} is a Binomial RV counting how many relays

are common for all three nodes. Averaging (5.50) over q11, q22, q33, q12, and q123 we obtain

the simultaneous OP for n = 3 as

P̃OJ(3) (γ̄; γ0) =
M∑

q11=1

M∑
q22=1

M∑
q33=1

qmin∑
q12=0

min(q12,q33)∑
q123=0

P̃OJ(3) (γ̄; γ0|q11, q22, q33, q12, q123)
× P [q11, q22, q33, q12, q123, ] ,

(5.51)
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where

P [q11, q22, q33, q12, q123,] = P [q11]P [q22]P [q33]

× P [q12|q11, q22]P [q123|q12, q33] .
(5.52)

The conditional OP of the third node given that the first two are simultaneously in

outage can be obtained by following the same steps as in the two node case.

This probability is expressed as

POC(3)
= P [γc3 < γ0|γc1 < γ0, γc2 < γ0]

=
P [γc1 < γ0, γc2 < γ0, γc3 < γ0]

P [γc1 < γ0, γc2 < γ0]
=
POJ(3)

POJ(2)

.
(5.53)

Inserting (5.50) and (5.27) in (5.53), this OP is obtained as

POC(3)
=

2F̃1 (q123, q123 − q33; qp + 1; 1) (q22 − q12)!

2F̃1 (q12, q12 − q22; q11 + 1; 1) (q33 − q123)!
, (5.54)

where 2F̃1 (a, b; c; z) is the regularized hypergeometric function defined as 2F1 (a, b; c; z) /Γ (b).

Applying [91, eq. (07.24.03.0002.01)], we obtain the conditional OP as

P̃OC(3)
(γ̄; γ0|q11, q22, q33, q12, q123) =

(
γ0
γ̄

)q33−q123

× (q11 − q12)! (q22 − q12)!

(qp − q123)! (q33 − q123)!

× (qp + q33 − 2q123)!qp!

(q11 + q22 − 2q12)! (qp + q33 − q123)!
,

(5.55)

and when averaged over q11, q22, q33, q12, and q123, we obtain

P̃OC(3)
(γ̄; γ0) =

M∑
q11=1

M∑
q22=1

M∑
q33=1

qmin∑
q12=0

min(q12,q33)∑
q123=0

P̃OC(3)
(γ̄; γ0|q11, q22, q33, q12, q123)

× P [q11, q22, q33, q12, q123, ] .

(5.56)

The evaluation of simultaneous and conditional OP for arbitrary n ≤ M nodes can

be iteratively extended by repeating the process of forming composite nodes and using

the analysis for the two-node case.

5.3 Numerical results

The marginal, two-node simultaneous and conditional OP expressions derived in the

previous section are used to efficiently compute numerical values of OP for any practical
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Figure 5.3: Single node, two-node simultaneous and conditional outage probability dependence

on average uplink SNR γ̄ for a specific set of q11, q22 and q12.

value of average uplink and internode SNR, network dimension and decoding pattern.

The threshold for successfully decoding packets depends on the coding scheme used

and on the packet length, as was presented in [52]. We set the optimum threshold

to γ0 = −0.441 dB, which accounts for network where each node encodes a packet

of length 512 bits, using a convolutional coding scheme with one-half code rate with

octal generator polynomials (1, 17/15), [52]. All analytical results are confirmed by

independent Monte-Carlo simulations.

Figure 5.3 shows outage probability dependence on average uplink SNR for a specific

decoding pattern. Marginal outages for both nodes are plotted, as well as the simultane-

ous two-node outage and the conditional – the probability that the source node S2 is in

outage, given that S1 is already in outage. As expected, by increasing the average uplink

SNR, all outage probabilities decrease. Furthermore, the simultaneous OP cannot be

viewed as a product of two marginal outages when there exist common forwarding nodes

(i.e., q12 	= 0). When one source node is in outage, the outage probability of the second

source node greatly increases when common forwarding terms exist. This difference in

outage probability is more evident at high uplink SNR. For instance, at γ̄ = 6 dB, the

marginal outage of the second source node is 8.78 × 10−5, but just 7.24 × 10−3 when

conditioned on the first source being in outage with two common terms. At γ̄ = 16 dB,

the marginal and conditional OPs are 1.07× 10−8 and 7.87× 10−5, respectively, which
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Figure 5.4: Single node, three-node simultaneous and conditional outage probability dependence

on average uplink SNR γ̄ for a specific set of q11, q22, q33, q12, and q123 .

is a difference of more than three orders of magnitude.

An extension to the case of three nodes is shown in Fig. 5.4. For this specific decoding

pattern, the destination receives S3’s packets only from S3 directly. Moreover, S3 is the

only node in the network which forwards packets from all three source nodes (q123 = 1).

As a result, when the link from S3 to D fades and an outage happens, there is a finite

probability that the other two nodes will be simultaneously in outage as well, and hence

the conditional OP is constant for all values of average uplink SNR.

The exact, approximate and asymptotic OPs of a single source node are shown in

Fig. 5.5, for different network size, averaged over all possible decoding patterns. By

increasing the number of nodes in the network, only a coding gain can be noticed –

the diversity order remains one. The approximate and asymptotic expressions, given in

(5.14) and (5.15), respectively, both hold in the high average uplink SNR regime. At

low γ̄ the approximate and asymptotic expressions act as upper and lower bounds, since

the difference between the exact and approximative OP expression can be shown to be

negative, and the difference between the exact and asymptotic OP can be shown to be

positive. While (5.14) remains tight regardless of the number of nodes in the network,

(5.15) converges to the exact OP value around γ̄ = 16 dB for M = 2, and at γ̄ > 25 dB

for M = 5.

Asymptotic two-node simultaneous OP dependence on average uplink SNR is shown

81



5. Outage correlation in DF cooperative wireless networks

0 5 10 15 20 25 30
10-9

10-6

10-3

100

Single node OP
Exact
Approximation
Asymptotic

O
ut
ag
e
Pr
ob
ab
ili
ty

Average uplink SNR

simulations

M = 2

M = 3

M = 4

M = 5
�0 = -0.441 dB

�int = 15 dB

Figure 5.5: Single node outage probability dependence on average uplink SNR γ̄ for different

network dimensions – both exact and asymptotic values are plotted.
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Figure 5.6: Simultaneous two-node outage probability dependence on average uplink SNR γ̄ for

different network dimensions.

82



5.3. Numerical results

0 5 10 15 20 25 30
10-6

10-4

10-2

100

O
ut
ag
e
Pr
ob
ab
ili
ty

Average uplink SNR

M = 3
�0 = -0.441 dB

�int = 5 dB

�int = 10 dB

�int = 15 dB

simulations

Single node
Two node simultaneous
Conditional

Figure 5.7: Outage probability dependence on average uplink SNR for different values of aver-

age internode SNR. Single node, two-node simultaneous and conditional outages are shown.

in Fig. 5.6 for different network size and fixed average internode SNR. As in the marginal

case, both asymptotic expressions hold in the high average uplink SNR regime. As we

are looking at the simultaneous OP, the diversity order is now two, because even if all

internode links fail, the source nodes will send their own data to the destination, as

they always have their data. Similar to the marginal case, by adding more nodes in the

network, we observe only a coding gain, while the diversity order remains the same. To

achieve a OP of POJ (γ̄; γ0) = 10−6 at γ̄int = 10 dB, the average uplink SNR required

is 27.4 dB when we only have M = 2, and just 13.84 dB when the network dimension

increases to M = 4.

Figure 5.7 shows marginal, two-node simultaneous, and conditional outage probabil-

ity dependence on average uplink SNR for different average internode SNR. Here we can

observe that whereas the marginal and simultaneous OPs decrease with greater values of

average internode SNR, conditional OP increases. Intuitively, this makes sense; namely,

when internode channel conditions are favourable, all outage events affecting one data

flow will affect the other as well. By knowing the conditional OP of one source node

given the other is in outage, we effectively know the correlation of the outage events for

the two data flows, as both use same routes to reach the destination.

Finally, this effect can also be seen in Fig. 5.8, where OPs are plotted against

average internode SNR. For the marginal and two-node case, we observe an outage floor
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Figure 5.8: Outage probability dependence on average internode SNR for different values of

average uplink SNR. Single node, two-node simultaneous and conditional outages are shown.

of 3.11×10−3 and 3.89×10−6 for γ̄ = 5 dB and γ̄ = 15 dB, respectively. When this floor

is reached, improving average internode SNR does not decrease OP, neither marginal

or two-node simultaneous. As a result, the conditional OP converges to 1, as it is all

but certain that all outage events affecting one data flow will be fully correlated with

outage events of the other data flow.

5.4 Conclusion

In the regime of non-perfect decoding at the relays, the results have shown that in

the event of simultaneous outage of two nodes, the diversity order of the network is

two, because the two source nodes can always send their own data to the destination

via their independent uplinks. This is the worst case relay decoding pattern, due to

a finite probability that all relays fail to decode data coming from both source nodes.

Therefore, by increasing the number of nodes in the network, only a coding gain can be

noticed. This coding gain is dependent not only on the network dimension, but also on

the probability of successful decoding at the relays.

At fixed average uplink SNR, by increasing the average internode SNR, decoding at

the relays becomes perfect, and at this point we can notice an outage floor. Asymp-

totically, at high average internode SNR, successful decoding is always possible at the
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relays, and all relays are forwarding all the data to the destination. As a result, packets

from different sources are transmitted through the same uplink channels. Even though

performance may be good in terms of OP of a single node, it also means that when the

uplink channels simultaneously fade, and when there is an outage, that outage event is

experienced by all the data.

Typically in network analysis the assumption is made that errors are independent

and uncorrelated. Looking at the results presented in this chapter, we immediately

see that multiple data flows, even if going through multiple independent links, have

correlated behaviour because of link reuse. As a result, automatic repeat requests and

negative acknowledgements become correlated, and multiple links experience poor per-

formance simultaneously. All of this contributes to the network behaving in a correlated

way.
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Chapter 6

Summary and discussion

With the deployment of wireless networks in industrial systems, improvements can be

made in terms of control, robustness, alertness, and better integration in the business

process. This thesis is an attempt to address some of the issues that typically arise

in industrial wireless network design, such as low-latency and high reliability require-

ments. Through the utilization of cooperative diversity as one of many emerging wireless

technologies, the performance of industrial wireless networks has been analysed. Several

analytical and simulation models have been investigated in order to evaluate and predict

performance characteristics of DF networks set in an industrial environment.

When considering propagation characteristics that include a shadowing component

apart from a multipath fading, results have shown that it is the shadowing effects that

are dominating, degrading performance several orders of magnitude compared to the

non-shadowing case. In heavy shadowing conditions, performance has not significantly

increased even by adding more cooperating nodes in the network.

Existing DF cooperative protocols that could be integrated with existing orthogonal

MAC systems have been analysed, and further extended by internode protocols that

improved overall network performance. These protocols, although easily implementable

have shown to have a half-duplex limitation. Recent developments in wireless network

coding [124, 125] have suggested transmission principles that would allow recovering

some of the losses associated with half-duplex relays. Current research has pointed to the

possibility of full-duplex AF and DF relaying with self-interference mitigation [46,126].

However, some practical limitations, like errors in the side information prevent complete

interference elimination obtainable in the ideal case [46].

The implementation of the internode protocol which delays transmissions to other

nodes improves performance in the whole range of average uplink SNR when compared

to the non-protocol case. This gain is more noticeable when the time instances of these

two transmissions are independently faded. The temporal fading correlation in the

internode channels has a stronger effect on performance in the low-internode and high-
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uplink SNR regimes. The effects of correlation on OP are greater for larger networks.

When there is a finite probability that internode links can be blocked, the diversity

order of the network reduces to a single-link case, regardless of the implementation of

the threshold-based protocol.

Similar to the threshold-based protocol, by implementing a SR-ARQ mechanism in

internode communication, performance is improved as well. However, this mechanism

requires more complexity, and each retransmission attempt induces one time-slot delay.

Depending on the system design requirements, the selection of the internode protocols

use can be considered as a trade-off between low-latency and communication with no

data loss, depending on the data traffic type. As a consequence, a need for wireless-

adapted protocols that support multimedia data types arise, which would not degrade

the quality of service compared to the control traffic. By allocating equal time periods

for transmission and reception, end-to-end performance is limited by the weakest hop,

and therefore one can consider relaying solutions which implement buffering and/or

different time-shares for data transmission and reception.

Single-node performance may not be a correct network-wise performance indicator

when uplink channel is reused by multiple data flows, especially with the assumption

of equal average uplink and/or internode SNRs. By having common relays, the outage

events for the data coming from multiple source nodes, even if going through multiple

independent paths, are correlated. Even though single-node performance can be good, it

also means that when shared uplink channels simultaneously fade, and when an outage

event occurs, that outage event is experienced by all the data.

Finally, the analysis presented in this thesis was limited to a small-to-medium sized

network cluster with one destination node. As industrial wireless networks can have a

large number of nodes, interference problems that may arise cannot be addressed solely

with cooperative protocols, which have their fundamental limits, as pointed out in [127].

The benefits of cooperation can be exploited by finite-sized and partially connected

network clusters, but large-scale networks cannot. Receivers can only focus on a small

number of strong nearby transmitters, ignoring distant ones, leading to receiver near-

sightedness and a clustered network structure. In other words, cooperation cannot

change an interference-limited network to a noise-limited one [127]. Therefore, the

analysis of cooperative networks should be limited to a small-to-medium sized network,

which can then be considered clustered and hence noise-limited.

Other open issues include optimal node deployment, localization, security, and in-

teroperability between different manufacturers. Furthermore, from a practical point

of view, engineers need software tools for planning, configuration, and maintenance of

wireless industrial networks. Opportunity for further areas of research and performance

evaluation of industrial wireless networks may involve using more complex collaborative
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protocols, or different technology, such as ultra wideband, MIMO techniques, cognitive

radio. These are experientially significant as communication systems move towards 5G

and beyond.
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Appendix A

Simulation tools

Throughout the thesis, derived analytical results are confirmed by running indepen-

dent simulations. This Appendix presents unified simulation tools for modelling single

link wireless channels subject to fading, shadowing and AWGN. These simulators only

consider first order statistics. Samples which are distributed according to a certain PDF

are generated independently. Over a significantly large time period or for a large number

of samples generated, these simulators produce values for average OP.

Firstly, MATLAB code is presented for plotting a histogram of the desired fading

channel at normalized SNR, given in codes A.1 and A.2. Afterwards, the code for

OP at different average SNR values is given in A.3 and A.4. When no shadowing is

present, the RV which follows the Nakagami-m distribution is generated as the square

root value of a Gamma-distributed RV, with fading parameter m. For the special case

of m = 1, Rayleigh fading channel is obtained. When the channel is subject to both

multipath fading and shadowing, i.e., generalized-K fading, the KG RV is generated as

a product of the square root of two independent Gamma-distributed RVs with fading

and shadowing parameters given as m and k, respectively.

When plotting the histogram for the envelope and the SNR, an analytical expression

is plotted for comparison as well. For OP evaluation, the generated RV is compared to

a predetermined threshold, and OP is finally obtained by counting how many times the

generated RV is less than the threshold.

Note that single link cases are presented in the following codes. When applying MRC,

the SNR RVs are generated separately for each independent branch, and are summed

afterwards, forming the combined SNR. Only then the combined SNR is compared to

the threshold to obtain OP values.

All commands for generating RVs are built-in into MATLAB, and by exploiting

MATLABs parallel computation over matrices, the simulation time for one point is sig-

nificantly reduced when compared to a loop for all generated samples. In the thesis,

simulations were performed by using a faculty computer equipped with a third genera-
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tion Intel Core-i7 processor with eight threads and 32 gigabytes of RAM. For each point

107 RVs we generated, and the output per point is obtained on average for less than a

minute.

Figure A.1 shows the PDFs of the signal envelope and received SNR, obtained an-

alytically and with simulations (histogram), for the Nakagami-m channel for different

values of the fading parameter m. In Fig. A.2, the envelope and SNR PDFs for the

Generalized-K channel are shown, for fixed fading parameter m but different shadowing

sharpness, expressed in terms of the shadowing spread σSH .
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Code A.1: Histogram simulation for Nakagami-m fading channels.

1 % Nakagami-m channel - histogram

2 N samp = 10ˆ5; % Number of generated samples

3 m = 1; % Fading parameter

4 omega = 1; % Normalized power

5 Xsim = sqrt(gamrnd(m,omega./m,N samp,1)); % Generating samples

6 % Histogram - Envelope

7 step = 0.1;

8 range = 10;

9 x = 0 : step : range;

10 [xhist,rhist] = hist(Xsim,x); % Building histogram

11 xhist norm = xhist/(step*N samp); % Normalizing histogram

12 % Plot envelope histogram

13 bar(rhist, xhist/((step*N samp)), 'b', 'LineWidth', 1);

14 hold on

15 % Analytical expression

16 naka en = ...

(2*mˆm.*x.ˆ(2*m-1)/(omegaˆm*gamma(m))).*exp(-(m.*x.ˆ2)/omega);

17 % Plot envelope analytical

18 plot(x,naka en,'r-', 'LineWidth',4);

19 % Export

20 fileID = fopen('Histogram Envelope.txt','w');

21 fprintf(fileID,'%6.2f %12.8f\n',[rhist; xhist norm]);

22 fclose(fileID);

23 % Histogram - SNR

24 g = 0 : step : range;

25 SNR = omega * 1; % Normalized SNR

26 [ghist,shist] = hist(Xsim.ˆ2,x); % Building histogram

27 ghist norm = ghist/(step*N samp); % Normalizing histogram

28 % Plot SNR histogram

29 figure(2)

30 bar(shist, ghist/((step*N samp)), 'b', 'LineWidth', 1);

31 hold on

32 % Analytical expression

33 naka snr = 1/gamma(m)*(m/SNR)ˆm.*g.ˆ(m-1).*exp(-(m.*g)/SNR);

34 % Plot SNR analytical

35 plot(g,naka snr,'r-', 'LineWidth',4);

36 % Export to file

37 fileID = fopen('Histogram SNR.txt','w');

38 fprintf(fileID,'%6.2f %12.8f\n',[shist; ghist norm]);

39 fclose(fileID);
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Code A.2: Histogram simulation for Generalized-K fading channels.

1 % Generalized-K channel - histogram

2 N samp = 10ˆ5; % Number of generated samples

3 m = 1; % Fading parameter

4 k = 2.557359; % Shadowing parameter

5 omega = 1; % Normalized power

6 Xmp = sqrt(gamrnd(m,omega./m,N samp,1)); % Generating multipath samples

7 Xsh = sqrt(gamrnd(k,omega./k,N samp,1)); % Generating shadowing samples

8 Xsim = Xmp.*Xsh; % Composite envelope

9 % Histogram - Envelope

10 step = 0.1;

11 range = 10;

12 x = 0 : step : range;

13 [xhist,rhist] = hist(Xsim,x); % Building histogram

14 xhist norm = xhist/(step*N samp); % Normalizing histogram

15 % Plot envelope histogram

16 bar(rhist, xhist/((step*N samp)), 'b', 'LineWidth', 1);

17 hold on

18 % Analytical expression

19 kg en = 4.*x.ˆ(k+m-1)*(m*k/omega)ˆ((k+m)/2)/(gamma(m)*gamma(k)).*...

20 besselk(k-m,2*sqrt(m*k/omega).*x);

21 % Plot envelope analytical

22 plot(x,kg en,'r-', 'LineWidth',4);

23 % Export

24 fileID = fopen('Histogram Envelope.txt','w');

25 fprintf(fileID,'%6.2f %12.8f\n',[rhist; xhist norm]);

26 fclose(fileID);

27 % Histogram - SNR

28 g = 0 : step : range;

29 SNR = omega * 1; % Normalized SNR

30 [ghist,shist] = hist(Xsim.ˆ2,x); % Building histogram

31 ghist norm = ghist/(step*N samp); % Normalizing histogram

32 % Plot SNR histogram

33 figure(2)

34 bar(shist, ghist/((step*N samp)), 'b', 'LineWidth', 1);

35 hold on

36 % Analytical expression

37 kg snr = 2*(k*m/SNR)ˆ((k+m)/2)/(gamma(m)*gamma(k)).*g.ˆ((k+m)/2-1).*...

38 besselk(k-m,2*sqrt(k*m/SNR.*g));

39 % Plot SNR analytical

40 plot(g,kg snr,'r-', 'LineWidth',4);

41 % Export

42 fileID = fopen('Histogram SNR.txt','w');

43 fprintf(fileID,'%6.2f %12.8f\n',[shist; ghist norm]);

44 fclose(fileID);
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Code A.3: Outage probability simulatior for Nakagami-m fading channels.

1 % Nakagami-m outage probability simulator

2 N samp = 10ˆ7; % Number of generated samples

3 SNRdB = 0 : 2 : 30; % Values of SNR in [dB]

4 gTHdB = 0; % Outage Threshold in [dB]

5 gTH = 10ˆ(gTHdB/10); % Outage Threshold [linear]

6 % Preallocation for speed

7 ii end = length(SNRdB);

8 nErr=zeros(1,ii end);

9 op=zeros(1,ii end);

10 % Fading and Shadowing parameters

11 m = 1; % Fading parameter

12 omega = 1; % Normalized power

13 for ii = 1 : ii end % Length SNR vector

14 SNR = 10ˆ(SNRdB(ii)/10); % Average SNR [linear]

15 % Generating Nakagami-m fading envelope

16 X = sqrt(gamrnd(m,omega./m,N samp,1));

17 g=SNR.*(X.ˆ2); % SNR

18 % Counting Errors

19 nErr(ii) = sum(real(g < gTH) > 0);

20 % Evaluation outage probability

21 op(ii)=nErr(ii)/N samp;

22 % Export

23 r1=fopen('SIM OP naka m1.txt','at');

24 fprintf(r1,'%.16g\t %.16g\n',SNRdB(ii), op(ii));

25 fclose(r1);

26 end

27 % Plot outage dependence on SNR

28 semilogy(SNRdB, op, 'g-+', 'LineWidth', 2)

29 axis([0 30 1e-6 1e0])
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Code A.4: Outage probability simulatior for Generalized-K fading channels.

1 % Generalized-K outage probability simulator

2 N samp = 10ˆ7; % Number of generated samples

3 SNRdB = 0 : 2 : 30; % Values of SNR in [dB]

4 gTHdB = 0; % Outage Threshold in [dB]

5 gTH = 10ˆ(gTHdB/10); % Outage Threshold [linear]

6 % Preallocation for speed

7 ii end = length(SNRdB);

8 nErr=zeros(1,ii end);

9 op=zeros(1,ii end);

10 % Fading and Shadowing parameters

11 m = 1; % Fading parameter

12 k = 2.557359; % Shadowing parameter

13 omega = 1; % Normalized power

14 for ii = 1 : ii end % Length SNR vector

15 SNR = 10ˆ(SNRdB(ii)/10); % Average SNR [linear]

16 % Generating Generalized-K fading envelope

17 Xmp = sqrt(gamrnd(m,omega./m,N samp,1));

18 Xsh = sqrt(gamrnd(k,omega./k,N samp,1));

19 X = Xmp.*Xsh;

20 g=SNR.*(X.ˆ2); % SNR

21 % Counting Errors

22 nErr(ii) = sum(real(g < gTH) > 0);

23 % Evaluation outage probability

24 op(ii)=nErr(ii)/N samp;

25 % Export

26 r1=fopen('SIM OP KG m1 k255.txt','at');

27 fprintf(r1,'%.16g\t %.16g\n',SNRdB(ii), op(ii));

28 fclose(r1);

29 end

30 % Plot outage dependence on SNR

31 semilogy(SNRdB, op, 'g-+', 'LineWidth', 2)

32 axis([0 30 1e-6 1e0])
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Figure A.1: Nakagami-m envelope and normalized SNR histograms.
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