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Abstract. This paper presents an interactive system which offers multimodal 
feedback to users with severe to profound disabilities to improve their 
relationship with the environment allowing them to control it. The system is 
based on the information provided by a distance sensor connected to an 
Arduino board. The distance information is based on the position of the user’s 
hand, and it is then passed to six different action/reaction applications which 
offer motivation and engage users to train intentional motor movements of their 
upper body limbs and to improve their relationship with the environment. 
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1   Introduction 

People with multiple disabilities have an intellectual disability and additionally, they 
may have other impairments such as visual, hearing or movement impairments. 
Further, they can present difficulties in understanding, communication or behaviour. 
Consequently, they have limited functionality and slow development processes and 
they need permanent supports in all areas of development [1].   

People in this group may often present limited interactions with the surrounding 
world due to their physical and cognitive skills. Technology can play an important 
role for them both to increase the chances of relationship with the surrounding 
environment and to help them develop their independence. 

In this work, we present an educational support, an interactive system addressed to 
users with these conditions that allows them to acquire a level of autonomy in 
interacting with the immediate environment by offering them the control over the 
environmental stimulation. We are working closely with a center for users with 
cerebral palsy, where there are people with this profile attending. In this case, 
therapists wanted to: 

• Increase the intentional movements of their upper body limbs.  
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• Reduce their isolation. 
• Control the interaction with the surrounding world. 
• Achieve their active participation in the task.  
• Suppress the self-stimulation by offering them external stimulation. 
 
In previous works, in order to approach these aims, we designed and evaluated a 

motion-based interface that used computer vision techniques to detect the body 
movements. The user was captured by a webcam and the system tracked a colored 
band on the wrist of the user, which in turn triggered meaningful outcomes from the 
system (music, images, videos and so on) [2]. Then, we included a vibrotactile 
interface attach to the user’s arm to encourage its motion [3, 4]. In these works, the 
controlled movement was lifting up the arm, but another interesting movement to 
work is the extension of the arm to get objects on a table or from a person. One 
solution would be to place a webcam perpendicular to the extension of the arm or to 
try and detect the different size of hand when getting closer or farther to a webcam 
facing the user [5]. The use of a sensor such as Microsoft Kinect in this specific 
context is not effective, because many users use wheelchairs or prams, and the 
computation of the depth of the arm is not effective as the background is too close [2].  

There are other existing works which offer users control of the environmental 
stimulation by means of diverse devices such as microswitches [6], tangible user 
interfaces (TUI) [7] or gesture based systems [8]. 

In this work, we present a system that is comprised by a distance sensor and a set 
of action/reaction applications which trigger motivational audiovisual effects to 
engage the users and achieve their active participation in the proposed activities. The 
interactive system is addressed to users with physical and cognitive limitations and it 
aims at allowing users to acquire a level of autonomy in controlling the environment 
stimulation. 

The paper is structured as follows: Section 2 describes the system, both hardware 
and software. The evaluation of the system is presented in Section 3. Finally, in the 
last section, we summarize the findings and discuss their implications. 

2   The system 

The interactive system is based on an Arduino board and an ultrasonic distance sensor 
that enable us to control the distance of the user’s hand in order to trigger different 
feedback from the multimodal applications depending on the distance.  

2.1 The hardware prototype 

For this project in particular, we used the Arduino MEGA board [9] and an Ultrasonic 
Ranging Module HC-SR04 [10]. The HC-SR04 provides a 2cm to 400 cm non-
contact measurement function and the ranging accuracy can reach to 3mm (See Fig. 
1). This module includes ultrasonic transmitters, a receiver and a control circuit. The 
wires connected to the sensor are a 5 Volt power supply, 0 Volt ground, a trigger 



pulse input and an echo pulse output. The ultrasonic sensor uses a sonar to measure 
the distance to an object. This sensor has two parts: echo and trig. One emits 
ultrasonic waves, while the other receives them. Then, the distance is calculated by 
timing how long it takes for an ultrasonic wave sent out by the emitter to bounce to 
the object and come back to the receiver. 

Initially, to adapt it to our target group who does not count with a wide range of 
physical mobility, we decided to limit the movement range from 0 to 50 cm. 

 

 
Fig. 1. Ultrasonic Ranging Module HC-SR04 [10] 

2.2 The multimodal applications 

The interactive system comprises the following six applications that trigger visual and 
audio effects:  
− Volume control 
− Growing rays 
− Moving balls (horizontally) 
− Moving squares (vertically) 
− Changing colors 
− Zoom in-out image 
 
These applications try to engage the user in the use of the system to work educational 
aims. The applications are selected and executed from a common home window.   

The multimodal applications were developed using an open source programming 
language and integrated development environment, called Processing [11] which 
counts with a convenient library to handle easily the communication with the Arduino 
board. Further, we used Minim as an audio library [12], which is a Java audio library 
designed to be used with Processing. 

The applications have to include motivational material for the users because it is an 
important factor to engage users to use the system and to help them to concentrate on 
the task [13, 14]. Therefore, applications have to be configurable regarding the audio 
or images to play or show. Further, the applications contain dynamic and colorful 
shapes, to get the user’s attention and focus.  

Volume control  
The Volume Control application allows for users to increase or decrease the volume 
of an audio by moving closer or further the hand towards the distance sensor. This 



Volume Control application is addressed to users with vision impairments (as the 
visual content is not relevant), but also users who have hearing impairments can 
benefit of this application as this exercise can help them to practice and develop their 
listening. 

The therapist can choose the file that will be used in the application to adapt the 
audio to the preferences of the user. The file can be in mp3, wav, aiff, au or snd, as 
these are very popular formats. In this case, the visual shown on the screen is not 
important, but we can set an image, so the background does not stay blank. 

By moving the hand towards the ultrasonic sensor, the volume will change from 
low to high, as we reward more positively the effort of extending the arm which 
requires a greater effort from the user. If the arm is further than 50 cm, the volume 
will remain at the lowest volume level. 

Moving Balls (horizontal) 
The purpose of this application is for children to play with speed. There are five balls 
that are starting from different points on the screen and they just move horizontally 
increasing or decreasing their speed.  

Users should notice that the colorful balls are going faster or slower from the left 
side to the right side of the screen as they move closer or further to the distance 
sensor.  

Growing Rays  
This application presents colorful and dynamic visuals on the screen depending on the 
distance of the user. The growing rays’ application draws colorful multicolor lines in 
a form of a circle, with shorter or longer length depending on the distance of the 
user’s hand: when the user is closer to the sensor, the application draws shorter lines 
than when the hand is moving away from it (See Fig. 2). 

When the circle is completed, the screen refreshes and the previous set of lines is 
removed, so we can have new circle of lines without overlays. 

 

 
Fig. 2. Growing Rays. a) the hand is closer to the sensor so rays are shorter. b) the 

hand is further form the sensor, so rays are longer 



 
Fig. 3. a) Changing colors. b) Moving squares c) Zoom in/out image d) the hand’s distance 

regarding the sensor. 

Changing Colors 
When children recognize colors they are noticing, matching, sorting, and labeling the 
characteristics of objects in the world around them. Recognizing colors is a skill that 
is often difficult for children because it is necessary to know the color words, as well 
as to identify the abstract characteristic of color [15]. 

The application with changing colors can help children to recognize different 
colors. By moving closer to and further away the distance sensor, different colors go 
appearing (see Fig. 3a and 3d). The therapist can play with the user making them stop 
in a certain color or just let them enjoy the different visuals. 

Moving Squares (vertical) 
The application is similar to the Moving Balls application, but the movement is done 
in the vertical axis. Ten squares start in the upper zone of the screen and while the 
user moves his or her hand away from the sensor, the squares go growing and moving 
down changing their color (see Fig. 3b and 3d). The therapist should help the user 
notice the colors and the shape as well as the position of the squares. 

Zoom in/out image 
In the application with Zoom in/out Image, the accent is put on the movement of the 
image that is shown on the screen. When the user is near the sensor the image is 



zoomed in and as he or she is moving away, the image goes zooming out (see Fig. 3c 
and 3d).  

The use of images as motivational material can make users more willing to actively 
participate in the task, therefore, the image can be configurable. Images should show 
people related to the user or his or her preferences: family, friends, class mates, 
animals or local environment. 

3   Evaluation 

We wanted to test the robustness and usability of the system before working with the 
end-users, as a non-usable system could repel users from future uses. Usability is 
defined as “the extent to which a product can be used by specified users to achieve 
specified goals with effectiveness, efficiency, and satisfaction in a specified context of 
use” [16]. 

Five users (three females, two male) without disabilities were selected whose ages 
ranged from 24 to 25 and they were informed about the purpose of the study. Sessions 
were video-recorded for their posterior analysis. 

The procedure of the test was first to introduce all exercises, then execute one by 
one each application and carry out simple tasks, finally, users assessed the 
functionality of the application from 0 to 5. Tasks are very simple, but they represent 
the kind of tasks therapists would do later with the end-users. Probably, some of the 
users will not be able to communicate orally, but they may have signals or sounds for 
Yes and No, so, the therapist should guide the session asking simple questions in a 
way users can understand them. 

Table 1.  Evaluation tasks  

Heading level Example 
Volume control T1.  Describe what is happening with the audio when moving back and forth the 

hand to see how easy is to  perceive the volume’s difference 
T2. Find the distance where the volume is not changing 

Moving balls T3. Describe  what is happening on the screen with the 
balls  
T4. Observe which ball has the shortest and which  one has the longest moving 
path on the screen  

Growing rays T5. Describe how the lines are drawing on the screen by moving from and to the 
sensor 

Changing colours T6. Describe five different colors that are seen on the screen  
T7. Describe which color is the last one and stop in the correct position 

Moving squares T8. Wait at one position and get the squares stopping or  moving 
Zoom in/out image T9. Describe what is happening on the screen with the image 

T10. Stop in one position where the image is not moving 
 
Regarding the effectiveness of the applications, except for few errors in T8, all 

tasks were done successfully.  Errors can be due to the sensor’s sensibility. The arms 
movement should be smooth to get better results. As these users may have abrupt 
movements, bigger regions should be assigned for a change in the feedback.   



When asking the users about the functionality of the activities and taking into 
account the users’ target group, they all highlighted the importance of these tasks, by 
answering with a 4 or 5 in the questionnaire. 

4   Discussion and Conclusions 

In this work we have describe an interactive system that serves as an educational 
tool for users with severe impairments. The system is comprised by a distance sensor 
and a set of action/reaction applications which trigger motivational audiovisual effects 
to engage the users and achieve his or her active participation in the activities. These 
applications are dynamic and mix color, motion, and different shapes. Further, the 
system offers control to the user in an implicit manner. The user is not aware of the 
presence of a computer and they are interacting with the system in a natural way by 
means of the body motion.  

We have presented a set of tasks as an example of what can the therapist do, but 
depending on the user, the therapist can give other instructions (e.g. in the Changing 
color application, the user can be instructed to stop in a certain color).  

We remark considerations taken into account in the design of the applications: 
- The positive feedback has to be very motivational and meaningful for the 

users.  
- The user has to be aware of the feedback returned by the system.  
- The system has to be robust and respond promptly to the user’s actions.  
- The system has to be configurable.  
Future work will include usability tests with end-users to validate the system. 

Further, other activities can be implemented to enrich the set of applications. It would 
be also interesting to see in future experiments, when the user is competent with the 
system, how he or she works alone with the system without the help of a therapist. 
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