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We introduce the model of movement of two conflicting aircrafts and state the problem, we apply the
importance sampling technique and elaborate an algorithm of collision modeling based on normal

distributions, a small simulation study.

Introduction

In this paper we use the importance sampling
technique in order to model rare events of aircrafts
collision.

Model

Suppose that an aircraft is flying along its aerial
corridor. We are interested in its current coordinate x
(this could be either an altitude or transverse coordi-
nate). We assume that the x coordinate of the aircraft
has random distribution with probability density
(p.d.) of mixing type,
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Here Gamma function r(t) —jV e dx,t>(ft
0

mixing parameter a e (0,1), a, and a2 are positive

scale parameters, bx and b2 are positive shape pa-
rameters, and pe Bis location parameter corre-
sponding to the axis of the aerial corridor. The p.d.
of the form (1) is called density of double general-
ized Laplace (DGL) distribution. It is used to model
a random walk of an aircraft in Reich’s model. The
first summand on the right hand side of (1) is a core
of the distribution, while the second summand corre-
sponds to rare positions where the aircraft occurs far
from the axis of the corridor.

We consider two conflicting aircrafts flying in
the neighboring corridors. The corresponding prob-

ability densities are f(x{,\xf) and /(x2;p2), with
different location parameters ftj and p2 and com-
mon mixing, scale and shape parameters

a, ax,a2,bxand b2. Let X, be a current x-coordi-
nate ofj-th aircraft, j =1,2, and X be a compound

vector (x,,x2) of the coordinates. We suppose that

the two aircrafts are wandering independently in
their corridors, therefore ajoint p.d. ofXis given by

X (x1,x2) = x> \\)F{x2\1\ xI1x2efU. (2)

The collision along the x-coordinate happens if
|Xj - X 2<d, where d is an effective diameter of

an aircraft. The problem is to estimate the probabil-
ity Px of collision along the x-coordinate,

P, =ftp, -X 2| <ft=E/(|X, -X 2 < ft.

Hereafter bold E denotes mathematical expecta-
tion, and 1(A) is indicator function of event ft, i.e.,
7(ft) =1 if ft occurs while 1(A) =0 if ft does not

occur. The collision is a typical rare event. Therefore
straightforward Monte Carlo simulation is inefficient
[ftp. 350-351]. Instead we apply importance sam-
pling technique.

Modeling based on importance sampling
Instead of sampling (ftftftX*), (xftftxfts),...,
(xir\ X @) from the distribution (2) and using

+I\xA-XM\<d)/n,

we will sample (xfftxf)..., (xftftx~) from a

different distribution f x (xi,x2) and use a statistic

i« /IXA-X2\< d\Ex(X[\X?)
3

nl= fx(XT\X?)
Note that Eft, = E/(jjft - X2 <'d)= Px, where

(X1,X 2) has distribution (2). By the Strong Law of
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Large Numbers, Yn-+Px with probability 1, as

n'->*00. Now, the problem is to choose the p.d. fx
satisfying two conditions: a) modeling of the event
|X - X <d should be realistic; b) the conver-
sance Y,,-» Px should be as quick as possible.
We set h(x) =h(x1,x2) =/(jx, —x2| < d).
The choice of fx is
fx (x)=fx (X)h(x)/'Eh(X), where x=(x,,x2) e 912
and X =(X,,X2) has distribution (2\ but this is im-
possible as Eh{x) is unknown. We propose to choose
f ()= Sx(x)h(x)_
\W\gx(x)h(x)dx -
n
where gx (x,,x2) =gX (x, )gX1(x2), and g Xj (xy)

optimal

is a Gaussian p.d. having common expectation and
variance with the DGL p.d. /(x,;py);y =1,2. We

will see that the usage of normal distributions makes
our modeling realistic. And the choose of the pa-
rameters of the Gaussian distributions causes simi-
larity of the distributions/rand gx, therefore the den-
sity (4) will be close to the optimal p.d.
fx (x)h(x) / Eh(X), and the convergence Yn-> Px

should not be slow.

Now, we describe the modeling procedure. First
we choose parameters of the normal lows. For
a,b> 0, denote

f 1b\
xab)=——< P yew. (5
PIse 2abT(h) , a 5
Then [/ (x;p) = (@- a)p(x;axbx) +ap(x;a2,b2).

The distribution (5) is symmetric around p, there-
fore its expectation equals LI. The variance

<s2{a,b) of (5) is calculated easily, a2(a,b) =

= le*-p)\2 p-tx;a,b)dx: a ~(-")
n r (b)
Then the expectation of the distribution (1) is p,

and the variance is
a2=(1~a)<j2(albx) +ao2(a2,b2) =

=ax m 4aY'im.
r<eé.) 1X6,)
Thus we choose gx (xJ) to be a p.d. of the distri-

5>

. 2.
Butlon 7V(p],aX), where ¢~ isgivenin (6); y=1,2.

Now, we organize sampling from the distribution
(4) based on a normal random generator. Let

X =(X]},X2) be arandom vector with distribution

BicHuk HAY. 2003. Ne2

N((ii.1ij,2)g 21 ), where / is identity matrix. Then
X, - p, tayl, and X2=p2+aY2>where y,, and

y2 are independent standard normal random vari-
ables. We have

i~T2N
S

X]- X2=p, - p2+oyf'|'P

, —Yy2
Introduce random variables v, =y_—y_ and

y +\Wo :
y2=—]=—. Then Y[ and y2 are independeht
v2

standard normal variables as well. The event

X, - X2|<d holds if and only if

p:'pz'd p,'p2+d

Y.€ ax<72
Denominator in (4) equals

P X,-X2<d =p{yiej} =

_ W pi-p2+ P

o eT Pi-P2-<0
< Omi. y
where O - distribution function of standard normal
law.
Thus p.d. (4) equals
gxM)gxMV (\X - X2\")
fx (xI'X2) = - - - (7)
® Pj-p2+d) J Pj-p~-r/
7-Jl a
We simulate a sample from the p.d. (7) as fol-
lows. A standard normal generator produces yy,
and then the generator works till we obtain the value
yjli e J . We set

xf>=K

Oon/2

+T7}.

Then the generator produces yg) , and it works till

=i 7>-rif
I|,+£)1((r.> ri*y

. \
we obtain YF e J .We set

Tiv-1T").

etc. For the simulated sample, the inequality
I,w-X « <d holds, foreachi- 1,2, ..., n. Ac-

cording to (3), we set

v ffxyil
NhfAXIM?) ~

with fx given in (7).



BicHuk HAY. 2003. Ne2

As was mentioned above, vn is unbiased and

strongly consistent estimator of px, i.e.,, E7,, = Px

and vn Px a.S., as n —»° . The rate of conver-

gence can be controlled by the variance
raK -Xi\rd)fx(xux2)

rir.h - If o , dxxdx1- Px
«U 2 fx (XU X2)

Unfortunately, as usual in (1) b2 > A holds,
which means that the second summand in (1) has the
tails of the distribution, which are heavier then the

sails of normal law. This causes that for our choice

of fx , the variance of v, is infinite. Nevertheless

still v, -» pPx as., as « —>00, and we illustrate the rate
of convergence by the simulation study in Section 4.
Though the tails of normal law are typically
lighter then the tails of basic distribution (1), we
have strong arguments in favour of our choice of the
p.d. (8). Suppose that we chose another p.d.
gXxX (X% X2OXN — x 21~ 01

fx (Xi>x2)~"~
‘g x O x,x2)dxxdx7

Let x =(x,,x2) be a random vector with p.d.

g x(X,,x2). In the simulation procedure, we want to

reduce the dimension as was done above, and we
want to simulate separately ¥ x2 and other linear

combination ocx, + P32, with det -1
a

o 0 eThus

for independent random variables x, and x2, we
want that another couple x, - x2 and oxx, + Px2 be
independent. But due to the theorem of characteriza-
tion of normal law [2, p. 97], this implies that 3 and 32
are Gaussian, and we come back to the density (7).

Simulations

In this section results of calculations on the
above-stated method are presented.

In fig. 1 dependence of theoretical probability of
the accident on sample size designed on algorithm is
shown with two underlying normal lows:

0, = C7,CT2 — 22,5,

Vabk+--2
Pn=<5>(A2)-<i>(AX); Pn= 3,5289 xi0-8

+ a2

Fig. 1
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In tab. 1 numerical values of experimental prob-
ability of accident are given, with mixing parameter
a = 0, which corresponds to normal densities.

Table 1

Experimental probability of accident (a = 0)
8

n =< o
3 3,40930
9 2,53771
15 4,13542
21 3,47838
27 2,62164
33 3,37126
39 3,49381
45 3,28352
50 2,94175

In fig. 2 dependence of experimental probability
of accident on sample size is shown.

Y 6.0E-08
4.0E-08
2.0E-08

0.0E+00
1 5 9 1317 21 2529 33 37 41 45n
Fig. 2
In tab. 2 the numerical values of a relative error
\Pn- Y,\/Pn are given.
Table 2

Relative error

n \Pn-Y,\IP,,
3 0,03389
9 0,28088
15 0,17187
21 0,01432
27 0,25709
33 0,11820
39 0,00994
45 0,06953
50 0,05977

In fig. 3 dependence of a relative error on sample
size is shown, with sample size equal 50.

Fig. 3

In tab. 3 numerical values of experimental prob-
ability of accident are given, with mixing parameter
a =0,0136.
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Table 3

Experimental probability of accident (a=0,0136)

n Yyn MIT
3 1,04831

9 1,29658
15 1,68247
21 1,38736
27 1,20631
33 1,44253
39 1,20936
45 1,4257

50 1,37045

In fig. 4 dependence of experimental probability
of accident on sample size is shown.

Fig. 4

In fig. 5 dependence of experimental probability
of accident from mixing parameter a is shown.

In tab. 4 numerical values of experimental
probability of accident are given.
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Table 4
Experimental probability

a YkN, XK09
0 2.273835796
0.1 1.022599989
0.2 0.7572907593
0.3 0.6583314607
0.4 0.6320845977
0.5 0.6571705710
0.6 0.7390390539
0.7 0.9129333553
0.8 1.294254661
0.9 2.401420192
0.95 2.273835796

Conclusions

We proposed an algorithm of modeling of
aircrafts collision. The idea is to use importance
sampling technique and sample from a different
distribution, based on a normal law. This makes it
possible to reduce the dimension of the problem and
instead of a rare event for the two-dimensional
random vector have e rare event for a one-
dimensional random variable.

Simulation study shows that the proposed
technique leads to reasonable results for commonly
used probability densities. In the next research we
will try to tune the parameters of basic distribution
in order to obtain the prescribed probability of
collision.

References

1 Geist R.M., Smotherman M.K. Ultrahigh reliabi-
lity estimates through simulation. Proceeding
Annual Reliability and Maintainability Symposium,
1989.-P.350-355.

2. Feller W An Introduction to Probability Theory and
Its Applications. Vol. 2. - Wiley&Sons, 1970.-180 p.

CratTa Haginwna ao pegakuii 15.09.03.

MogentoBaHHS 3iTKHEHHA NiTaKiB 3 BUKOPUCTaHHAM MeTOAMKMN iCTOTHUX BUBIPOK
Po3rnsiHyTo Mofenb pyxy ABOX KOHMAIKTYHUMX NiTakiB. 3anpornoHOBaHO METOAMKY iCTOTHUX BUBIPOK i
anropuTM MOAENHOBAHHSA 3iTKHEHHS NiTakiB, 3aCHOBaHWIA Ha HOPMa/lbHOMY PO3MOoAini.
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