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ABSTRACT

E-mail texts are hard to process due to their short length.
In this article, the use of a diffuse neural network that
is capable of identifying the most relevant terms in a set
of e-mails is proposed. The associations between these
terms will be measured through association rules built with
the terms identified by the network. The metrics support,
confidence and interest of the rules will be used to qualify
the corresponding terms. The method proposed has been used
to process e-mails of the PACENI Project (Support Project
for Improving First-Year Teaching in Courses of Studies in
Exact and Natural Sciences, Economic Science and Computer
Science). With this type of analysis, the most common topics
of student questions have been identified. Even though this
new information can have various applications, they all
involve, as a first instance, an improvement in student service.

Keywords:Information Retrieval, Data Mining, Text Mining,
E-mails Analysis, FSOM, Association Rules.

I. INTRODUCTION

Distance education platforms are a learning environment
through which teachers and students interact by performing
various types of activities.
In this context, electronic mail is the most commonly used
mechanism, and it is therefore of interest for the study of
techniques that allow analyzing and modeling the information
shared through this medium. For example, it would be relevant
knowing the topics most frequently enquired by students. This
could have various applications:

• It would allow detecting shortcomings in the information
provided, for instance, lack of information regarding
exam dates or the need for reinforcement in any given
topic because the theoretical material provided has not
been clear enough.

• Automatically organizing e-mails to improve student ser-
vice.

• Automatically identifying core discussion topics in order
to improve decision-making.

An e-mail has a date, a set of addresses, a subject, and a
body. The latter, even though it may contain various types of
information, consists basically of text and can therefore be

analyzed by means of text mining techniques.
Text mining is a branch of Data Mining, and its main purpose
is the extraction of high-quality information from documents.
It has numerous applications in various areas:

• In Biomedicine, it has been used to automate the identi-
fication and extraction of information from the numerous
papers published each year [1].

• In Molecular Biology, it has been used to automatically
extract information about genes, proteins and their func-
tional relations from large collections of texts [10].

• In Education, it has been used to facilitate resource
searches by combining the documents from various Web
sites from related organizations [2].

• In the commercial context, it has been used to analyze the
information generated by a consumer complaint Web site
in order to obtain word relations that allow understanding
the data [6],

• In the hospitality industry, using information available
on Internet about hotels and possible tourists, it has
been used to develop competitive strategies by analyzing
demographic features and browsing habits [11].

All these works are representative of the diversity of areas in
which text mining techniques are applied. However, regardless
of the type of problem at hand, in most of the cases the main
purpose is determining the relevance of the document based
on a previous query. This allows more efficient automatic
classification and access.
However, the extraction of information from e-mails is based
on some special considerations, since, in general, the texts are
short and their wording is quite abbreviated. Thus, some of
the metrics used are no longer relevant, such as text length or
the frequency of any given word within it.
The method proposed in this paper was applied to the e-mails
of the Tutors Program (PACENI). This program is promoted
by the Ministry of Education and its purpose is reducing
the number of students that drop out from their university
courses of study during their first year. This program was
implemented at UNLP in the 2009 school year. Through it,
first-year students are accompanied by tutors, post-graduate
students or advanced students, who help them overcome the
initial difficulties of university life.
For the processing stage, a dictionary built automatically from
the reduction of each word to its root (stemming) [7] and its
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subsequent selection was used. By using this dictionary, each
e-mail was represented as a numerical vector and was then
used to train a FSOM (Fuzzy Self Organizing Map) neural
network. Based on the weights of each neuron of the trained
network, and taking into account the degree of belonging of
the corresponding examples, the most common combinations
of terms were identified. Finally, association-rule metrics are
used to establish the relevance of each combination.
This paper is organized as follows: in Section 2, some related
works are mentioned; in Section 3, SOM and FSOM networks
and their training mechanism are briefly described; in Section
4, the method proposed is detailed; in Section 5, the results
obtained are presented; and in Section 6, conclusions are
drawn and future lines of work presented.

II. RELATED WORK

Obtaining information from e-mails is a relevant task whose
main purpose is classification and interpretation.
In this sense, the identification of spam e-mails is a generalized
problem and has therefore received a lot of attention [13], [16],
[19], [14], [12].
There are also approached that seek to automatically identify
the author of the e-mail or the core subject of the message. For
example, [17] tries to identify the person writing the e-mail
from features based on number of words, number of lines,
and the frequency of significant key words. [15] proposed a
method that assesses the words from e-mails based on their
age. The age of a word is calculated based on the frequency
with which e-mails including it are received. The problem of
this approach is the number of different words that can be
used to refer to the same concept.
There is a current approach that has become popular with the
appearance of various social networks in work environments.
Nowadays, the development of collaborative tasks and the
use of e-mails as communication mechanism are common.
This creates the need of solving some participation-related
issues, which implies identifying project members and their
categories, as well as central work topics [5].
The general objective of this paper is related to this latter
approach—we try to obtain information from a group of e-
mails generated by teacher-student relations during a course
carried out through a distance-education platform.

III. SOM AND FSOM

The SOM (Self Organizing Maps) neural network was
defined by Kohonen in 1982 [8]. Its diffuse version was
defined in 1994 by Petri Vuorimaa [18]. In both cases, their
main application is the clustering of available information.
Its ability to preserve input data topology makes them a
visualization tool that is widely used in various areas.
Basically, it can be said that both SOM and FSOM networks
are a two-layered structured: the input layer, whose function
is only to allow information to enter the network, and the
competitive layer, which is responsible for the clustering
task. The neurons that form this second layer are connected
and have the ability of identifying the number of “hops” or

Fig. 1. Classic structure of a SOM network. wji will be used to denote the
weight of the arch going from the jth input neuron to the ith competitive
neuron.

connections that separate them from each of the remaining
neurons in this level.
Figure 1 shows the structure of a SOM network where the
input layer is formed by a D-dimensional vector and the
competitive layer has 7x5 = 35 neurons. Each neuron in this
second layer has 8 direct neighbors (immediate connections).
This connection pattern can change depending on the problem
to solve.
Each competitive neuron is associated to a weight vector
represented by the values of the arches that reach this neuron
from the input layer. These values, for all the neurons in this
layer, are represented in the figure by means of the W matrix.
Network weights, W values, are initially random, but they
adapt with the successive presentations of input vectors.
Since this is a competitive structure, each input vector is
considered to be represented by (or associated with) the
competitive neuron that has the most similar weight vector
based on a given similarity measure.
The final value of W is obtained by means of an iterative
process that is repeated until the weight vectors do not
present any significant changes or, in other words, until each
input vector is represented by the same competitive neuron
than in the previous iteration. During the training process of
the SOM network, in each iteration, for each input vector
X = (x1, x2, . . . , xD), the closest winning neuron is identified
by means of a distance measure. That is, if the ith competitive
neuron has a weight vector (w1i, w2i, . . . , wDi), the SOM
identifies the winning neuron as that complies with equation
(1)

||Wwinner − X|| = min(||Wi − X||) i = 1..N (1)

where winner is the winning neuron, || . || is a distance
measure, generally Euclidean distance, and N is the total
number of competitive neurons.
Then, the SOM updates only the weight vector for that neuron
and its neighborhood following equation (2)

Wi = Wi + α ∗ (X–Wi) (2)

where i is the competitive neuron whose vector is being
updated and α is a value between 0 and 1 that represents
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Fig. 2. FSOM network architecture used. The input arches of the ith

competitive neuron correspond to one-dimensional Gaussian functions.

Fig. 3. Gaussian function corresponding to the arch that joins the jth input
neuron with the ith competitive neuron

a learning factor.
The weight vectors of the remaining competitive neurons
remain unchanged.
Equation (2) has variations that can be consulted in [9].
The concept of neighborhood is used to allow the network
to adapt correctly. This implies that neighboring competitive
neurons represent similar input patterns. For this reason, the
training process (obtaining W values) is started with a wide
neighborhood that is then reduced as iterations occur.
On the other hand, the FSOM network, whose architecture
is shown in Figure 2, shares the main characteristic of SOM
networks in regards to respecting the topology of input data.
That is, a two-layered architecture is used in both cases.
However, the input arches for each competitive neuron in
FSOM represent one-dimensional, non-symmetrical Gaussian
functions, as shown in Figure 3. It can be observed that the
maximum value of the function is reached at wji and that
the deviations to the left and right, represented by σ1 and
σ2, respectively, are different. This allows having an adequate
coverage of the input space. For this reason, the weights of the
arches corresponding to the ith competitive neuron in FSOM
are represented through the vector indicated in equation (3)

Si = (s1i, s2i, . . . , sDi) (3)

being sji a tuple represented by the three parameters of the
jth Gaussian function, as shown in (4).

sji = (wji, σ1ji, σ2ji) (4)

Additionally, in FSOM, each input vector is not associated to
an only winning neuron, but it has a degree of belonging for
each of them.
Equation (5) shows how to calculate the degree of belonging
for input vector X with respect to the ith competitive neuron.

Fi(X) = min(Fji(xj)) j = 1..D (5)

being

Fji(xj) =

⎧⎨
⎩

exp((− 1
2 )(wji − xj)2/σ12

ji) xj < wji

exp((− 1
2 )(wji − xj)2/σ22

ji) xj ≥ wji

(6)

Note that in (6), a Gaussian function with mean wji and
deviation σ1ji or σ2ji, for values of the jth attribute of the
input vector to the left of right of the mean value wji, is used.
Thus, each competitive neuron can be seen as D Gaussian,
non-symmetrical functions, one for each attribute of the input
vector.
FSOM diffusely clusters the input space from a competitive
training that is similar to the one used by SOM. However,
unlike SOM that only learns cluster centers, FSOM learns both
centers and deviations around them.
The training method used to train the FSOM network in this
article uses an equation that is similar to (1) to determine the
winning neuron, where || . || represents Mahalanobis distance
considering that the attributes of vector X are independent,
that is,

|| Wwinner−X || = min
i=1..N

⎛
⎝
√√√√ D∑

j=1

(
(wji − xj)2

σ2
ji

) ⎞⎠ (7)

In each iteration, for the winning neuron and its neighborhood,
the corresponding Gaussian functions are adjusted based on
equations (8) and (9).

wji = wji + α ∗ (xj–wji) j = 1..D (8)

σji = σji + 2 ∗ α ∗ σji ∗ ((xj–wji)2 − σ2
ji) j = 1..D (9)

Once training is completed, a correction process is applied to
the deviations obtained to ensure full coverage of the input
space.
Let’s assume that the kth competitive neuron is an immediate
neighbor of the ith neuron, then their respective deviations
are adjusted as follows:

a = (wji–cte ∗ σji) − (wjk + cte ∗ σjk) j = 1..D (10)

σ1ji = σji + a ∗ σji/(σjk + σji) j = 1..D (11)

σ2jk = σjk + a ∗ σjk/(σjk + σji) j = 1..D (12)

Note that the result of the training algorithm allows obtaining
symmetrical Gaussian functions, which are then adjusted as
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Fig. 4. Gaussian function deviation adjustment after training.

indicated in (11) and (12) to obtain the deviations to the left
and right, called σ1 and σ2, respectively. This final adjustment
is illustrated in Figure 4.

IV. PROPOSED METHOD

To be able to operate with the network described above, e-
mails have to be represented by numerical vectors. To this
end, a dictionary of terms will be built by processing an
only text formed by the concatenation of the subject and
body of each e-mail. Each word in the text is reduced to its
root by applying a stemming algorithm [4]. This process is
important for processing text in Spanish due to the syntactic
changes related to gender, number, and tense. For example,
words such as ‘trabajo’ (work), ‘trabajar’ (to work), ‘trabaja’
(he/she works), ‘trabajos’ (the works), ‘trabajoso’(laborious)
are reduced to the common root ‘trabaj’ by applying the
stemming algorithm.
Once the root of each word is obtained, its frequency of use in
the entire text and its average length are calculated. By means
of statistical analysis processes, terms that are less relevant
are discarded; the dictionary to represent e-mails is then built
with the remaining terms.
Then, each e-mail is represented by a fixed-length binary
vector. The number of elements in the vector is determined
by the number of words in the dictionary. Each position will
have a value of 1 if the word appears in the e-mail or a value
of 0 if it does not.
Be D the number of words in the dictionary and M the
number of available e-mails, each e-mail will be represented
as follows:

emailp = (mp1, mp2, ...,mpD) with p = 1..M (13)

mij =
{

1 the word j is in e − mail i
0 otherwise

j = 1..D

(14)
Using the vectors defined in (13), the FSOM network is trained
by applying the algorithm described in the previous section.
Be N the number of competitive neurons that form the FSOM
network, as already mentioned, tuple vectors Si described

in equation (3) and (4) contain the information required to
calculate the degree of belonging for each input vector with
respect to each competitive neuron. However, if only wji

values are considered (that is, the first element of each tuple)
the centroids of each cluster can be used.
Be Wi = (w1i, w2i, . . . , wDi) the centroid of the ith compet-
itive neuron. Its elements are real values that are equal to or
higher than zero, where a high value in the jth element implies
a frequent appearance of the jth dictionary word among the
input patterns represented by this competitive neuron.
After the training process, taking advantage of the FSOM
network structure, the positions of Wi vectors between neurons
that are connected directly have been reinforced. Thus, each
Wi vector is increased by the average value of its immediate
neighbors only at those positions where a minimum threshold
is exceeded. As a result, common words are highlighted.
Finally, less significant words, that is, those words whose
own weight is not enough to be clearly represented by a
limited subset of neurons, have to be discarded. This is
the case of words that are combined with many terms or
that are infrequently used. In either case, these are terms
that provide little information, since in the first case they
do not determine the subject matter and in the second case
are not sufficiently supported (number of occurrences) to be
considered significant. The trained FSOM network is able to
detect these words because they do not go beyond a minimum
threshold in any of the vectors associated with the competitive
neurons (Equation 15). Therefore, irrelevant words will be
removed from each Wi vector (equation 16) by means of this
threshold.

WEndi = (wEnd1i, wEnd21, . . . , wEndDi) k = 1..N
(15)

where

wEndji =
{

wji wji > threshold
0 otherwise

j = 1..D (16)

and irrelevant words are obtained with equation (17).

IrrelevantWords = {wordj | wEndji = 0} (17)

with j = 1..D and i = 1..N
It should be noted that each element in WEndi will contain
a real value that is greater than zero in the positions that
correspond to relevant terms. This allows identifying the
frequent terms in the e-mails represented by the kth neuron
of the network, which can be used to form various association
rules. An association rule is an expression with the following
format

IF (antecedent) THEN (consequence)

where both the antecedent and the consequence are logical
expressions referring to the words present in the e-mail.
The following are examples of association rules:

• IF (’board’ ∧ ’exten’ ∧ ’certific’) THEN (’transcr’ ∧
’present’ ∧ ’academ’ ∧ ’approve’)

• IF (’pending’) THEN (’academic subject’ ∧ ’certificate’)
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The first rule indicates that each time an e-mail has the words
’board’, ’exten’ and ’certific’, the words ’transcr’, ’present’,
’academ’ and ’approve’ are also present. This rule refers to
the approval by the academic board of extensions to present
school transcripts. The second rule shows the relationship
between the word ’pending’ and the words ’academic subject’
and ’certificate’. It also refers to pending academic subject
certificates.
Rules are formed by combining in all possible ways the terms
that appear in any given weight vector defined as in equation
(15).
There are various metrics that can be used to determine the
importance of a rule. The most common ones are:

• Support: It is the proportion of examples (e-mails) that
fulfill the rule. For example, if the words ’pending’,
’academic subject’ and ’certificate’ are present in 300
e-mails from a total of 3,000 e-mails, the support of the
rule
IF (’pending’) THEN (’academic subject’ ∧ ’certificate’)
will be 300/3000 = 0.1.

• Confidence: it is the quotient of the number of examples
that fulfill the rule and the number of those that only
fulfill the antecedent. Let us consider again the rule IF
(’pending’) THEN (’academic subject’ ∧ ’certificate’)
verified by 300 of the 3,000 available e-mails. Let us
assume that after revising the available e-los, it is ob-
served that 350 of those contain the word ’pending,’; the
confidence of this rule will be 300/350 = 0.85

The importance of the rules obtained in this paper depends
on the average of the three previously mentioned metrics.
Therefore, the result that can be obtained is the interpretation
of the most relevant rules.

V. RESULTS

The method described in Section 4 was applied to the 7,624
e-mails from the Tutors Program (PACENI) between April
2009 and December 2010.
The initial dictionary was formed by 6,446 term roots; 486
of these were selected by statistical analysis. The selection
criterion used had four stages:

a. First, stop words and user names and last names were re-
moved. Usual courtesy terms were also removed (thank
you, dear, regards, favor, etc.), which are identified by
means of a taboo list.

b. Next, words of atypical lengths were suppressed, consid-
ering as such all words whose value was more than 1.5
times the distance between the first and the third quartile
(fourth dispersion). In the case of the PACENI e-mails,
words that were longer than 18 characters or shorter than
3.5 characters were discarded. The average length was
assessed based on all words that corresponded to the
same root term.

c. When analyzing the boxplot corresponding to the oc-
currence frequency for each root term, it was observed
that a large part of the population had a low value. That

is, the most commonly used terms were the minority.
Therefore, we decided to use those terms with extreme
frequency. For the measured population, these were the
terms with more than 52 occurrences.

d. Finally, in the boxplot of the reduced population,
extreme values corresponding to the terms that are
very frequently used in all e-mails are still observed.
This reduces their importance. For this reason, those
terms whose frequency was higher than 954 —extreme
value—were removed.

A FSOM network with 13x13 competitive neurons with 4
neighbors per neuron was used. The initial size of the neigh-
borhood was set as a third of the number of rows in the
network, that is, 4 neurons. This value is high, since it is
the radius (number of “hops”) that determines the area around
the winning neuron where weight vectors are modified. The
reduction was carried out every 30 iterations, with a maximum
of 180 iterations. This value ensures that successive reductions
will be carried out until the adaptation only affects the winning
neuron.
After training the network, all weights that were not significant
were removed from the matrix W ; to this end, a threshold
equivalent to the mean value plus one time the standard
deviation was used.
With the weight vectors of each competitive neuron, the
combinations of terms that allow clustering the e-mails were
determined.
To measure their relevance, they were used to form the
corresponding association rules, considering all possible com-
binations.
To calculate the three metrics, the degree of belonging of each
input vector with respect to the weight vector modified with
(15) and (16) was used. Thus, it can be considered that the
input vector corresponds to the weight vector if the degree of
belonging is higher than 0.5 (estimated mean value).
Finally, the combination was associated with the maximum
value obtained by averaging its support, confidence, and
interest values.
After 50 independent training sessions of the neural network,
the most commonly occurring terms are the following:

• (’windows’, ’microsoft’,’realiz’, ’facult’)
• (’tramit’ , ’entreg’, ’analit’ , ’alumn’ , ’certific’)
• (’inic’, ’horari’, ’cuatrimestr’, ’teor’, ’clas’)
• (’guaran’, ’inscripci’, ’anot’)
• (’matemat’, ’pregunt’, ’final’)

These combinations appear in various orders, but always
within the 10 first best positioned ones. This determines their
importance within the set of e-mails. Another characteristic
that was observed after the various tests is that the neural
network allows discarding between 60 and 80 terms by
means of the threshold function indicated in equation (16).
This reduces considerably the time required to obtain the
association rules to be measured.
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VI. CONCLUSIONS AND FUTURE LINES OF WORK

An e-mail analysis mechanism based on data mining tech-
niques has been presented. Even though the results obtained
only refer to the 2009-2010 Tutors Program of the PACENI,
this analysis can be applied to other courses with no con-
siderable changes. We have already solved this problem by
applying a SOM network [3]. Even though the results obtained
back then were satisfactory, a much more significant reduction
in term selection is observed with the method proposed in
this paper. This allows obtaining rules that are more compact
and easier to interpret. Additionally, the assessment of the
various metrics by means of the degree of belonging allows
better identifying the most relevant groups of words. Building
the initial dictionary is essential to obtain good combinations
of terms. The proposal presented in this paper included a
statistical pre-processing so as to generate the dictionary
as automatically as possible. This stage was improved in
comparison to that in [3] by the use of a taboo list for usual
courtesy words. We are currently working in the resolution
of this problem using a dynamic FSOM network in order to
avoid limiting the adaptation ability of the network.
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