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Abstract. We propose an approach based on DRSA (Dominanceef attributes,V = quQ Vg, Vg is a domain of attributey, and
based Rough Set Approach) method for synthesizing preference ity : U x @ — V is aninformation functiondefined such that
formation of multiple decision makers in a multicriteria classification f(z,q) € V,,¥q € Q,Vz € U. The set of attributeg) is often
problem. The proposed approach takes as input a common informalivided into a sub-sef' of condition attributesand a sub-seb of

tion table and generates a set of collective decision rules representirg@cision attributesin this caseS is calleddecision table

a generalized description of the preference information of the deci- A series of assumptions are established first. The domain of condi-

sion makers. tion attributes are supposed to be ordered to decreasing or increasing
preference. Such attributes are callgiteria. We assume that the
1 INTRODUCTION preference is increasing with the value £, ¢) for everyq € C.

We also assume that the set of decision attribuiteis a singleton

DRSA (Dominance-based Rough Set Approach) [3] is an extensiofd}. Decision attributel makes a partition o/ into a finite number
of rough sets theory [5] to deal with multicriteria classification prob- of decision classe€l = {Cl;,t € T}, T = {0,---,n}, such that
lems. It takes as inputdecision tablelescribing thelecision objects  eachxz € U belongs to one and only one classGh Further, we
and generates as output a setletision rulesDRSA is a single de-  suppose that the classes are preference-ordered, i.e. fos &l T,
cision maker oriented method. However, there are some proposals tuch thatr > s, the objects fromC1,. are preferred to the objects
extend DRSA to group decision making [7][4][1]. But these propos-from Cl,.
als have several shortcomings as discussed in Section 7. The idea of rough set approach is the approximation of knowledge

The objective of this paper is to introduce a DRSA-based approachenerated by the decision attributes yanules of knowleddeen-
for synthesizing preference information of multiple decision mak-erated by condition attributes. The sets to be approximated are:
ers in a multicriteria classification problem. The proposed approach

takes as input a common information table and generates a set of col- Cly = U.s, Cls, Cly = U, Clsit =0, n.
lective decision rules representing a generalized description of the
preference information of the decision makers. SetCltZ is called theupward union The assertion: € CltZ means

The paper goes as follows. Section 2 presents the backgrounthat “z belongs to at least clagd,”. SetCltS is called thedownward
Section 3 introduces the approach. Section 4 presents the aggregationion The assertion € CltS means that# belongs to at most'i,”.
procedure. Section 5 deals with collective decision rules generation.

Section 6 illustrates the approach through an application. Section

discusses some related work. Section 8 concludes the paper. 5'2 Approximation of unions of classes

In DRSA the represented knowledge is a collection of upward and
2 BACKGROUND downward unions of classes and the “granules of knowledge” are
sets of objects defined using a (weak) dominance relation. The domi-

DRSA [3][4] is a rough sets-based multicriteria classification nance relatiom\ », whereP C C, is defined for each pair of objects
method. This method has been developed to overcome the shortcom-,q, as follows: h

ings of rough set [5] in multicriteria classification problems. The idea
of DRSA is to replacendiscernibility relation in rough approxima- zApy < f(z,q) > f(y,q),Yq € P.
tions bydominanceelation.

The “granules of knowledge” used for approximation in DRSA with

. : . ectt t of criteri C C and objectr € U are:

2.1 Basic notations and assumptions respectioasetotcriteris - ¢ and opject: € U ar
Information about decision objects are often represented in terms df 25 (2) = {y € U : yApa}: the set of objects that dominate
aninformation tablewhere rows correspond tbjectsand columns ~ ® Ap(x) = {y € U : zApy}: the set of objects dominated by
correspond taattributes The information tableS is a 4-tuple<

" _ . s N i
U,Q,V,f > where:U is a finite set of objects is a finite set Ap and A, are respectively called®-dominating set and P

dominatedset. For each set of criterie C C, the P-lower and
1 University of Paris-Dauphine, Place du Mahal de Lattre de Tassigny, P-upper approximations G!f‘lt2 are defined as follows:
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P-lower approximation ofC; contains all the objects withP- Cli = {Clii,t € i}, T = {0, - -, i},

dominating set are assigned with certitude to classes at most as good _

asCl,. P-upper approximation of'l> contains all the objects with  suchthal J;, Cli; = U,Cly,; N Clyi = 0,Yr,t € Ti,r # t, and

P-dominating set is assigned to a class at least as go6d:as if x € Cl,;,y € Cls,; andr > s, thenx is better thary for decision
Similarly, the P-lower and P-upper approximations of'l= are ~ Makeri.

defined as follows:

o P(Cl7)={z€U:Ap(z) C CIF}, 3.1 Phase 1: Individual classification
D < — <
. P(le):UxeClF Ap(z) ={z € U: Af(x)Cl7 # 0}. o N .
’ In this first phase, each decision maker uses the common infor-
P-lower approximation ofCl; contains all the objects withP- mation tablel to construct its own decision tabl§; defined as
dominated set are assigned with certitude to a class at most as goed U,C U D;,V, f; > where D; is a new decision attribute and
asCl;. P-upper approximation otfjltS contains all the objects with  f; is an information function, both associated with decision maker
P-dominated set is assigned to a class at least as go0d as Then, each decision maker runs the DRSA method using its decision
We also define thé@-boundary sets ofIZ andC!5 as follows: tableS; as input. In terms of this phase, the classification conducted
_ by each decision maker is characterized, among others, by:
e Bnp(CIlZ) = P(CIZ) — P(CIZ), y g y

< D < <
* Bnp(Cly) = P(Cl7) — P(Cl7). e the P-lower approximation and an@-boundary ofle,i and

Bnp(ClZ) contains all the objects which are assigned both to a Cl;;, for eacht € T;, and

class better tha'l, and to one or several classes worse thdp e the quality of classification’ defined in similar way to Eq. (1).

In other words, it contains objects witA-dominating set cannot be

assigned with certitude to classes at least as go@dl asSimilarly,

Bnp(CI5) is the set of objects wittP-dominated set cannot be as- 3.2 Phase 2: Aggregation

signed with certitude to classes at most as goodias

The objective of this phase is to combine the outputs of the first phase
in order to assign to each objecte U a collective assignment inter-
val by using an aggregation procedure detailed in Section 4. First, we
The approximations of upward and downward unions of classes cadesign byCl the collective preference order obtained by the union of
serve to induce asetoff - - -, then - - -” decision rules relating con- individual preference orders:

dition and decision attributes. An objecte U supportsa decision

rule if its description matchs both the condition part and the decision Cl={Cl;,t e T}, T ={0,---,n},

part of this rule. A decision ruleoversobjectz if the description of

= matches at least the condition part of the rule. lrengthof a ~ such that eack € U belongs to one and only one clas$: € Cl.
decision rule is the number of objects supporting this rule. This operation is correct since, as stated before, decision attributes

are defined on the same domain. According to this definition, we
haveix € Cly; & x € Cly,Vx € U,Vt € T, andVi € H.
The aggregation procedure can be represented as follows:

2.3 Decision rules

2.4 Quality of classification

Thequality of classifications defined by the following ratio:
U — ClxCl

_ card(U_(Ut:l,---,n B?LP(CltZ))) T . I(:r) — [l(x), u(x)]
P - card(U) ( )
_ card(Uf(Utzov_wil Bnp(CLE)))

- card(U)

It is a mapping fromlJ to Cl x CI that associates to eaghe U a
collective assignment intervdl(z) = [I(x), u(x)], wherel(x) and

It expresses the pourcentage of objects that are assigned with certi{x) are respectively the lower and upper classes to which object
tude to a given class. can be assigned. Details are given in Section 4.3.

3 gghéﬁ%ﬂg?gﬁagfgoigfs 3.3 Phase 3: Generation of collective decision rules

The proposed approach is composed of three phases: individual cla§he objective of this phase is to use the DRSA method to infer a
sification, aggregation, and generation of collective decision rulesset of collective decision rules representing a generalized descrip-
The main input of the approach is a common information tdble tion of the preference information provided by the different decision
defined as< U,C,V, f > with a finite setU of objects and a fi- makers. The application of DRSA method requires that the decision
nite setC of criteria. The output is a collection of collective decision attribute be mono-valued. Thus, some simple rules are first used to
rules representing a generalized description of the preference infoconstruct a collective decision table with a mono-valued decision at-
mation provided by the decision makers. lEét= {1,---,4,---,h} tribute (Section 5.1). Then, the DRSA method may be applied using
be a finite set of decision makers corresponding: tdecision at-  the obtained collective decision table as input (Section 5.2).
tributes Dy, - - -, D;, - - -, Dy,. Further, we suppose that decision at-

tributes are defined on the same domain. We also assume that each

decision makef € H has a preference order on the univetsand 4 AGGREGATION PROCEDURE

that this preference order is represented by a finite set of preference
ordered classes: The aggregation procedure is composed of three steps.



4.1 Step 2.1: Normalization B*(z,CI7) € [0,1] measures the power of coalition of decision
makers that assign to the boundary o’l=. B* (z, C1Z) € [0, 1]
measures the power of coalition of decision makers that assign
the boundary oCl—

The objective of this first step is to standardize the quality of classi-
ficationsvy% (Vi € H) using the following formula:

Ve = B2 Tpo (i=1,---,h). @ 4.3 Step 2.3: Definition of assignment intervals

Let € [.5,1.0] be a majority threshold an@l € [0, .5] be a veto
threshold. Based on the concordance and discordance powers, we

4.2 Step 2.2: Computing the concordance and may distinguish four situations for the assignment:ab CI;=:

discordance powers

+ < + < /
The aggregation procedure is based on the majority principle which BY(z,Cly) <6 | BY(z,Cl )<2 4
is defined through the concordance and discordance powers. The se- L' (z, Cl7) > 6 r e Cly z ¢ Cly
mantic interpretation of these powers is similar to the same concepts LT (x,Cl7) <0 x ¢ Cl x ¢ Cle

employed in ELECTRE family of multicriteria methods; see[2].

However, they are defined, computed and used differently in the These situations are summarized by the following assignment rule:

present paper. if Lt(z,Cl5)>0ABY(x,Cl5) <@, then zeClE
else z¢CIls (rule 1)
4.2.1 Concordance power This assignment rule can be explained as follows. An ohjeid

. S . e
First, we define the sets(z, C1=) and L(x, CI7) as follows: assigned t@l;" if and only if

< o < e there is a “sufficient” majority of decision makers (in terms of
o L(z,Cly)={i:ie HAze P(Cl,)}, their quality of classification) that assigrto C';=, and

o L(x,CI7)={i:i€ HAze P(CI)}. e when the first condition holds, none of the minority of decision
The first set represents the decision makers for which ohbjdu- ma<kers shows an “important” opposition to the assignmentiof
longs to the lower approximation 6¥/5=. The second one represents Cly.

the decision makers for which objecbelongs to the lower approxi- In similar way, four situations can be distinguished for the assign-
mation ofCl?. Next, theconcordance powerfor the assignment of ment ofx to Cltz:
2to Cl5 and toCIZ are computed as follows:

Bt (z,Cl17) <0 | BY(z,C1Z) >0’
L (z,Cl5) = > . ®3) L (z,Cl7) >0 z € Clf x ¢ Clf
i€L(2,C15) L (z,Cl7) < 0 z ¢ Clg x ¢ Clf
These situations are summarized by the following assignment rule:
LY@, Clf) = > ) it L*(@,C17) = 0N B (@,CI7) < 0/, then € CIF
ieL(x,C12) else =z ¢ ClF (rule 2)

This assignment rule can be explained as follows. An ohjeid
L*(x,Cl?) € [0,1] measures the power of coalition of deci- assigned tuﬁltz if and only if:

sion makers that assigm to the lower approximation oC’lf.
L*(z,CIZ) € [0,1] measures the power of coalition of decision
makers that assignto the lower approximation afltz.

e there is a “sufficient” majority of decision makers (in terms of
their quality of classification) that assigrto Cl7, and

e when the first condition holds, none of the minority of decision
makers shows an “important” opposition to the assignmenmnttof

4.2.2 Discordance power clz.

First, we define the se8(z, C1;*) and B(x, C17) as follows: The application of these assignment rules on the set of objécts

e B(z,CIS)={i:ic HAxe Bnp(CIS)) permits to associate to each objea collective assignment interval
- : t,1

I(z) = [l(z), u(z)] where:

e B(z,ClZ)={i:ieHAz € BnP(CltZ,i)}-
lz) — { argmax,, N1(z), if Ni(z) # 0,

The first set represents the decision makers for which objdu- (7)
longs to the boundary ait*lf. The second one represents the decision
makers for which object belongs to the boundary dfl?. Then, the ) )
discordance powerfor the assignment af to the boundary of'l; u(z) = { argmirg,, N2(z), if Na(z) # 0, 8)

andC!; are computed as follows: Clx, otherwise.

+ <\ i whereN1 () = {Cl; : = € ClZ}y andNa(z) = {Cl; : = €
B'(@,0l5) = Z e ®) CI=}. SetN, (z) contains the set of classes to whietis assigned
by applyingrule 2, while setN»(x) contains the set of classes to
which z is assigned by applyingile 1.

+ >y i The aggregation procedure is summed up in Algorithm 1. This
B Cl7) = Z e © algorithm runs inO(|U| - n - h) where|U| is the cardinality o/, n

i€B(x,CI7) is the number of classes ahds the number of decision makers.

Cly, otherwise.

i€B(x,CLY)



Algorithm 1 AggregationProcedure in Algorithm 2 returns an ordered list frofd(z), - - -, u(z)). Algo-
Input: P(C1=,), P(CIZ,): P-lower approx. { € H; ¢ € ) rithm 2 runs inO(|U| - k log k) where|U | is the cardinality o/ and

Bnp(lei), B’I’LP(CZEL-): P-boundary { € H: t € T}) k is the number of values ifl(z), - - -, u(z)).
% quality of classificationi( € H)
Output:I(z): Collective assignment interva¥¢ € U) Algorithm 2 AssignmentintervalReduction
1. Normalizeyp (i € H) Input: I(x): Collective assignment interva¥ € U)
2for eachr € U rule: Interval reduction rule
3. foreacht € T Output:g(z, D),Vx € U
4. compteL(z, ClY), B(z, Cl5), L(x, CI7), B(z, CI7) 1.foreachz € U
5. compteL " (z,CIS), BT (x, ClF), Lt (z, CIZ), B (2, CIZ) 2. 1—l(z)
6. if LT(2,CIS) >0 andB™(z,CIS) < ¢, thenz € CI= 3. u—u(z)
7. elsex ¢ CI< endif 4. if I = u,theng(z, D) 1
8. if L*(z,CIZ) > andB* (z, CIZ) < ¢, thenz € CI12 5. elseifruleis ‘min’, then g(x, D) «{
9 elsex ¢ CIZ end if 6. else ifrule is ‘max’, then g(z, D) «— u
10. end for ; else(l’,- - 7UId)' Tﬂ?rdere(lj)l_ist(l(x), < u(x))
11. N Cly:zeCl? : m o medan: - -, u .
1(@) —{Cl:w € 2} 9. if rule is floor’, then g(z, D) «— |m] end if
12. Na(x)  {Cli - w € Cly'} 10 if rule is ‘ceil’, then g(z, D) « [m] end if
13. if Ni(z) # 0, thenl — argmax:, N1 (z) ' . ' ’
: t 11. end if
14. elsel — Cly end if 12 end if
15. if Nao(z) # 0 then u « argming, Na(z) ’ .
. 13. endif
16. elseu « Cl, end if
14.end for

17. I(z) « [1,u]
18.end for

5.2 Inference of collective decision rules
5 INFERENCE OF DECISION RULES The objective here is to apply DRSA using the collective decision
. . o table S as input. The application of DRSA at this level is the same
5.1 Construction of a collective decision table as for a single decision maker. The output is a collection of decision
The objective of this step is to construct a collective decision tablgules synthesizing the preference information of the different deci-
S defined as< U,C' U D, V, g > whereD is a collective decision sion makers. These rules can then be included in a knowledge-based
attribute angy is a collective information function defined as follows: decision support system [6] and used as basis for decision making.

_ flz,q), ifqeC,
g(z,0) = {g(m’D)’ it o= D. 9 6 APPLICATION

The problem considered concerns post-accident nuclear risk manage-
Two cases may be distinguished for the definitiory6f, D). The  ment in the southern France in which one of the authors was implied.
first holds wheri(z) = u(z). Here, objectz is assigned to a sin-  For the purpose of this paper, only a subset of data is used. Further
gle class and consequently we canget, D) = I(x) (or similarly  decision objects and names of decision makers are codified (con-
g(z, D) = u(x)). The second case holds whim) < u(z). This  fidentiality reasons). The problem considered involves 10 decision
corresponds to the situation where objeds assigned to more than gpjects, 7 evaluation criteria, 3 decision makers (CM, PP and CAL),
one class. To defing(z, D) we may apply one of the following rules  ang six decision classe€'{, to Cls). Decision objects correspond
to reduce the collective assignment interv@t) to a single class: to a subset of the districts of the study area. The list of evaluation

e use the “min” operator on the collective assignment intefya). criteria is given in Table 1 and decision classes are given in Table 2.

This leads tqy(z, D) = I(z). (rule 3)

o use the “max” operator on the collective assignment intefga). Table 1. List of evaluation criteria

This leads tcy(_x, D) = u(z). (rule 4) _ Code—Descripiion
e use the “median” operator o, ---,u’, wherel’,---, v’ is an gl I;aggoeoo}oggoa} vu:neraE!TI!ty o; fagrlcultural area

P adioecological vulnerability of forest area
ordered list issued frorf(z), - - - , u(x). (rule 5) ch Radioecological vulnerability of urban area
Cy _I?eall estateI vulng_rlability
i Cs ourism vulnerabilit

The proposed gpproach assumes an ordinal mga§urement scale. c Economic Vulnerabﬁ’ity of companies
Hence, the median value may correspond to no decision class (when Cq Employment vulnerability

there is an even number of values). To avoid this problese,5 can
be subdivided into two rules:

Table 2. Decision classes

e use the “floor” of the median valugi(z, D) = |u(l',---,u")].

(rule 5.7 Level Class __Name

Capil? : 0 Cl Normal situation

e use the “ceil” of the median valugi(z, D) = [u(l',---,u')]. 1 Gl Very minor

rule 5. 2 Cl Minor

( a 3 Cl§ Moderate

. . . . . 4 Cly Major )

Functionu(-) returns the median value. The collective assignment in- 5 Cls  Major and long-lasting

terval reduction step is formalized in Algorithm @rderedList



6.1 Phase 1: Individual classification

First, each decision maker runs the DRSAethod using its own de-

cision table obtained by adding a new decision attribute to the com
mon information table. Decision tables used here are given in Tablg, —

3 where decision attribute®,, D, and D3 correspond to decision

makers CM, PP and CAL. The obtained quality of classifications are if

~b = 0.61 (CM), ~% = 0.33 (PP), andy3 = 0.33 (CAL).

Table 3. Decision tables
ObjeCt Ch Cs C3 Cy Cs Cs Cr Dy Do D3
T 4 5 5 5 4 T T 4 4 5
T2 4 5 5 5 4 2 2 4 4 5
T3 4 5 5 5 4 2 1 4 4 5
T4 4 5 5 5 4 3 1 5 4 5
5 3 2 2 4 4 2 0 3 2 3
T6 1 1 1 2 4 1 0 0 0 1
T7 2 2 1 2 4 1 0 3 2 2
Ts 1 2 1 2 2 1 0 0 0 1
Tg 3 2 2 4 4 2 0 3 2 2
T10 3 3 3 4 4 1 0 3 2 3

6.2 Phase 2: Aggregation
6.2.1 Step 2.1: Normalization

First, Eq. (2) is used to normalize the quality of classificatigps
~%, andv%, which leads to*yp = .48.,%vp = .26. and®yp = .26.

6.2.2 Step 2.2: Computing the concordance/discordance
powers

Concordance power For illustration, we only show the computing
of L+(q;5,Cl§). The lower approximations fof)lgS according to
decision makers CM, PP and CAL are as follows:

. B(Clgi) = {5, z¢, 7, T8, T9, T10}. (CM)
o P(Cl3) = {5, 6,7, 8, T9, T10}. (PP)
P(Cl3) = {s}. (CAL)
Hence, we havé (5, C15) = {1,2}. This means that only decision
makers CM and PP assign to the lower approximation o@l?.

Step 2.3: Definition of assignment intervals Here, assignment
rulesrule 1 andrule 2 given in Section 4.3 are used to associate
to each objectt € U a collective assignment intervd(z). The
majority and veto thresholds used in this applicationéare .5 and
.25, respectively. Then, assignmente 1 andrule 2become:

Lt (z,Cl5) > .5 A B (2,CI5) < .25, then =z € CIS
else z ¢ CIS
it Lt(z,Cl7)>.5AB"(2,Cl7) < .25 then zeClZ

else ¢ CIZ

The application of these rules #g is summarized in Table 4 (fourth
row). According to this table, it is easy to see that the first assignment
rule is verified only forCl5 andCI5 while the second assignment
rule is verified only forC1= andC13 . In conclusion, we obtain:s €

Cl5, x5 € Clf, x5 € CIf andzs € Cly.

Table 4. Application of assignment rulesule 1andrule 2) to objectzs

Cl, Cly Cly Cly Cly Cly Clf Cly Cly Cly Clz
L*(mg),Cl't) 0 0 0 74 1 1 1 48 0 0
B*(;cs,Cl‘t) 0 0 52 26 O 0 0 52 026 0
Decision No No No Yes Yes Yes Yes No No No

Now, to define the assignment intervdl:s) = [I(z5), u(zs)], we
use Egs. (7) and (8) to defiférs) andu(z5). Based on Table 4, we
get: Ni(zs5) = {Cl; : 25 € CIZ} = {Cl,Cla}, and No(z5) =
{Cl; : x5 € CI=} = {Cl3,Cly}. Then, Egs. (7) and (8) lead to:

o l(z5) = argmay,;, N1(z5) = argmax,,, {Cli, Cla} = Cla.
° U(Is) = argmirbltNg(am) = argminclt{Clg, Cl4} = Cls.

Finally, the assignment interval for decision objegtis I(z5) =
[Cl2, Cl3]. For convenience, the assignment intervals for all decision
objects are given in Table 5 (second column).

6.3 Phase 3: Generation of collective decision rules

Now, Eq. (3) can be used to compute the concordance power forStep 3.1: Construction of a collective decision table The ob-

objectzs with respect taC'l5:

L¥ws, CF) = Diesiuporg) 1r=" 7t 71p=48+26=74.

The concordance powers of decision objeg¢twith respect t(CltS
(t=0,---,4)andCiZ (t =1,---,5) are given in Table 4.

Discordance power For illustration, we only show the comput-
ing of BT (x5, Cl17 ). The boundaries fof'l; according to decision
makers CM, PP and CAL are as follows:

o Bnp(Cl7) = 0. (CM)
* Bnp(Cl7) = 0. (PP)
o Bnp(Cly) = {5, 26,27, 79, 710}. (CAL)

Then, we getB(zs, Cl7) = {3}. This means that only decision
maker CAL assignsgs to the boundary ole. By Eq. (6), the dis-
cordance power for the assignment of objecto le is:

B+(CL’57 le) = Zi€5((ﬂ5,c’lf) Z’Y;’ = 3’73’ :26

The boundary powers of decision objegt with respect toCltS

t=0,---,4) andCltZ (t=1,---,5)are summed up in Table 4.

jective here is to construct the collective decision tahle/, C' U
D,V,g >. The definition ofg(z, D), Vz € U is summarized in
Table 5 where columns “min”, “max”, “floor” and “ceil” refer to in-
terval reduction rulesule 3, rule 4, rule 5.1andrule 5.2

Table 5. The definition ofg(x, D) for different interval reduction rules

z; I(zq) min__max__ floor  ceil
1 Cly,Cly Cly Cly Cly Cly
xro CZ4, Cl4 Cl4 Cl4 Cl4 Cl4
T3 C’l47 Cl4 Cl4 Cl4 Cl4 Cl4
T4 Cls, Cls Cls Cls Cls Cls
s Clz, Cl3 Clz Cl3 Clz Cl3
Te Cl(], Cl(] Cl() Cl[) Clo Cl()
xT7 Clg, Clg Cl3 Cl'g Cl3 Cl3
T8 Cly, Clg Clo  Clo Clo Cly
g CZS, Cl3 Clg Cl3 Clg Cl3
10 Clz, Clg Cl2 Cl3 CZQ Clg

Step 3.2: Inference of collective decision rules The quality of
classifications according to different interval reduction rules are
given in Table 6. As it is shown in this table, interval reduction using
the “max criterion” ¢ule 4) leads to the highest quality of classifica-
tion (.83). The quality of classifications obtained e 5.1 (floor)

3 Using 4eMKa, which is a stand-alone and free software implementing théndrule 5.2 (ceil) are equal to .72. In the three cases, we can con-

DRSA method. See: http://idss.cs.put.poznan.pl/site/4Aemka.html.

clude that the number of objects assigned with certitude to a given



class is acceptable. In the contrary, the quality of classification obef agents, the quality of classification, the number of rules and the av-
tained by the “min” criterion rfule 3) is relatively low. Hence, the erage strength of rules. However, we think that the second and fourth
use ofrule 3is not recommended in this illustrative application. criteria are similar, which may lead to over-evaluation.
Another extension of DRSA to support multiple decision makers is
reported in [4] where the authors extend the lower and upper approx-
RUE T max—flooF—cail imations and boundary concepts. More specifically, they introduce
P . . . the concepts of downward and upward multi-union and mega-union.
These concepts are then used to define lower and upper approxima-
A selection of collective decision rules generated using 5.1 tion for unions of classes. We think that this extension has three main
for interval reduction is given in Table 7. The first column in this shortcomings. First, it is difficult for decision makers to understand
table contains the decision rule. The second column contains objectee aggregation mechanism adopted in [4]. Second, [4]'s approach is
supporting the rule. The last column indicates the strength of the ruleexpensive in computational time. Third, there is no dialogue between
The description of these rules is straightforward. For illustration, wethe different decision makers.
briefly comment two ones:

e Rule 4 if f(z,qs5) < 3, thenCIS 8 CONCLUSION

e Rule 20 if f(x,q2) < 2 A f(x,q5) < 4, thenCl5 We proposed a three-phase DRSA-based approach for group multi-
criteria classification problems. The proposed approach takes as in-
put a common information table and generates a set of collective
decision rules representing a generalized description of the prefer-
ence information of the decision makers. The paper detailed the ap-
proach and illustrates it through a real-world application. The pro-
posed approach has several merits. First, as it is based on DRSA,
the approach: (i) does not require any preference parameter, (i) is
able to deal with lack of information, and (iii) is able to detect and
handle inconsistency problems in the decision table. Second, the ap-
proach uses the majority rule which is characterized by (i) its sim-
plicity, anonymity and neutrality, and (ii) its low-demanding in terms

Table 6. The classification quality for different interval reduction rules

Rule 4 means that an objectis assigned t«)?l2S if its evaluation
with respect to “Tourism vulnerability” criterioryg) is less or equal
to 3. Rule 4 is supported only by decision objegtsand z15. Its
strength is equal to 40%.

Rule 20 says that objeat is assigned tcﬂ’]lzZ once (i) its evalu-
ation with respect to “Radioecological vulnerability of forest area”
criterion (g2) is less or equal to 2, and (ii) its evaluation with respect
to “Tourism vulnerability” criterion §s) is less or equal to 4. The de-
cision objects supporting Rule 20 arg;, 2, x3, x4, x5, T7, T9, and
x10. The strength of Rule 20 is equal to 92.86%.

Table 7. A selection of collective decision rules of computational time. Third and in contrary to [7][1] (which are

very demanding in terms of dialogue) and [4] (which requires no di-

Rule__ - Supporfing objects Strengt alogue), the proposed approach is not very demanding in terms of

Rulel:if f(z, q5) < 2,thenClCT xg 100% . . ..

- dialogue between the different decision makers.

Rule2:if f (x, q1) < 1,thenClE TG,y 80% A ) . ) .

Rulet: 17z, a5) < 3, henClS . o Several topics need to k_)e investigated |n_the futu_re. The flr_st one

RUELS:i1f (=, ag) < 3 thenC1> s 100% concerns the use of decision rules-related information to define the

Rule19:if§ (v, 1) < 2thenC1Z ©1,@g, w3, Ty, 5, T7, Tg, T1o 100% assignment rules. The second one is related to the use of other clas-

RUI20:i (2, a3) < 2 A f(x, a5) < 4,enCLZ @y wg, w3, a4, a5, w7, w9, w10 92.86% sification methods that accept interval-based assignment for decision

RUE22:i(f (v, ap) < 2 A f(w,q5) < B.MenCLZ @y, wg, w3, w4, o5, 7, 9, w10 _100% objects. The third one concerns the use of input level aggregation-
oriented schema.
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