v

View metadata, citation and similar papers at core.ac.uk brought to you byj: CORE

provided by Portsmouth University Research Portal (Pure)

INFORMATION PROCESSING AND MANAGEMENT OF UNCERTAINTY (IPMU) 2006-JULY 2-7, PARIS, FRANCE 1

K-DSS: A Decision Support System for Identifying
and Evaluating Crucial Knowledge

Ineés Saad, Camille Rosenthal-Sabroux and Salem Chakhar
LAMSADE laboratory, University of Paris Dauphine,
Place du Magchal de Lattre de Tassigny, 75775 Paris Cedex 16, Paris,dzranc
Telephone: +33 (1)-44-05-41-20. Fax: +33 (1)-44-05-41-11
Email: {saad, sabroux, chakhar}@ ansade. dauphi ne. fr

Abstract— The objective of this paper is to introduce K-DSS, « with other types of vehicles;

a Decision Support System for identifying and evaluating crucial  , with projects concerned with definition of the new sys-
Knowledge. K-DSS is an implementation of a two phases-based tems of FAP (i.e. FAPy, FAPz et FAPw).

methodology conducted and validated in the PSA Peugeot Citém . . . . .
automobile company in France. Attention is especially devoted | he objective of this paper is to describe K-DSS. Attention

to present the conceptual and functional architectures of K-[3S. is especially devoted to present the conceptual and furaltio
The implementation of K-DSS is also addressed. architectures of K-DSS. The implementation of K-DSS is also
I ndex Terms_—C_n_JciaI knowledge, Decision support system, zqdressed.
Knowledge capitalizing, Knowledge management. The remain of the paper goes as follows. Section Il very lyriefl
introduces the proposed methodology. Section Ill presiets
|. INTRODUCTION conceptual architecture of K-DSS. Section IV describes the
functional architecture of K-DSS. Section V provides a brie

APITALI.ZING on th_e company’s _knowledge IS InCrea‘s"description of the developed system. Section VI concluldes t
ingly being recognized. Capitalizing on all the com-

. ) ) per.
pany’s knowledge requires an important human and flnanc%ﬁ
investments. To optimize the capitalizing operation, dmeutd
focalize on only the so called “crucial knowledge”, thattts
most valuable knowledge. This permits particularly to save Il. METHODOLOGY
time and money. The adopted methodology is composed of two phases.
In practice, decision makers use tacit and explicit knogged A detailed description of it is available in [22]. The first
available in various forms (e.g. decision support systemhase is relative to constructive learning devoted to infer
knowledge-based system, database, documents) in the otbe- preference model of the decision makers. Practicdlly, i
nization to select, from a set of options, the alternative(sonsists in inferring, through the DRSA (Dominance-based
that better response(s) to the organization objective® TRough Set Approach) [8] method—which is an extension of
main objective of capitalizing is to extract tacit knowledgrough set theory [20] and which is devoted to multi-criteria
[19], that are not explicitly defined and which are consideresorting problems—of a set of decision rules from some holisti
crucial for improving decisions and their outcomes [6]. Atnformation—in terms of assignment examples—provided by
mentioned in [18], “tacit knowledge is quite beneficial tdhe decision makers. This phase includes also the identi-
a faster decision making process”. Thus, companies shofilchtion, using GAMETH (Global Analysis METHodology)
invest in engineering methods and tools in order to preserframework [10], of a set of “knowledge of reference” and
the knowledge, especially of tacit nature, related to the-detheir evaluation with respect to a convenient set of cateri
sion making process. K-DSS, a Decision Support System foispiring from the systemic approach of [17] and by using
identifying and evaluating crucial Knowledge, is one of lsucthe bottom-up approach, three sub-families of criteria ighe
tools. constructed: (i)knowledge vulnerability familghat are de-
Most importantly, K-DSS is an implementation of a twosoted to measure the risk of knowledge lost and the cost
phases-based methodology conducted and practicallyatetid of its (re)creation; (ii)knowledge role familjthat are used
in the PSA Peugeot Citem automobile company in Franceto measure the contribution of the knowledge in the project
More specifically, we have focalized on the FAP (for Particleobjectives. Each criterion of this family corresponds to an
based Filter) development projects: FAPx, FAPy, FAPz amabjective; and (iii) use duration familythat is devoted to
FAPw (z, y, z and w denote the successive generation aheasure the use duration of the knowledge basing on the
FAP system). FAP is a depollution sub-system integrated éGompany average and long term objectives.
the exhaust system. The objective of PSA Peugeot &itroTo evaluate each knowledde; in respect to the each objective
company is to transfer the knowledge developed in FAPx far;, we have developed the computing model illustrated in
use: Figure 1. As it is shown in this Figure, the computing model is
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Fig. 1. Contribution degree computing model

an oriented four levels graph. The first level correspondkéo on the basis of the decision rules that have been collegtivel
piece of knowledgdy; to be evaluated. The second level correidentified by the decision makers in the first phase. The
sponds to processés - - - P,,; ni is the number of processes.generated “potential crucial knowledge” are analyzed aed t
The third level corresponds to projedk - - - R,,,; ne is the evaluated against the criteria identified in the first phagen,
number of projects. The last level corresponds to the dlbgectthey are assigned to one of two decision clagsésor CI2.

Oj;. The valuationV( g, _p,)1, -, Vix,—p,)r., Of the vertex Finally, we remark that the methodology was developed and
(K;, Py) is provided byr, decision makers. The valuationvalidated within real-world data in the PSA Peugeot Gitro
ViPe—r1, s ViPe—Rr, @A V(g 01, V(r.—0,)r, COMpany butitis generic enough that may be easily conduced
correspond to vertexe€Py, R.) and (R.,O;), respectively. within other similar companies.

Note that the dimension of valuation vectors is not static

and vary along with the number of decision makers (denoted [Il. ARCHITECTURE OFK-DSS

above asr,, r3 andr, for the first, second and third level, As for most of DSS, K-DSS contains four main com-
respectively) which are able to evaluate the considerexer ponents: (i) graphical interface (i) model basewhich is
The evaluations of knowledge in respect to families (i) anghe repository of all the algorithms need to implement the
(iii) are provided by the decision maker(s). proposed methodology; (iiflatabasewhich is the repository
Once all knowledge are evaluated in respect to all critéhi@, of data and eventually the parameters needed for exectigng t
next step is an iterative procedure permitting to conjgiimtfer  algorithms; and (iv)knowledge basevhich is the repository
the decision rules. Two decision classes have been defingflall the pieces of knowledge represented in terms of facts
CI11: "non crucial knowledge” and’(2: “crucial knowledge”. and rules.

This procedure is composed of four substeps. Basing on the

set of “knowledge of reference” and the decision classes, tA. Graphical interface

first substep consists to determine with each decision make

. . FI'he graphical interface defines how the different resources
the assignment of these “knowledge of reference” into t

er Interface) environment, i.e., an hierarchy of menu$ an

Lub-menus offering to the user transparency, simplicitgt an
to modify the assignment examples or the evaluation with tlg nV|V|aI|ty in the egpr0|tat|on of the S)E)stem Y. plicitg

concerned decision maker. This substep is an iterative one
and is devoted to resolve inconsistency problems. Finaigy,

identify, with the help of the decision makers, a subset of
collectively accepted decision rules. B. Model base

In the second phase, the analyst uses the preference modefhe model base of K-DSS regroups all the algorithms
of the different stakeholders defined in the first phase fgquired to implement the methodology. More specificatly, i
assign new knowledge, called “potential crucial knowlédgecontains: (i) the algorithms for computing the contribatio

to the classe€’!1 or Ci2. More SpeCifica”y, a multi-criteria degrees of the know|edge into the Objectives’ and (”) the
classification of “potential crucial knowledge” is perfoeth ajgorithms used to infer decision rules.
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Fig. 2. UML-based conceptual schema of the database

1) Algorithms for computing contribution degree§he tion. Generally, the induction algorithms permit to produc

system contains the three following algorithms: either (i) a minimal covering set of decision rules, i.e.ubset
of non-redundant and complete decision rules as for example
o Mazyep Minee, Mingep v(e) the DOMLEM (see [9]) algorithm; or (ii) a set_containing
o Mazyep Minee, Mediangep v%(e) all the.deC|S|on rules as for example Fhe algorl_thm_s LEM2
e Mazyep Minee, Mazacp vi(e) (Learning from Examples Module, version 2; which is a part

of the data mining system LERS—Learning from Examples
based on Rough Sets—; see [12], [13]) or Explore (see [25]).
Here, we have used the DOMLEM and Explore algorithms.
These two algorithms use the rough set theory [20].

whereP is the set of paths fronk’; to O;; p is a path from
the set of paths?; D = {d;,---,d,} is the set of decision
makers; and?(e) is the evaluation of the vertexfrom pathp
designing the contribution degree of a knowledge to a pgjces
a process to a project or a project to an objective, accordlag Database
to decision maket.
In our study, the responsibles of FAP project have priviege The UML-based conceptual schema of the database is
the first algorithm. Due to the innovative nature of the FABhown in Figure 2. The central class in the model is the class
development project, the decision makers show a risk-avef&nowledge”. It is described with an unique number (K-Num),
behavior by taking on each vertex the highest value in ordername (K-Name), a description (K-Description), eight at-
to maximize the contribution. However, the decision maketsbutes (Complexity-Level, Substitutability-Level, Néation-
show a less risk-averse attitude for well established pteje Level, Transferability-level, Rarety-Level, AcquisitieCost,
In this case, the decision makers prefer to take on eachxverBroduction-Time, Accessibility-Level) corresponding tioe
the lowest value. They can also adopt a neutral behavior bight criteriag,,--- ,gs composingknowledge vulnerability
taking on each vertex the median value. Incorporating thefsanily, use duration (Use-Duration) corresponding to the only
three algorithms into the system enhances the flexibiliti(-of criterion, ¢15, of use duration family (Knowledge-Type) (i.e.
DSS by offering to decision makers the possibility to selectknowledge of reference” or “potential crucial knowledgye”
with the help of the analyst, the most appropriate algorithilote finally that a piece of knowledge may be composed
Note that other algorithms may be added to the system. of several elementary knowledge. This is enhanced with the

2) Algorithms for the inference of decision rule§he aggregation relation defined on the class “Knowledge”.
model base contains two algorithms for decision rules indu€he classes “Explicit-Knowledge” and “Tacit-Knowledge”
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are specializations of the class “Knowledge”. The “Explici reference issued from the decision table. A fact in JESS is
Knowledge” class permits to identify for each explicit kdew defined through the functiodefacts Figure 4 gives a JESS
edge the set of supports (documents, database, knowledgénition of a fact relative to the application.
base system) on which this knowledge is inscribed. If the
knowledge is tacit, it is characterized with the person who
gathers it. This information is deduced from the relatiopsh
“Gathers-By” between “Tacit-Knowledge” and “Actor”. The(defrule rulel
class “Actor” contains the mformaﬂon relatlve'to the diént (Knowledge (K-Num?K)
actors (Name,_ Teleph_on_e, Emall, Role, Serwce-Length)a_ Th (K-Description?KD)
class “Actor” is specialized into three classes: “Supplier  (K-Name ?KN)
“Collaborator” and “PSA Actor”. (K-Description ?KD)
The three classes “Process”, “Project” and “Objective npier (Complexity-Level?CL)
to handle the information relative to the names and descrip- (Substitutability-Level?SL)
tions of processes, projects and objectives, respectilélg (Validation-Level 7VL)
association class “Evaluate-K-P” between “Actor”, “Pregk (Transferability-level?TL)
and “Knowledge” stores the contribution degree of a knowl- (Accessibility-Level?AL)
edge into a process (Contribution-Degree-K-P) attribinea (Rarety-Level?’RL)
given actor. (ACC{UiSitiOﬂ-COSt?AC)
As it is illustrated in Figure 2, an actor evaluate zero, one (Acquisition-Time?PT)
or many knowledge regarding one or many processes. The (Use-Duration?UD)
association classes “Evaluate-P-R” between the classes “P == (printout outfile “crucial knowledge”)
cess”, “Project” and "Actor”; and “Evaluate-R-O” betwedret )
classes “Objective”, “Project” and “Actor” store the cantr
bution degrees “Contribution-Degree-P-R” and “Contribot
Degree-R-Q", given by an actor to mesure the contribution of
a process into a project; and of a project into an objective,
respectively.
As shown in Figure 2, an actor evaluates one or many
processes according to one or many projects. Similarly, it
evaluates one or several projects according to one or $evédefacts knowledge
objectives. For a given project and a given process, it xis(Knowledge (K-Numk;)
zero, one or several evaluations provided by zero, one or (K-Nameknowledge relative to additive dosgge
several actors. This is also true for a given project and ergiv. ~ (K-Description )
objective. (Complexity-Levelcomplex
The association class “Decision” contains the decisiomemgiv ~ (Substitutability-Levelsubstitutabl
by an actor concerning a given knowledge. According to the (Validation-Levelexperimentgl
model of Figure 2, an actor assigns one or several knowledge(Tr"’mee.r"’?b'I't3/'|6\/6|h"’mIy transferablg
to the classe<”l1 or Ci2. A given knowledge can not be (Accessibility-Leveleasy
. . . - (Rarety-Levelrare)
assigned to different categories for the same decision make (Acquisition-Costiow)
Due the fact that the same knowledge may be evaluated b

Y (Acquisition-Time high
different actors, the creation of class “Decision” is neeeg. EUsg—Durationhigh) an

Fig. 3.  An example of a rule definition

D. Knowledge base

To construct the knowledge base, we have used the ex-
pert systems generator JESS (Java Expert Systemlphefiid- 4 Anexample of a fact definition
Since we are interested only with crucial knowledge, the
rules base contains only the rules permitting to assign with
certainty “potential crucial knowledge” to the clasg§'2:
crucial knowledge”. This because in our application onlp tw
classes have been defined and the rules relative to the class V. FUNCTIONAL ARCHITECTURE OFK-DSS
“crucial knowledge” will be redundant. However, if several
classes have been defined, we should maintain all the rule.?.
A rule in JESS is defined through the functidefrule. An
example relative to our application is given in Figure 3. Th
fact base contains the initial facts relative to knowledde

Figure 5 describes the functional architecture of K-DSS.
0 phases may be distinguished in this figure. The first phase
is relative to the construction of the preference model. The
reference model is represented in terms of decision ruiles.
econd phase concerns the classification of potential afruci
1JESS is a free package, which is available oknNOwledge by using the rules collectively identified (by all
http://herzberg.ca.sandia.gov/jess/ the decision makers) in the first phase.
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A. Phase 1. Construction of the preference model to vulnerability and those relative to contribution degeesl
use duration criteria, as many columns as decision makers.

The first step consists in identifying, from the ones prdonce the decision table is generated, it will be used as he in
posed, an algorithm for computing the contribution degree®f the induction algorithm selected by the decision makers
The selection is collectively established by all the decisi (POMLEM or Explore). This algorithm permits to generate
makers with the help of the analyst. Whatever the selectdt¢ list of the initial rules for each decision maker It is
algorithm, it uses the matrices Knowledge-Process (K-Pyportant to mention again that only rules relative to cla$s
Process-pRoject (P-R) and pRoject-Objective (R-O) etarhc are stored. Then, each decision maker should select a subset
from the database—more specifically from the three associeem these initial rules. The next step in this phase cossest
tion classes “Evaluate-K-P”, “Evaluate-P-R ” and “Evaksat collectively select, from the set of decision rules induadly
R-O "—to Compute the contribution degree of each p|edgent|f|ed by the different decision makers, a subset ofsieci
of knowledge into each objective. To avoid data redundand&les that will be used latter by JESS for the classification
these matrices are not explicitly stored in the database Hf{ase. Note that the rules generated by DOMLEM or Explore
generated during processing_ On|y their intentional deding & in text format; they are aUtomatica”y traduced into a
are permanently stored in the system. format compatible with the one of JESS and then stored in
Once these matrices are generated, the contribution dearee the rule base.
first stored (temporally) in a decision table and then intieei

in the database. The structure of the decision table is showfowledge Criteria Decision
; ; : . . .. of reference g1 - I
in Figure 6. As for matrices, only the intentional definitioh %, f(K1,91) - f(Ki,9m) | ClIC2

the decision table is maintained in the system.
The decision table contains also the evaluation of the “know— [Knrg) o F(Hngm) | CUCZ
edge of reference” concerning the vulnerability and use RITER
ration criteria extracted from the database (from the class
“Knowledge” precisely). These evaluations are colledyive
defined and introduced by the analyst in the database. The
analyst should introduce in the decision table, and for eaBn Phase 2. Evaluation of potential crucial knowledge
decision makek, the decisions concerning the assignment of The second phase consists in classifying the new knowledge
“knowledge of reference” into the class€81 and Ci2. called “potential crucial knowledge”. As the previous otigs

The decision table contains, in addition to the columngikgla phase starts by identifying the algorithm to use to compute

Decision table for one decision maker

System interface

A T
Model base Database
A
Matrix K-P K
S ) nowledge base
- MaxMinMin algorithm r—— o3 | Matrix P-R &
- MaxMinMediane algorithm | . | Matrix R-O
~ MaxMinMax algorithm | Selection of an algorithm |
= |
L e e e — = )
1 »  Decision table i ’ Fact base ‘ Rule base
Induction algorithms: < h
- DOMLEM
- LEM2 > Performance table ||
- Decision rules retained by decision maker 1
h 4 - _l_ R :
— . C " Seiectionar
Initial list of decision | odecion ol Decision rules retained by decision maker k v v
rules for decision s d“’_”_”” rulesby |,
makerk L dectsion maker k| R
o —1 JESS (inference engine)
Decision rulcs retained by decision maker
N A
Yy :
» 1| .
¥, Collaborative selection of
——  Phasc | and Phase 2
| decision rules ! ase | and Phase
[ Lo » Phase |
A 4 T e »  Phase 2
Collectivelly retaind | s [~ ~~" Usersystem task
decision rules ————
(in text form) System task

Fig. 5. Functional architecture of K-DSS
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the contribution degree of each piece of knowledge into eachOnce all the data are introduced, the user may use the
objective. This algorithm uses as input the informatioatieé interface shown in Figure 9 to compute the contribution
to the performances of potential crucial knowledge presiypu degrees of each knowledge to each objective. First, s/hddho
introduced in the matrices K-P, P-R and R-O. The results agelect the computing algorithm. As mentioned earlier, éhre
stored in a performance table. The structure of the perfooma algorithms are provided by the system: fijax,cp Mineep
table is shown in Figure 7. The information contained id/ingep vi(e), (i) Mazpep Minee, Mediangep v?(e);

the performance table are then transformed into facts. Taed (i) Mar,cp Mine.c, Mazqep v?(e). Figure 10 pro-
inference engine incorporated in JESS verifies first if existides the general schema of tiéaxMin algorithm, which

at least one rule (in the rule base) that verifies the differeis the common part to the three computing algorithms. Minor
facts and if this holds, the knowledge is classified as chucianodifications are required to implement the three algorithm
otherwise the piece of knowledge is considered non crucial.

An update of rule and fact bases any time a fact is verified

at least one rule is performed. tall byaluation X

Select algorithm

. . — | Max-Min-Ma: -
Potential crucial Criteria
know|edge g1 e Im Select Knowledge-ID Description
K f(Kl ’ 91) e f(Kl ’ gm) | K17 j | Gooddness of the choice of the filker support
K, f(Kn,91) f(En, gm) T
. Objective Coptribution degree Mumerical Yalue e
Fig. 7. Performance table G |rid i

Cbjective 2 Low

Chjective 3 Wery high
Objeckive 4 Wery high
Cbjective 5§ Average
| Chjective & Wery high

Add obiective : Run Algorithm

o feo|en|en|re

Remove objective
Close

V. IMPLEMENTATION

In section we provide a brief description a prototype im-
plementing K-DSS. K-DSS was implemented with Visudfig- 9. Contribution degree computing interface
Basic. The user can use the different capabilities of GUI
interfacing system to, among others, introduce required,da
infer decision rules, classify knowledge infd1 or Ci2.
Figures 8, 9 and 12 presents three printed screens from

DSS. The screen in Figure 8 permits to generate Matrix inference.exein JAVA to import JESS DLLs (see Figure 11).

P containing the evaluation of each knowledge in respect ODSS and JAVA dialogue is completely transparent to users.

each process. A it is shown in this screen, the user Sele,&gsshown, in Figure 11, K-DSS automatically generates an
the piece Of. knowledge to evgluate and.then Introd.uces ﬁlﬂ%ut text file {nput.tx) which in used byinference.exeThe
evaluation directly or by selecting the desired evaluatrom results generated by JAVA are then stored, ibference.exe
the provided drop-down list. The user may also add/removqrf’;lan output text file qutpout.tx}. This last one is then used

process from the I|st_|n|t|ally ShOVY”- S'”.“'"’“. mterfacer_eg by K-DSS to provide results (in terms of decision rules) to
used for process-project and project-objectives evalnati the user

They permit to generate Matrix P-R and Matrix R-O, respeqy,.  yecision rules are first generated by DOMLEM or

tively. Explore. These rules are initially expressed in the folluyvi
mathematical form:

To infer decision rules, we have used JESS. To incorporate
=SS in our system, we have developed an executable file

K-P Evaluation

Knowledge-ID  Description

If f(x;QB) 2 2/\f(‘r396) 2 2/\f(x1912) Z 4/\f(x7915) 2 2
Thanz € CI2

| K17 ﬂ | Gooddness of the choice of the filker support

Actor-10 Marne

The rules are automatically traduced, by K-DSS, to apply to

| ECET the syntax of JESS. For example, the rule cited above will be

List of processes traduced as f0||OWS:
Process-10 Performance Mumerical value | & | Select performanice
D apa ! YEak i IF K;.Substituable-Level is “at least weak” and
Process 3 Average 3 St ioress Ki.Rarety'LeVel iS “at |eaSt ral’e" and
Process 4 Yery high 5 e . I . ”
T 5 e oo Ki.Competltlylty is at least high” and
POes 6 = o K;.use-duration is at least “average”
Pi 7 . .
THEN K; is at least in CI2
Fig. 8. Knowledge-Process evaluation interface This rule means that knowledgé&’; is considered to be

crucial (i.e. K; belongs to the clas€'l2), if it is difficult to
replace it, it is scares, has an important impact on commilerci
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position of the company and with a convenient use duratioMHDIS) or other methods proposed in artificial intelligence

Algorithm Contribution-Degree

BEGIN

ni: nunber of the nunber of processes
no: nunber of the nunber of projects

'Step 1: computing contribution degree Knowledge-Project
For i=1to no
max<— 0 ; mn<0 ; Proc— 0
For j=1 to ny
If TabK-P[j] < MatP-R [i][j] Then
mn < TabK-P[]]
el se
mn«— MatP-R[i][j]
EndlI f
If min > max Then
MmaX < mn; proc« j
Endl f
EndFor
'The retained path is the one passing through proc
Res[i] « max
EndFor

'Step 2: Computing contribution degree Knowledge-Objective
max<— 0 ; mn—20
For i=1to no

If TabR-di] < Res[i] Then

mn— TabR-Ji]
El se
mn «— Res [i]

Endl f
If mn>nmax Then max «— mn Endlf
EndFor
Contri buti on-degree-K-O «nmax
END

Fig. 10. Contribution degree computing algorithm

where incoherences are eliminated before analysis. In fact
DRSA, which is based on rough set theory, is able to detect
incoherence in the decision table, which are latter takém in
account in the final decisions and not eliminated in earlpste
as the case with the above-cited techniques.

K-DSS

autput.txt input.txt

inference.exe

JESS

DJ

Fig. 11. K-DSS and JESS dialogue system

VI. CONCLUSION AND FUTURE WORKS

We have introduced K-DSS, a Decision Support System for
identifying and evaluating crucial Knowledge. K-DSS is an
implementation of a two phases-based methodology condlucte
and validated in the PSA Peugeot Cé&mautomobile company
in France. Here, attention is especially devoted to present
the conceptual and functional architectures of K-DSS. The
implementation of K-DSS is also addressed.

In addition to reenforcing the capabilities of K-DSS, seer
points related to the methodology itself need to be invastid.
Here, we mention two points. The first one concerns the
need that the contribution degrees computing model take int
account the natural (temporal) evolution of different poig
concerned by the capitalization operation. For examplgndu

Once all the decision rules are generated, the user may ose experiences at PSA Peugeot Géncautomobile company,
the interface shown in Figure 12 to visualize the evaluatimome knowledge relative to the use of a chemical substance
of each knowledge in respect to each criteria. Then, s/lethe FAPz system were qualified as very important by the

should assign these knowledge into classés or C12. Natu-

actors. Eight months later, this substance is no latter used

rally, humain may provide some incoherent information whethe project. One possible solution to tackle this problem is
classifying these knowledge. To illustre this fact, coesidto use robustness analysis [21]. More precisely, this tyfpe o
knowledge K7 and K8 in the list shown in Figure 12 and uncertainty may be modelled in terms of scenarios correspon
suppose thak'7 and K8 have the same evaluation in respedhg to the possible combinations of different values atiiol

to all criteria. In this case, they should normally be assiyn by each actor to the contribution of each knowledge to each
to the same class and not to different classe—as it is shoaljective.

in Figure 12.

The second point is related to the first one and concerns the

It is possible that the evaluation of a knowledge in respegeed to take into account imprecision and uncertainty at the
to a given criterion is unavailable. This lack of informatio database level. Fuzzy set seems to be a natural way to cope
is designed by “?” symbol in the screen of Figure 12. Thiwith this problem. This was partially shown in [2] where we
fact was one of many reasons for adopting DRSA instehdve defined the class Knowledge as fuzzy concept. We have
of several other classification techniques as those basedtloen associated to this class two extent properties [1], [5]
outranking relation (e.g. Electre Tri), additive utilityriction  Py,ouieage = {p1,p2} Wherep; andp, are based otevel-of-

(e.g. UTDAS) or hierarchical process discrimination (e.dacitanddegree-of-maturitattributes, respectively—these two
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Decision Table

3

Select Actor-1D Mame

| me | | michel Giard

K-10 ql3: Impact on system Fiability |gl4: Impact on maintenance |giS: Use duration |d | Select decision class

Ki High High frverage i ol2: Crucial knowled |

K2 ? ? Average Iz

K3 Wery high ‘ery high High 2

K4 Wery high ‘ery high Average Iz

K5 Wery high Very high Average Iz

K Wery high ‘ery high Average 2

K7 Wery high ‘ery high Average Iz

ke Wery high Very high Average i

K6 Average High Average Ll

K7 Wery high Wery high Average Clz Cancel

ke Wery high Very high Average

&) Wery high ‘ery high High 2 y
validate

<

Fig. 12. Decision table interface

attributes are not defined in the original model. By assowmat [11]
appropriate weighes, andws to the extent proprieties, and
p2, the degree of membershipf a piece of knowledgés; to 12]
fuzzy class Knowledge may be computed as follows [1], [51:

2iy Py (Vi) - wi [13]

D i Wi 7

where the numbeyp; is the value of the attribute aok’; on
which the extent property; is defined ancbpli{(.) represents [15]
the extent to which entityi; verifies propertyp; of fuzzy 16]

classK. The idea may easily be generalized to other classes
of the model.

pr (K;)
[14]

(17]
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