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SIMPLE EXPERT SYSTEMS  

TO 

IMPROVE AN ULTRASONIC SENSOR-SYSTEM 

FOR A 

TELE-OPERATED MOBILE-ROBOT. 

 

ABSTRACT 

 

Time taken to complete a tele-operated task with a mobile-robot partly depends on how a human 

operator interacts with the mobile-robot.  Current tele-operated systems tend to rely heavily on visual 

feedback and experienced operators and this paper investigates how to make their tasks easier using 

an expert system to interpret joystick and sensor data.  Simple expert systems improve that 

interaction for a tele-operated mobile-robot using ultrasonic sensors.  Systems identify potentially 

hazardous situations and recommend safe courses of action.  Results are presented from a series of 

timed tasks completed by tele-operators using a joystick to control a mobile-robot via an umbilical 

cable and watching the robot while operating it or sitting at a computer and viewing the area ahead of 

the robot.  Tele-operators completed tests both with and without sensors and using the recently 

published systems to compare results.  The new systems described here consistently performed 

tasks more quickly than some recently published systems.  The paper also suggests that the amount 

of sensor support should be varied depending on circumstances. 

 

 

Keywords: tele-operation, mobile-robot, expert system, sensor, ultra-sonic. 
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SIMPLE EXPERT SYSTEMS TO IMPROVE AN ULTRASONIC SENSOR-SYSTEM 

FOR A TELE-OPERATED MOBILE-ROBOT. 

 

1. Introduction 

This paper describes simple expert systems1 for a tele-operated mobile-robot2 using ultrasonic 

sensors3 to identify potentially hazardous situations and to recommend safe courses of action.  

Current tele-operated systems4 tend to rely heavily on visual feedback and experienced operators 

and this paper investigates how to make their tasks easier by using an expert system to interpret 

joystick and sensor data. 

 

The way in which a human operator interacts with a mobile-robot can affect efficiency2,5, and time-

critical operations in emergencies require especially efficient human-machine interaction.  This paper 

investigates improvements to that interaction using new algorithms for mixing data from ultrasonic 

sensor systems with joysticks controlling tele-operated mobile-robots. 

 

Potential applications for mobile-robots range from maintenance6, cleaning7, service8,9, nuclear10-12, 

search and rescue13-15, security16, rescue13,15,17,18, automated mapping and surveillance19, space 

exploration20, inspection6,11,12,21-25, mine clearance26,27 and underground exploration28.  Many types of 

unmanned vehicles do these jobs, including boats29,30, aircraft30-32 and surface vehicles32-35. 

 

Although wheeled vehicles find it difficult to move freely over terrain such as swamps or wasteland 

and walking robots are improving5,11,12,36-38, wheeled mechanisms are still the main mechanisms for 

moving over ground2,15,17,39-42.  

 

Tele-operated robotic systems put an operator at a distance to increase operator safety2,14,17,34,43 and 

a robot can be remotely operated from outside a hazardous environment.  Tele-operation has been 

well used for maintenance in nuclear industries and the real challenge in unstructured and difficult 

environments such as hazardous areas is primarily for mobile-robots9.  This research is timely 

because these sorts of systems can be used in radioactive environments and many nuclear power 

plants are coming to the end of their service10,44; nuclear facilities are aging and many will close within 

two decades. 

 

Systems have tended to be open loop.  Users have indicated a direction and the mobile-robot then 

moved in the required direction.  Common disturbances include differences in mobile-robot wheels or 

tractors or their different reaction to surfaces and surface or gradient5,45-47.  Users have been left to 
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react to disturbances and correct trajectories.  Intelligent systems required sensors and control 

algorithms that could process information from tele-operators and sensors and use this information to 

assist them. 

 

Tele-operated mobile-robots are generally guided using manual controls, often joysticks5,34,46,48 

although other input devices are available, such as switches40, or pointers49-51 or custom built, such 

as Virtual Reality interfaces52. 

 

Much research has aimed to improve tele-operation and robotics in hazardous or unpleasant 

environments2,9-12,26-29,53, or in places where conventional techniques required cost intensive 

supporting infrastructures54-56.  Conventional robots are limited when a task requires a level of 

perception and decision making which cannot be met in a cost effective or robust way.  For many 

applications, mobile-robots may not need autonomous control with models of the environment.  

Instead a human operator may help a mobile-robot to explore environments. 

 

Mobile-robots and advanced Automated Guided Vehicles (AGVs) need to navigate around 

obstructions or take different routes to avoid other AGVs57,58.  AGVs have used various sensors to 

achieve local avoidance: light and laser59, ultrasonic2-4,14,17,34 and infra-red60,61.  Positioning has used 

odometry, fibre optic gyro, tilt sensor and acoustic62,63.  GPS64 is a de facto positioning system but 

GPS does not operate indoors or in electromagnetically shielded areas.  Assisted GPS65 may be 

applicable indoors, but requires network assistance and special hardware.  Vision integration opens 

up a range of new possibilities8,66-72, but these systems require data processing and have been 

relatively expensive and complicated, although costs are reducing and computer power is 

increasing73.  Vision systems are more robust and affordable than ever and tele-operated mobile-

robots have relied on them for detection but then for guidance by a human being, sometimes using 

some force feedback43,74. 

 

A human operator was the most accurate source of data but that source could be impaired by 

distance, poor vision or restricted view (even with a more local camera).  Although the technology is 

limited by the shapes of surfaces and the density or consistency of material, ultrasonic ranging was 

selected to assist because it was simple and robust2,14,34.  Ultrasonics could detect clear objects, for 

example windows, and target colour and/or reflectivity did not affect the sensors, which operated 

reliably in high-glare environments.  A human user then guided the tele-operated mobile-robot4,17,34. 
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Some tele-operating systems are described by Shao75.  AGVs are described by Rocha76.  They are 

included here for reference and wider reading.  Current challenges being faced in tele-operation are 

described by Chen77. 

 

2.  Tele-operated mobile robot system 

A recently published ultra-sonic sensor system for a mobile-robot was described by Sanders2.  That 

used 40 KHz ultrasonic transmitter and receiver pairs mounted in front of a mobile-robot14.  The 

system transmitted a 1ms pulse of ultrasonic energy and the pulse was reflected from objects in its 

path.  Some reflected energy returned.  Distance from sensors to object was then calculated from 

time taken for the pulse to return.  With suitable processing the ultrasonic image was converted to a 

simple representation of the environment and objects in the mobile-robot path were detected. 

 

In new work described in this paper, the tele-operated mobile-robot base shown in Figure 1 was 

initially controlled through a joystick.  A controller interpreted joystick control signals and provided 

power for the motors.  The mobile-robot was electrically powered with a front wheel drive chassis and 

fibreglass body.  The base was a heavy steel plate chassis to provide stability and rigidity.  Two 

driven wheels were at the front and two trailing casters at the back.  A camera could be mounted 

between the driving wheels and ultrasonic sensor pairs could be mounted over each driving wheel 

and in the middle at the front. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 Bobcat II Base Unit. 
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Trailing casters supported the rear and driving wheels were powered by two 12V DC motors through 

a worm drive right angle reduction gearbox.  Correction was applied by means of differential motor 

drive5.  Altering the differential of rotational speed of the driving wheels affected steering.  The 

mobile-robot consisted of a power source, drive motors, an input device and a controller.  Power, 

communications, joystick, interfaces and potentiometric and input devices are described in [2]. 

 

The direct link between the mobile-robot and joystick was severed and a computer processed control 

information.  Three modes of operation were then possible: 

 

- Joystick data could be processed and sent to the controller without modification.  
- Sensors were activated and interrogated by the computer and the computer was programmed to 

modify the mobile-robot path. 
- Sensors were activated and interrogated by the computer and the computer was programmed to 

modify the mobile-robot path using new algorithms described in this paper. 
 

Hierarchical code structure is shown in fig 2 and was similar to levels described by Tewkesbury78-80.  

Algorithms apply the following rules: 

 

- User remained in overall control. 
- Systems only modify trajectories when necessary. 
- Movements were smooth and controlled. 
-  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

High level code.  (C) 

SPI controller 

(Assembly) 

ADC control 

(Assembly) 

Transmitter 

control 

(Assembly) 

 

Initialise. (C) 

UART 

interface 

(Assembly) 

Figure 2.  Hierarchical structure of the initial code 

showing the C Modules and Assembly Code 
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An imaginary potential field was generated around objects in response to sensor information81,82 to 

assist users if the mobile-robot was approaching an object and could collide. 

 

 

The sensors: Ultrasonic transmitters required a pulse of 3ms duration to reach maximum output 

power.  A long ultrasonic pulse contained more energy and detected objects at greater ranges.  If 

speed of sound in air is assumed to be 330m/s… physical length of a 3ms pulse of sound is 0.99m.  

Allowing for the pulse to leave the transmitter, bounce back from an object and return to the receiver, 

then minimum range for a 3ms pulse would be 0.5m.  Because closer ranges were required, shorter 

pulse lengths were needed.  Pulse lengths of 10us, 100us, 500us and 1ms were examined.  A range 

finder was created to automatically switch between pulse lengths as the range changed.  If no object 

was detected, the range finder hunted by systematically increasing pulse length to increase range. 

 

Work on adaptive range finding is ongoing but other simpler implementations were used in research 

described in this paper because multiple targets tended to appear and disappear as the mobile-robot 

moved around and it was difficult for the adaptive range finder to lock on to a target. 

 

3. Histogrammic mapping. 

 

Despite the advantages, ultrasonic sensors tended to be noisy and return misreads.  A method for 

filtering out misreads was selected to improve sensor reliability that was based on Histogramic In-

Motion Mapping.  Volumes in front of each sensor were divided into a simple grid of three volumes: 

near, middle and far (as shown in figure 3). 

 

They were stored as an array in micro-controller memory.  When a range was returned, it was 

classified as near, middle or far.  Different numbers of sensors were mounted so that their beams 

swept the area in front of the mobile-robot.  The arrangement for three sensors is shown in figure 4. 
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Near. 

Middle. 

Far. 

1m. 

2m. 

Sample beam 

pattern. 

0m. 1m. 1m. 

Left of axis. Right of axis. 

Figure 3.  A simple representation of the envelope of a 
ultrasonic single sensor. 

Distance in 

metres 

Beam 

Patterns 

Certainty grid. 

(3x3) 

Transducer pairs 

mounted on the front of 

the mobile-robot. 

Transducer axis. 

Figure 4.  Representation for a three-sensor array. 

Plan view of 

mobile-robot.  

Arrow shows 

direction of travel. 
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Array elements representing the area in which an object was detected were incremented by a higher 

number, for example, three.  Other array elements were decremented by a lower number, for 

example, one.  The arrays typically had a maximum value of 15 and a minimum value of zero.  Figure 

5 shows an example of the simple three-element histogrammic representation of the environment and 

the position of an object in the third element causing that element to ramp up.  An object occupying a 

grid element would cause that element to quickly ramp in value to the maximum.  Random misreads 

in the other elements incremented that element temporarily, but the value of the false reads were 

decrimented each time the system updated.  If the object moved to a different element, the new 

element quickly ramped up to its maximum value and the old element ramped down to the noise 

level.  A reliable range could be acquired within half a second.  Figure 6 shows the structure of the 

histogrammic object detection process. 
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down. 
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Figure 5.  A representation of the sensor histograms. 
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START 

Get range 

Data from 

sensor 

system. 

Calculate correct 

element position 

for object. 

Increment correct 

element by three 

(+3). 

Decrement all 

other elements by  

one (-1). 

END 

Continue 

? 

Yes 

No 

Check; maximum 

element value is 

15, 

Minimum is 0. 

 

Adjust if 

necessary. 

Figure 6. The structure of the histogrammic object detection process. 
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4. Algorithms to interpret the joystick. 

A standard Penny and Giles Potentiometric joystick was fitted that contained two potentiometers to 

provide two channels of joystick voltages.  Joystick position could be read by an analogue to digital 

converter (ADC) as a set of Cartesian co-ordinates.  Cartesian co-ordinates were not a convenient 

way to express joystick position; co-ordinates did not contain information on joystick signal direction 

or magnitude.  To interpret joystick data in a more convenient manner, Cartesian co-ordinates were 

converted to polar co-ordinates using trigonometrical functions and Pythagarus’ theorem.  Joystick 

data was now in the form: J∠θ.  Where Jwas magnitude (or how far the joystick had been 

pushed) and ∠θ was the angle of the joystick.    Standard mathematical functions were used from C 

libraries for arctan and square root functions for the Cartesian to polar conversion. 

 

Joystick output was integrated to provide a level of confidence in user intentions.  Magnitude could be 

integrated simply as it was a scalar quantity.  The angle of the joystick introduced a directional 

element which could not be integrated.  The joystick angular position was quantified so that intended 

direction could be estimated.  This allowed algorithms to measure the length of time that a joystick 

had been held in a consistent direction and helped the new systems to identify the wishes of the tele-

operator.  Joystick angles were defined as: 

 
 Spin left 1.54 – 2.36 radians 
 Spin right 5.50 – 6.28 radians 
 Turn left 0.89 – 1.54 radians 
 Turn right 0.00 – 0.69 radians 
 Forward 0.69 – 0.89 radians 
 Reverse 2.36 – 5.50 radians  

Stop  magnitude<16 
 

Sectors are shown on figure 7.  Joystick angle and magnitude were calculated using: 

 argument = JS0/JS1;                 //opposite over adjacent (ATAN) 

 angle = atan(argument);            // joystick direction in radians 

 

Magnitude was calculated using:  magnitude = sqrt((JS0*JS0)+(JS1*JS1));  where JS0 and JS1 

were the Cartesian co-ordinates with the origin centred on the joystick stop position.  Magnitude and 

angle were then used to calculate the  sector that the joystick was occupying.  The position and 

confidence of the joystick could be expressed as an array.  Each joystick sector contained two array 

values: 

 

• “Angle Confidence” (0 to 15) indicated certainty that a joystick was being held in a sector. 
 

•  “Magnitude” indicated joystick position with regards to demanded mobile-robot speed. 
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Figure 7. Map of joystick voltage and ADC values. 

 

An histogrammic representation was then used as a pseudo-integrator.  If the joystick was held in a 

position, the array element relating to that position was incremented to raise its overall value.  All 

other array elements could then be decrimented to reduce their effect.  The array element with the 

highest value was used as the latest and most confident joystick position.  The joystick occupying a 

joystick array element would cause that element to quickly ramp in value to maximum.  Random 

joystick action in the other elements incremented them temporarily, but values of false reads were 

decremented each time the system updated.  If the joystick moved to a different element, the new 

element quickly ramped up to maximum and the old element ramped down to the noise level or zero. 
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Joystick position was represented as a histogram where the highest histogram element represented 

the most likely direction for the user to be indicating as the desired direction.  An example histogram 

for the joystick is shown in figure 8. 

 

 

A module called JSArray tested joystick position and angle, and indicated which sector the joystick 

was occupying.  The appropriate element of the “angle confidence” (Aconf) was then increased by 

magnitude 40.  All Aconf elements were then decreased in magnitude by 30 to decay the un-occupied 

elements.  The occupied element was therefore subject to an increase of 10 magnitude and all other 

elements were subject to a decrease in magnitude of 30.  This allowed the histogram elements to 

decay rapidly and build in value more slowly.  A joystick array element was able to increase to its 

maximum value of 225 in a minimum time of 0.5 seconds (approximately) and decay to zero in 

approximately 170ms.  The ramping and delay weighting factors were determined experimentally by 

driving the mobile-robot with several different weighting factors in operation.  The delay induced in the 

response of the mobile-robot by the weighting factors could be set to an individual user or task. 

Magnitude. 

255. 

0. 

Joystick 

sector. 

Spin left. Turn left. Straight on. Turn right. Spin right. 

Figure 8.  A representation of the joystick using histograms. 
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5. An initial prototype expert system 

Expert knowledge83 was acquired from human “experts”; in this case a human mobile-robot driver and 

an engineer.  Knowledge84,85 required to drive a powered mobile-robot to most people was intuitive.  

A little time was usually needed to familiarise oneself with the response of the system to the joystick.  

Some people were more naturally dextrous and could learn to drive in less time than others.  When 

familiarisation was completed and system response is known, a user could drive effectively.  Rules 

were intended as generative rules of behaviour; given some set of inputs then rules determined what 

the output should be. 

 

It was important that the system operated in real time86,87 in order to assist a tele-operator.  There 

were two real time inputs to the system; the input device (joystick) and sensors.  A user indicated a 

speed and direction and the sensor system gathered information about the environment.  A module 

called Sensor Expert analysed sensor information and made a recommendation for a path to prevent 

collisions.  Data often conflicted.  Another expert, called the Fuzzy Mixer considered both inputs and 

was responsible for final motor controller outputs.  Joystick Monitor was responsible for interpreting 

the wishes of the user.  Variables such as joystick position and consistency were examined by 

Joystick Monitor to assess the desired mobile-robot trajectory.  The first prototype consisted of: 

 

(a) Fuzzy Mixer. 
(b) Joystick Monitor. 
(c) Sensor Expert. 
(d) Doorway. 
 

(a) Fuzzy Mixer apportioned control effort between joystick and sensor systems.  It matched 

joystick and sensor system recommendations, examined conflicts and kept controller voltage within 

parameters.  It received information (or advice) from Sensor Expert, Joystick Monitor and Doorway.  

Proximity Stop was a failsafe anti-collision function that stopped the mobile-robot from crashing.  For 

safety, Fuzzy Mixer could override any input with “Proximity Stop”.  Fuzzy Mixer took joystick 

confidence values and sensor information and mixed them.  Low joystick confidence meant the 

system needed to avoid obstacles8,82,88,89 and drive safely in the direction set by the joystick.  High 

confidence in the joystick meant it accurately reflected user wishes and the sensor system had less 

influence.  For example, if the joystick was directed to make the mobile-robot hit a wall, then the 

joystick effect was initially reduced but if the joystick was held in the same position, then joystick 

confidence increased and the mobile-robot eventually moved to the wall.  At a pre set distance, 

Proximity Stop activated and the mobile-robot stopped close to the wall. 
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(b) Joystick Monitor checked for changes in joystick position and consistency.  A steady joystick 

position indicated a desire to go there.  A joystick moving randomly indicated an unsure or out of 

control driver and the system relied more on sensors to steer. 

 

(c) Sensor Expert applied knowledge of sensor combinations.  Sensor Expert created a sensor 

grid and made recommendations on courses of action to take the mobile-robot away from an object 

or to prevent the mobile-robot from hitting it.  Sensor Expert did not consider the wishes of the user. 

 

(d) Doorway extracted information from data supplied by Sensor Expert.  It was an object 

avoidance program that avoided objects through a “distance function” algorithm.  Doorway was over-

ridden or allowed to affect the trajectory by Fuzzy Mixer.  Distance to an object measured by the 

sensors determined how the mobile-robot should react. 

 

Joystick information was combined with sensor information so that: 

 

Output(left) = Input(left) - F(right) 

Output(right) = Input(right) - F(left) 

 

where output was the resultant mobile-robot controller voltage, Input was the joystick voltage, and F 

was the distance function value generated by the sensor system.  They were vector quantities, having 

two values, one for each wheel (left and right).  This was presented to the mobile-robot controller 

driving the wheels. 

 

“Doorway” was effective at turning the mobile-robot away from the nearest object, slowing the mobile-

robot down smoothly as it became closer to objects and centralising the mobile-robot between two 

objects (such as door frames). 

 

5.1. Algorithms to mix data from the joystick and sensors. 

Fuzzy Mixer controlled the relationship between the joystick and sensor system and apportioned 

control to the joystick or sensor system depending on environmental conditions or the wishes of the 

tele-operator.  Instantaneous relationships could be: 

- all joystick, no sensors, 

- all sensors,  no joystick 

- or somewhere in between.   

 

Fuzzy Mixer constantly assessed inputs.  Algorithms apportioned control between inputs: 
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TargetLeft = (((JS0*Aconf[Joysticksector])+((TargetLeft-125)*(255-

Aconf[Joysticksector])))/255)+125; 

TargetRight = (((JS1*Aconf[Joysticksector])+((TargetRight-125)*(255-

Aconf[Joysticksector])))/255)+125; 

 
Where;  TargetLeft/Right  = Desired controller voltages. 
   JS0/1   = Actual joystick values. 
   Aconf[]  = Joystick confidence value. 
 

Algorithms used distance functions to create target values for left and right controller voltages.  

Distance functions were: 

 

TargetLeft = 2.5*result[1] + 110; 

TargetRight = 2.5*result[0] + 110; 

Where: result[]  = instantaneous range from the sensors. 

 

The result[] was scaled (*2.5) and a constant (110) added.  This converted the sensor data to a form 

compatible with the Target (ADC) data.  To recognise the position of the joystick in order to make an 

assessment of the wishes of the user, the joystick map was divided into sectors: Forward, Turn right, 

Turn left, Spin right, Spin left, Stop and Back as shown in figure 7. 

 

Factors to increase joystick confidence (Aconf[]): Joystick agrees with sensor system, 
 Joystick held in a steady position (consistent) 
 Joystick position increased against sensor action. 
 
Factors to decrease joystick confidence: Joystick – sensor conflict, 
 Joystick not held steady. 
 

Sensor Expert applied a set of algorithms to information generated from sensors.  There were seven 

possible actions: 

 
“Nothing” meaning carry on under user control, 
“Stop”  collision is imminent, stop immediately, 
“Slow”  approaching a dangerous situation, slow down, 
“Turn left” a gentle turn left away from an object, 
“Spin left” sharp left turn away, 
“Turn right” a gentle turn right away from an object, 
“Spin right” sharp right turn away. 

 

Sensor information was used to create a Sensor Byte; constructed by considering a list of all possible 

combinations of sensor array configurations.  A Sensor Expert Rule Set90-92 was then extracted from 
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the mapping.  A two to eight bit Sensor Byte was created from the sensor arrays.  Each sensor array 

had two bits to represent the position (or not) of an object within the array.  Each pair of bits was 

expressed as zero to three (2 bit binary):  0 no detection for this array, 

1 detection in “far” array element, 
2 detection in “middle” element, 
3 detection in “near” element. 

 

These numerical operators were used to search Sensor Byte for object configurations so that Sensor 

Expert could recommend action.  Sensor Expert algorithms were based on recognition of patterns in 

Sensor Byte and are shown in the flow diagram figure 9.  The two bit numerical operators were 

examined in isolation from each other and simple algorithms were developed.  The algorithms 

detected numerical patterns in the Sensor byte that indicated a course of action to be recommended.  

The recommendations and algorithms are listed in Table 1. 

 

5.2 Testing the initial prototype systems. 

The initial prototype system was downloaded to the hardware mounted on the mobile-robot.  Systems 

were tested by driving the mobile-robot in an unstructured but uncluttered environment.  Because the 

early prototype code was inefficient, the response of the mobile-robot system was comparatively slow 

and inflexible.  Figure 10 shows the mobile-robot during a doorway passage test; the mobile-robot 

had stopped due to a “local minima”.   

 

 

Test Action Remarks 

Sensor byte = 0 Nothing Sensors have not detected anything. 

“Centre” = 3 Stop Object close and in the centre of wheelchair path. 

“Right” = 3 AND 

“Left” ≠ 3 

Spin Left Object close and near the wheelchair’s right hand 

front corner. 

“Left = 3 AND 

“Right ≠ 3 

Spin Right Object close and near the wheelchair’s left hand 

front corner. 

Sensor byte = 1 OR 2 

OR 6 OR 18 OR 22 

Turn Left Object near the wheelchair’s right hand side in the 

wheelchair’s path. 

Sensor byte = 16 OR 

32 OR 33 OR 36 OR 

37 

Turn Right Object near the wheelchair’s left hand side in the 

wheelchair’s path. 

ELSE Slow Wheelchair’s path blocked but will not collide yet. 

Table 1. The sensor expert algorithm. 
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Figure 9.  The sensor expert algorithm flow diagram. 
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Figure 10.  The mobile-robot attempting an unassisted doorway passage. 

Distance functions prevented the mobile-robot from passing through the doorway as the sides 

reached the minimum allowable distance from an object.  Distance function algorithms were adjusted 

to reduce their effect and allow the mobile-robot to move close to (and to touch) an object.  This 

allowed the mobile-robot to move through the doorway.  However, system response was reduced 

which did not allow the mobile-robot to turn away from obstructions.  Figure 11 shows the mobile-

robot and its path as it attempted to move away from a wall.  White tape indicates the mobile-robot 

path; system response was not sufficient to turn the mobile-robot in time and a collision occurred. 

 
 

 

 

 

 

 

 

 

 

 

 

 

The prototype expert system structure made response difficult to predict.  Many variables acted upon 

the output and some variables were in opposition.  Parts of the system were redundant and were 

removed to create a new and more efficient system.  A more structured approach was taken with a 

new system; system response was speeded up and control algorithms were simplified. 

Figure 11.  Video clip of the mobile-robot during an unsuccessful 

collision avoidance manouvre. 
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6. A new mobile-robot expert system.   

A new system was created that used the same methods as the prototype but was created to simplify 

some processes and speed up operation to make the systems more efficient.  A simplified 

Blackboard framework was used as the program structure which was similar to the structure of 

Hearsay II Blackboard78.  The program was easier to control in this structure as the main modules 

communicated with a blackboard (MainCode) and passed important data to the blackboard.  Code 

was written in C (C) or Assembly Code (Assembly) modules: 

 

MainCode (C) controlled program flow and scheduled major events. 
 

GetRange (C) was called when the system required range data from the sensors. 
  
BuildArray (C) created an array of sensor data gathered by GetRange.  The array was an 
expression of the range data as histograms. 
 

Transmit (Assembly) fired a single ultrasonic transmitter.  The transmitter channel was defined as a 
variable passed with the call statement.  The length of the transmitter pulse was regulated by an 
interrupt set by a timer.  The timer was activated at the beginning of the pulse and when it timed out, 
an interrupt was generated.  The interrupt handling routine turned the transmitter off. 
 

Joystick (Assembly) read the status of the joystick outputs and the inputs to the mobile-robot 
controller.  The module used an ADC to read the controller and joystick channels. 
 

Checkswitch (Assembly) checked the status of an external toggle switch that prevented the main 
program from looping.  PWM outputs were turned off and the mobile-robot reverted to manual control. 
 

Sensorexpert (C) decoded sensorbyte value to create a course of action for the mobile-robot to take.  
Boolean tests were performed on sensorbyte to interpret the probable best course of action.  Patterns 
existed in the sensorbyte data and once a pattern had been detected, a recommendation was made. 
 

Forward (C) caused the mobile-robot to drive forwards. 
 

Spinleft (C) caused the mobile-robot to spin left. 
 

Spinright (C) caused the mobile-robot to spin right. 
 

Turnleft (C) caused the mobile-robot to turn left. 
 

Turnright (C) caused the mobile-robot to turn right. 
 

STOP (C) caused the mobile-robot to stop. 
 

Normal (C) drove the mobile-robot without interference from the system. 
 

AdjustControllerVoltage (C) adjusted controller voltages to required voltage. 
  
JSArray (C) created an array from the joystick data.  The sampled joystick channels were converted 
to Polar form.  The Polar data was used to convert the numerical values of joystick position to an 
expression of joystick position by sector. 
 

Conflict (C) considered the sensor recommendation and the joystick position.  If the joystick and the 
sensors agreed on the direction that the mobile-robot should be travelling, there was no requirement 
for the system to act.  If there was a conflict between the sensors and the joystick, the trajectory of 
the mobile-robot was modified. 
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GetADCvalue (Assembly) activated the ADC.  The value of the ADC channel was passed back to the 
calling function upon termination of the module. 
 

Code was written in a mixture of high and low level languages and compiled to a single machine level 

file.  This file was loaded into non-volatile memory in a micro-controller.  Using an integrated 

programming environment with access to high level editing and de-bugging tools assisted in the 

creation of the systems.  A modular structure was adopted to simplify program construction and 

minimise duplication of code.  Final structure was similar to a Blackboard type framework.  However 

the similarities were limited by the size of micro-controller memory of the on-board real time systems 

which ruled out the creation of complicated structures and large amounts of code. 

 

The new re-written algorithms speeded up system response and made the systems more predictable.  

If the joystick and the sensor expert were indicating “forward”, the system set the trajectory as 

straight-ahead.  The sensor system was still interrogated to determine the distance that the mobile-

robot was from the nearest object.  The speed of the mobile-robot was reduced as the mobile-robot 

became close to an object. 

 

SpinLeft or SpinRight turned the mobile-robot.  Although controller voltage settings were set to the 

spin values, the system tended to apply the spin settings for the minimum time required to turn the 

mobile-robot.  The mobile-robot rarely performed a “spin” manoeuvre in this mode as the system 

settings had returned to a “forward“ mode.  The application of a spin manoeuvre for a limited time 

simulated a user moving the joystick completely to one side to execute a turn.  Observing users 

driving a mobile-robot and their use of a joystick, it appeared common for the joystick to be moved in 

exaggerated movements (even to perform gentle manoeuvres). 

 

When a joystick was in a “Turn” position, different algorithms were applied to the system, for example 

an algorithm that prevented the mobile-robot from driving quickly into an obstruction during a 

TurnRight manouvre. 

 

7.   Testing the new system. 

The new system was downloaded into the mobile-robot-mounted hardware and tested by driving the 

mobile-robot in an unstructured but uncluttered environment.  System response was fast enough for 

the mobile-robot to navigate itself along a corridor and align itself with a doorway with the joystick 

held in a forward position.  The mobile-robot path indicated that Sensor Expert was recommending 

suitable trajectory changes.  Figure 12 shows the mobile-robot during a doorway passage test.  The 

white tape trailing the mobile-robot shows the trajectory of the mobile-robot when the joystick was 
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held in the forward position but the systems automatically aligned with the doorway and avoided 

obstacles and the door posts. 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

Figure 12.  Video clip showing the mobile-robot negotiating a doorway. 

 

 

Figure 13 shows the mobile-robot and its path as it navigated along a corridor with the joystick held in 

the forward position.  Algorithms were effective in suggesting a path that avoided objects and walls. 

 

When operating a joystick controlled vehicle, users tended to use large deflections of the joystick to 

manoeuvre the vehicle.  Controller dynamics and mobile-robot physical dynamics made large 

deflections of the joystick suitable for accurate control.  Small deflections caused sluggish reactions 

or the inputs were ignored.  Large changes in the controller input voltages caused smooth changes to 

be made to the mobile-robot trajectory. 

 

Human tele-operators are highly sophisticated and capable and the intention was not to replace them 

but to consider ways of assisting them.  Addition of the sensor system assisted mobile-robot tele-

operators with navigation.    Mobile-robot systems were tested in a laboratory and then in a variety of 

environments.   
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Figure 13.  Video clip showing the mobile-robot navigating along a corridor. 

Test runs were limited to 30 metres by the lengths of the umbilical cables used.  Cables were up to 15 

meters long and that allowed a distance of 15 metres out and back.  Tele-operated users quickly 

learned how the mobile-robot responded and learned to apply control signals early and to estimate 

stopping distance.  A set of tests were conducted to compare the speed of human tele-operation with 

computer assisted operation using a recently published system2,14 and using the new systems. 

 

Tests observed system operation under joint computer and human control to measure time taken by: 
 

- human tele-operators by themselves, 
- and then again with the assistance of the initial systems, 
- and then again with the assistance of the new systems described in this paper. 

 

Figure 14 shows a tele-operator navigating through one of the complicated corridors (with some 

obstacles) and using the ultrasonic sensor system to assist in steering. 

 

 

 

 

 

 

 

 

 

 

 

Figure 14 Tele-operator navigating through one of the complicated corridors 

using the ultrasonic sensor system to assist in steering. 
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Figure 15 shows the scene from a camera mounted on the front of the robot as it moved though a 

complicated corridor.  The mobile-robot is being controlled via an umbilical cable.   

 

 

 

 

 

 

 

 

 

 

Figure 15 View from a camera mounted on the robot connected via an umbilical cable and moving 

though a complicated corridor while being assisted by the sensor system. 

 

A tele-operator in a laboratory was guiding the mobile-robot assisted by the sensor system on the 

mobile-robot.   A researcher with a laboratory digital clock can be seen at the end of the course and 

another researcher was following the mobile-robot with a stop watch.  

 
The tests were to: 
 

- Gauge the reaction of users to the system and capture potential improvements to the operation 
and interfacing. 

 
- Observe the operation of the system under joint computer and human control. 

 
- Measure the improvement (if any) of the assistive systems. 

 
- Measure the time taken by human tele-operators by themselves and then again with the 

assistance of sensor systems and the expert systems. 
 

For each mobile-robot system, tests took place without the sensor system or any automatic 

assistance.  Then tests were repeated with the sensor system engaged and then with assistance 

provided by the expert system.  For each test, an obstacle course was set up in an environment.  This 

meant that the mobile-robot had to deal with the following environments: 

 
LABORATORY 
 
- Just two obstacles and a constant open floor space with vertical walls around the edges. 
 
EMPTY CORRIDORS 
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- Flat surfaces and sloping surfaces. 
 
- Corridor restricted with vertical walls and doorways. 
 
- Three obstacles offset in a staggered formation. 
 
 
COMPLICATED CORRIDORS 
 
- Flat surfaces and sloping surfaces. 
 
- Corridor restricted with vertical walls and doorways but with items on the walls (for example 
radiators and door surrounds). 
 
- Doorways to pass through. 
 
- Obstacles offset in a staggered formation. 
 
 
ENVIRONMENTS OUTSIDE 
 
- Complex environment with different flat and sloping surfaces. 
 
- Bounded by different vertical and sloping edges. 
 
- People walking through and around the environment. 
 
- Objects in the environment as well as obstacles placed in the environment. 
 

All tele-operators were volunteers and came mainly from staff and students at the University of 

Portsmouth, and many were undergraduates or research students.  Only four of the 21 participants 

were not students. 

 

Participants received a clear explanation of the study (including risks and benefits of participation) 

and the University of Portsmouth Ethics Committee approved all experimental procedures.  There 

were 16 males and 5 females.  The 21 participants were aged 18-51 years (Mean age: 21). 

 

Tele-operators were human beings and as such they were variable in their performance and so 

where possible, experiments were repeated several times.  For each of the series of tests, the tele-

operators were allowed to repeat tests (with or without computers assisting them) as many times as 

they liked, or hours available allowed.  That allowed them to learn the systems and to perform at their 

best in the time available.  Testing was regarded as fun by participants and was popular.  Competition 

was encouraged and people tried to beat their best in each test and tried to beat others at the same 

tests. 
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In several cases, some people only managed to complete the tele-operation test or only managed to 

complete the computer assisted test etc and their results were discarded so that comparisons were 

only made between the same tele-operators. 

 

The tests used the umbilical cable and compared the speed of human tele-operation with computer 

assisted operation in a series of standard environments.  If a fastest time was achieved by any 

participant in one set of the tests then they made at least one attempt again at the other test to check 

that the result was not just due to learning the operation of the systems.  If they managed a fastest 

time at the other test then they made at least one attempt at the original test. 

 

Tests began at a pre-determined and constant start-position (and from a standing start) and timings 

across the finish lines were measured with both a stopwatch and laboratory clock (an average was 

taken between the two if there was any discrepancy).  Only successful attempts were recorded.  That 

is, any attempt that resulted in a collision was discarded.  If too few sets of results were recorded or if 

there were no pairs of results then results for that environment were discarded.  The method of 

measurement was reproducible. 

 

 

8. Results. 

The mobile-robot successfully negotiated obstacles in various set courses during testing.  Assistive 

computer systems allowed automatic recovery from potential collisions.  Some chaotic factors 

existed.  For example, trailing casters could throw the mobile-robot off-line.  Variation in floor surface, 

slope or wheel position could affect results.  Delays between sensor systems providing feedback 

information and controllers passing results of that feedback information to mobile-robot motors could 

also cause variations. 

 

Typical results is shown in figure 16.  New systems were compared to some recently published tele-

operator systems2,6 and to a tele-operator controlling the robot without the aid of any sensors.  The 

vertical scale shows the average best time in seconds to complete various courses for tele-operators 

without any sensors to assist (left of each block in figure 16), using a recently published sensor 

system2,6 (titled Basic computer assistance in the centre of each block) and the improved system 

described in this paper (right of each block).  The horizontal shows the names of the different courses 

used for testing, which became progressively more complicated as they move from left to right in the 

figure. 
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Figure 16 Results from tests when the tele-operator was watching the mobile-robot.  The vertical 

scale shows the average best time in seconds to complete various courses for tele-operators without 

any sensors to assist (left of each block), using a recently published sensor system (titled Basic 

computer assistance in the centre of each block) and using the improved system described in this 

paper (right of each block).  The horizontal axis shows the names of the different courses used for 

testing. 

 

Tests were completed when the tele-operator was watching the mobile robot (figure 14) rather 

than observing the view ahead on a computer screen (figure 15).  The new system can be seen 

performing faster (on average) than a recently published system in every test. 
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In addition, in simple environments (laboratory and empty corridor), tele-operators completed tasks 

more quickly without any aid from computer and sensor systems.  In more complicated environments 

(complicated corridor and outside), tele-operators completed tasks more quickly with the aid of 

computer and sensor systems.  The form of results was repeated when a camera was mounted onto 

the mobile-robot.  As the environments became more complicated (or the gaps were made smaller) 

then the human operators found it more difficult to judge the width of the gaps or the successful 

trajectory of the mobile-robot to pass through those gaps.  The human tele-operators often had to 

slow the robot or stop the mobile-robot and reverse it to avoid collision.  When environments became 

more complicated, then human tele-operators consistently performed better with assistance from 

sensors and computer systems.  Items on walls (for example radiators and door surrounds) 

sometimes slowed mobile-robots as sensors detected them, whereas human tele-operators often 

ignored them.  Overall the assisted tasks were performed more quickly. 

 

Different surfaces, slopes and boundaries tended to turn robots and sensors became most useful in 

steering in those cases. 

 

The new automated systems managed to consistently correct the trajectory of the mobile-robot to a 

repeatable standard and out performed a recently published system. 

 

9. Discussion and conclusions 

The Student's t-test was used to compare the means of the samples shown in figure 16.  From each 

sample, the average (mean)  was calculated with a measure of dispersion (range of variation) of 

data around the sample mean (variance S2) and thence the standard deviation (S).  Having obtained 

those values, they were then used to estimate population mean µµµµ and variance σ2.  Each individual 

set of tests were not necessarily statistically significant so that caution was required before 

generalising the results. 

 

Because pairs of tests and results took place, then it was possible to use a paired-samples statistical 

test.  Results were arranged into two sets of replicate data; pairs of results with and without sensor 

assistance.  The paired samples test was used because people (tele-operators) were inherently 

variable.  Pairing removed much of that random variability.  When results were analysed using a 

paired-samples statistical test then results were statistically significant.  The paired-samples statistical 

test shows the use without a sensor system and with a sensor system to be significantly different at p 

< 0.05 (95% probability that this result would not occur by chance alone) and the new systems 
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described in this paper were significantly better than recently published systems at p < 0.05 (95% 

probability that this result would not occur by chance alone). 

 

The new system performed every test faster on average than the recently published systems. 

 

More effective control of the mobile-robot could be achieved if more information about the 

environment was available, especially in tight spaces.  Infra-red could be a simple and suitable 

medium for a short-range sensor system.  With more information available for analysis, the central 

processor could have tighter control of robot movements. 

 

Systems on the mobile-robot could also be used to monitor the user in terms of driving skill.  For 

example, the tele-operator could be assessed by the number of near misses or collisions occurring 

over a period of time and the way in which the joystick was used could be monitored. 

 

More control of the power outputs to the motors would be useful.  The system needs to take more 

direct control of the output for fine manoeuvring.  A new controller would be needed in order that the 

algorithms could be closely integrated with the control algorithms required for normal operation of the 

mobile-robot. 

 

The position of the joystick was the only indication of the intentions of the tele-operator.  Any 

extension of this work should further analyse user intent from actions exerted on any input device.  

Joysticks could be replaced by haptic devices so that tele-operators could feel a back-force 

generated by the signal from the sensor sub-system.  That way distance feedback could be provided 

through the joystick. 

 

A spring loaded system could be included for the umbilical cable so that the cable could be retracted 

when the mobile root was returning to the start. 
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