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Abstract. The process of Ubiquitous data mining (UDM) allodata stream mining
operations to be conducted on handheld devices hmitted resources. Algorithms
which take advantage of visualisation can assitsus understanding and interpreting
data mining results more quickly. However, there eurrently no on-line real-time
visualisation tools to complement the UDM algorithmin this paper we investigate
the use of visualisation techniques applied todhster change detection domain in a
UDM environment. We demonstrate a proof of coneeplementation for visualising
cluster dynamics and cluster change detection.

1 Introduction

Handheld devices are continually increasing in tsttivage and processing capabili-
ties. This increasing power has allowed lightweiggrsions of traditional data min-
ing algorithms to be developed to operate on tdes&es. This new application area
is known as Ubiquitous Data Mining (UDM), the preseof performing mining of
data streams on resource limited devices [7].

UDM allows “anytime, anywhere” [13, 19] analysis stfeaming data for mobile
users. Analysis of data in real-time allows on $pet decision making and action to
be taken as changes in the data occur.

Algorithms have been developed to enable resouréeetl devices to perform data
mining operations [8, 12]. These algorithms arsigteed to work within the resource
constraints of the device upon which they are dpeyawhile allowing streamed data
to be mined.

Making use of the human visual system to assisd#ta mining process through
the creation of visualisations of the data allowsrs to identify features within the
data which would not otherwise become apparent [T4jrough the use of appropri-
ate visualisations, like those used in traditiod@ata mining [15], the time taken for
user interpretation of the results of the data ngrprocess can be decreased. Apply-
ing visualisation enhancement of the data miningcess to the UDM domain will
assist decision making by mobile users.
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The ever increasing power of mobile devices melagishore complicated process-
ing and visualisation operations will be able to geformed in real-time on these
devices.

The use of appropriate visualisation techniquesrder to present results to users
to assist with, and speed up, the decision makinggss of mobile users provides our
motivation for this research. The use of visudilisatools in conjunction with UDM
algorithms in time critical mobile environments Wdllow faster interpretation of
results to occur.

Take, for example, the situation of a business.uséis user is monitoring stream-
ing stock market data and needs to know the inghhaitan important occurrence, such
as a drop in share price, is detected.

Another scenario we can consider is that of a glsysi chemistry laboratory scien-
tist. In this scenario the scientist has set upyrexperiments in their lab which re-
quire constant monitoring. If a monitored attribatf the experiment changes signifi-
cantly this could affect the outcome. Therefore $ientist must be alerted to these
changes in order to direct further experimentation.

Since the research area of UDM is itself rather,mawrently no on-line real-time
visualisation techniques exist in order for usersiew data mining results or to inter-
act with, and guide, the data mining process ooureg limited devices.

We propose a model for a novel real-time visudbsamodule for use in conjunc-
tion with clustering algorithms. Our approach useee-dimensional graphics to
present interactive visualisations of UDM clustgriand cluster change detection
algorithms to users.

In this paper we discuss the issues related teitualisation of cluster change in-
formation on a mobile device. The paper is stmgztuas follows: in Section 2 we
review data stream clustering techniques; in Se@iave present our proposed visu-
alisation model; Section 4 demonstrates a practiplementation of the model. In
Section 5 we summarise the contributions of thjzepa

2 Reated Work

Data streams are high speed, high volume collextidrrontinuously arriving data [2,
3, 8, 10, 18]. The high volume of data means #tatage becomes impractical, so
algorithms analysing the data must process dait asives and store synopses, or
histories, of previous data to be used in futurelysmis. UDM algorithms must take
into account, and adapt to, changing resource amtectivity conditions that are
inherent when operating in a ubiquitous environment

Various data stream clustering algorithms have lpreposed in [1, 4, 6, 11, 16].
In [1], the authors present the CluStream framewudnich processes the data stream
in two modules. The first module operates onlind areates summary statistics, or
micro-clustering, of the data which are passednt@fline module which is able to
provide application specific analysis of the summstatistics. In [4], the authors
present a method of enhancing the technique present[11] with their extended
exponential histogram method to provide variancéd kimedian statistics for data



streams. The algorithm proposed by [11] uses thmeldian technique to do single
pass clustering of the data stream. The authdi®] inse a sampling method to create
a model of an infinite data set in finite time upia function to minimise loss in the
model relative to the number of samples taken ftioendata set. They show that the
algorithm is able to speed up the standard k-medgwithm. The authors in [16]

create an algorithm to cluster chunks of incomiatadthen performing re-clustering
of the clusters generated for each chunk. Theyodstrate that it outperforms k-

means.

Visualisation assists the user with interpreting anderstanding complex data. It
allows representations of raw data and data promesssults to be created which, if
presented in a meaningful way, can allow the ussights which would not otherwise
be possible.

Visualising data streams is a difficult task beeao$ the volume and rapidity of
data arrival, and the inherent limitations of griaphdevices to show infinitely de-
tailed images. For example, in [17] only a smabset of the IP address information
is able to be shown because the millions of posdBladdresses could not possibly
be displayed on a standard screen.

One example of UDM visualisation has been proviotef 2] where stock market
data mining results are presented to a mobiletosassist with stock selection. In this
system the processing of data for Fourier spectigrpgrformed by a central server,
with results sent to the user’s PDA for visualisati

As we have discussed in this section, there igditnwork which has been done to
provide users with visualisations to aide the uidays data mining process. How-
ever, these efforts do not focus on performingoélithe processing required by the
visualisation, on the mobile device. Therefore,prepose and develop a framework
for the integration of visualisation into the UDMogess by utilising the processing
and graphical capabilities of mobile devices.

The following section presents our extension tduster change detection algo-
rithm with a visualisation layer to present cludtéstories and cluster change alerts in
order to increase understanding of the algorithtpwau

3 Visualisation of Cluster Changes

We propose and develop a visualiser for clustangh detection technique.
The technique we focus on has two main components:

* Light weight clustering (LWC) [8]
* Cluster change detection [9]

A brief description of each of these componentgresented below, as they form
the basis upon which our model is built.

The model for lightweight clustering (LWC) propost use of algorithm output
granularity (AOG) to solve problems associated wignforming data mining opera-
tions on resource limited devices. The LWC aldnitperforms a single pass over



incoming data in order to produce clusters. The@ ¥gorithm operates as follows
(from [8]):

. Data items arrive in sequence with a data rate.

. The algorithm starts by considering the first p@ista centre.

. Compare any new data item with the centres totfieddistance.

. If the distance for all the centres is greater tadahreshold, the new item is consid-
ered as a new centre; else increase the weigthihéocentre that has the shortest
distance between the data item and the centreanyl let the new centre equals the
weighted average.

. Repeat 3 and 4.

. If the number of centres = k (according to the ladé¢ memory) then create a new
centres vector. Where k is the algorithm outpwngtarity represented by the
number of clusters kept in memory.

7. Repeat 3, 4, 5, and 6.

8. If memory is full then re-cluster (incrementallyégrate the clusters)
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The cluster change detection algorithm in [9] as@dythe output of the LWC algo-
rithm to produce statistics about clusters. Tlagigtical information includes such
things as:

* Average of cluster means

» Standard deviation of cluster means
 Average of cluster size.

 The cluster centre’s domain.

The change detection stage of the model colleetstdtistical information at fixed
time steps and analyses it to detect interestiag@bs. At each time step the current
state of the clusters is compared to stored infdomao detect if any significant
changes have occurred. The changes of interesfusier domain changes and clus-
ter distribution changes.

The cluster change techniqgue uses STREAM-DETECTritign developed by
Gaber and Yu [9]. The algorithm starts with callongine clustering to form a cluster-
ing model over a time frame. The output is sumneatiasing the above features. The
online clustering is called again to form anothkrstering model and also summa-
rized. The deviation in the clustering output reyergs change in the domain of the
data stream or the distribution.

The time frame duration and the deviation threstaskel determined using a pre-
processing tuning algorithm. Once these paramaterset, the algorithm performance
is outstanding [9].

The STREAM-DETECT algorithm is followed by a votibgsed classification
techniqgue (CHANGE-CLASS) [9] to predict previousipserved changes over the
training time using STREAM-DETECT algorithm. Theassifier works over the
change features to identify the phenomenon or event



3.1 A Moded for Cluster Change Detection Visualisation

We propose a model for alerting mobile users tai@ant cluster domain and distri-
bution changes through the use of visualisatioitalsle for this environment. Our
model provides a visualisation layer on top of tiwggight data mining algorithms.

A diagram displaying the connections between madinethe model is shown in
Figure 1. The clustering module’s output is usgdbth the change detection and
visualisation modules. The visualisation moduknahakes use of the output of the
change detection module.

Figure 1 shows the steps in the clustering andgshaetection process. Firstly, the
LWC algorithm processes the incoming data streacreate a number of clusters to
fit within available memory.

Periodically, the change detection algorithm is usng the results of the LWC
clustering to produce a statistical analysis of ¢heent set of clusters. The change
detection module analyses the current set of alusted compares them to an older
set of clusters in order to determine if a charggdccurred.

The visualisation module maintains a list of thesteecent sets of clusters pro-
duced by the clustering module. The current seflusters and zero or more history
sets are displayed to the user with the displapdhepdated as changes occur. The
visualisation module also alerts the user to argngk detection information which
may be useful.
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Fig. 1. The combined model for clustering and change tietec

Without visualisation, a user is faced with thekta$ interpreting raw information
presented in textual format, as can be seen inr&igu Visualisation in the context of



change detection, allows the user to more easédydeere changes have occurred by
observing the relative positions and sizes of aeturset of clusters to previous sets.
Using visualisation for change detection allowsrsige more quickly interpret how
cluster domains, sizes, and distributions have gba@rmver time. Moreover, the mo-
bile user can easily be alerted to the changenhdmbccurred.
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Fig. 2. The current output of the change detection allorit

As an example, we can look at the situation ob@datory scientist moving around
their environment monitoring a series of experirmeniOur scientist is being con-
stantly bombarded with high data rate streamsfofimation about various aspects of
each experiment. This high volume stream of daty montain many important
changes within the state of the experiment, butawuit suitable data mining and visu-
alisation methods, these changes could be easjamked.

We propose the following algorithms for represegiituster dynamics and change
detection algorithm results through the use ofahdiEnensional visualisation:

Cluster dynamics visualisation algorithm:

[EEN

. Letm be the number of history sets of clusters stomedemory

. Let there ben = { CS, CS, ..., C{ } sets of clusters resulting from the clustering
algorithm whereC§ is the current set of clusters a@&, is the oldest stored set
of clusters

. Let there beCC = { cc,, ¢, ..., cg } cluster centres in ea@S

.LetC ={cy, ¢, ..., G, } be a set of colour codes indicating the clustés $iene
stamp

. A colourg, is assigned to represent a particular cluste€Sewvherei,j=1..m

. Let G be the graphical object used in the visualizatmnepresent a cluster centre
and GW be the graphical object associated w@hrepresenting the cluster’s
weight

. EachCC will be coloured according to its cluster set witiourc;

. The size of each cluster’s enclosing object wilelggial to the cluster’s weight
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Change detection visualisation algorithm:

1. Let CS be the set of clusters before a detected change
2. LetCS be the set of clusters after a detected change
3. Letc, be the colour used to indicate a pre-change sdusfers



4. Let ¢, be the colour used to indicate a post-changefsststers

5. Let G be the graphical object used in the visualizatmnepresent a cluster centre
and GW be the graphical object associated w@hrepresenting the cluster’s
weight

6. Each cluster il€S will be assigned the cologg

7. Each cluster il€S will be assigned the cologg

The algorithm presented above has been utilisedproof of concept implementa-
tion using three dimensional graphics for outp®olid cubes are used to represent
cluster centres. A larger cube centred on eadtarlindicates the weight of the clus-
ter. Any shape or object can be used to represehister centre or cluster weight,
although for cluster weights the shape must be @btenvey relative size information
for weight comparisons between clusters.

4 |Implementation

In the implementation we have created a data stpramider which changes attribute
domains at set intervals. A visualisation is pra&tlfrom the results of the LWC and
change detection algorithms in order to allow usersonitor the current and previ-
ous state of the clusters. The visualisation digptlusters as well as providing alerts
for statistically significant changes in the data.

The display shows cluster centres and cluster wgighhe cluster centres are posi-
tioned using three attributes to produce a positmo8D space. Cluster centre posi-
tions are updated as clusters merge according éoL¥WC algorithm and cluster
weights/sizes change as new data elements ar@eddig clusters.

Each cluster centre is represented by a small ciibe, in the case of the current
set of clusters, or a small cube coloured accorthirthe cluster’s age. The weight of
each cluster is represented by a cube surrountiegluster centre. This cube is
coloured the same as the cluster centre it is agsdowith.

Figure 3 shows a sample view from the visualisasioftware showing cluster cen-
tres, cluster weights, and change detection inftoma

Fig. 3. A sample view from the visualisation software



We have implemented all of the algorithms and \isation code using Sun Mi-
crosystems’ Java 2 Mobile Edition (J2ME) languaggeit has an abundance of emula-
tors and real world devices available for protatgpand testing.

All code for the implementation has been writtemgdNetbeans 4.1 with the op-
tional Mobility Pack. We have made use of the extark contained in the Mobility
Pack using the Connected Limited Device Configorat{CLDC) 1.1 and Mobile
Information Device Profile (MIDP) 2.0.

In order to present the visualisation to the user,implementation makes use of
the graphics features exposed by the Mobile 3D KBeap(M3G) library which is an
optional package for J2ME and runs alongside MIDRe functionality of the library
can be implemented in software or hardware aneésiyded for devices with limited
processing power and memory, which makes it ideab@ir purposes. Currently, few
devices have dedicated 3D hardware, but as thisreehecomes more widespread it
will allow more complex visualisations to be crehte

The clustering and change detection algorithms\eeha they are described in [8,
9]. We have also created a data generator whicedsssary to provide appropriate
data stream for the clustering algorithm.

For the implementation of the visualisation modtie, camera is placed within the
3D scene. The user is able to manoeuvre the cam@mvide different views of the
clusters. The current set of clusters, as well@g$o nine history sets, is displayed
within the scene. We have chosen to display nisity sets of clusters as an initial
step towards resource adaptability in our framewarkhe future. The number of
history sets will change according to the resoueeslable on the device. Cluster
weights are displayed for every cluster in the fafan object centred on the cluster
with a size relative to the weight of the cluster.

Currently, we do not handle the case of clustec®iming too large to fit within the
camera’s view. In our experimental study, we hageused a dataset that can pro-
duce very large clusters to be viewed. Howevecrgadirg factor used when displaying
the clusters would alleviate any problems which rasge. Colouring schemes are
also planned to be used.

As shown in Figure 3, domain changes which have lletected by the algorithm
are represented by displaying the set of clustefaré the change in green, and the set
of clusters which the user is being alerted aboutd. From colour theory [5], blue
and green were chosen as neutral, or passive,rediouthe non-alert clusters. Red
was chosen as the colour for the clusters abouthithie user is being alerted as it is a
more ‘active’ colour.

The data generator produces a continuous streatatafelements which are con-
sumed by the LWC algorithm to produce the clustised by the change detection and
visualisation modules. The screenshot in Figushdws a view of cluster dynamics
and cluster weights. The current cluster set I@gkcis coloured blue while older sets
are shown using grey boxes with transparency isangavith the age of the cluster.



Fig. 4. A sample view from the visualisation software

Although this implementation uses J2ME and the MiB@Gry any language capa-
ble of executing on a handheld device which haB gi&phics library available could
be used for the implementation. Also, taking aggilon specific visualisation needs
into consideration, a 2D graphics library coulddie used.

5 Conclusion

In this paper we have presented our model for thealisation of cluster dynamics
and cluster change detection using our visualisgtimmework. Applications of such
a model can vary from decision making in businggdieations to critical scientific
and astronomical ones. Implementation and evalgirovide an evidence of effi-
ciency in targeting the goals of these applicatidyplying the model in real applica-
tions in wireless sensor networks is planned fasriwork.
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