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This paper studied both types of collisions. In this paper, we show that advocated solutions for coping with hidden node
collisions are unsuitable for sensor networks. We model both types of collisions and derive closed-form formula giving the
probability of hidden and visible node collisions. To reduce these collisions, we propose two solutions. The first one based
on tuning the carrier sense threshold saves a substantial amount of collisions by reducing the number of hidden nodes.
The second one based on adjusting the contention window size is complementary to the first one. It reduces the probability
of overlapping transmissions, which reduces both collisions due to hidden and visible nodes. We validate and evaluate the
performance of these solutions through simulations.
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Collisions stem from simultaneous multiple access to
a shared communication medium. In wireless networks,
they occur when nodes use a contention-based medium ac-
cess method. Specifically, a collision may happen when a
receiver is within the transmission range of two or more
nodes that are transmitting simultaneously so that it does
not capture any frame. Each collision represents unnec-
essary energy dissipation. Therefore, reducing collisions
should be one of the main design objectives of an access
method for wireless sensor networks. Although there are
schedule-based TDMA-like methods [1, 2] that collision-
free, contention based methods [3, 4, 5, 6] are still widely
used in sensor networks, because they are less complex,
they adapt well to traffic changes and network dynamics,
and they don’t require tight synchronization between nodes.
Moreover, contention-based methods are more suitable for
unlicensed radio bands.

In contention-based methods with carrier sensing be-
fore transmission, collisions may be caused by two types
of nodes: visible nodes and hidden nodes [7]. A collision
caused by a visible node occurs when two nodes perform
carrier sensing at the same time, detect that the channel is
free and transmit at the same time. A collision caused by a
hidden node occurs when a node performs a carrier sense
and does not detect the ongoing transmissions with which
it may interfere, because their signal strength is below its
carrier sense threshold. As the node does not detect these
signals, it falsely assesses the channel as free and trans-
mits, causing a collision.

RELATED WORK
The problem of hidden node collisions has been exten-

sively treated in the literature, however there is no suffiently
efficient for sensor networks. The main solution to the
problem of hidden nodes when assuming a single chan-
nel is the RTS/CTS handshake proposed in MACA [14].
The RTS/CTS exchange reserves the channel both around
the sender and around the receiver to protect a transmis-
sion from being corrupted by hidden nodes. Although the
use of RTS/CTS lowers hidden node collisions in wireless
networks, it is ineïňĂective in multihop sensor networks

for the following reasons.
1) RTS/CTS are control frames, therefore their trans-

missions is considered as an extra overhead. The RTC/CTS
exchange may generate high overhead: about 40% to 75%
of the channel capacity [3, 8]. Moreover, as RTS/CTS are
broadcast, the energy drained by their transmissions may
be considerable in preamble sampling protocols [3, 6, 9,
10, 11, 12, 13]. 2) Data frames in sensor networks are
usually small; therefore, they have nearly the same size as
RTS/CTS frames. In this case, the collision probability is
nearly the same for data frames as for RTS/CTS. Thus, the
probability that a communication is successful is higher
when RTS/CTS are not used–when CTS/RTS are used, the
communication is successful only if all RTS, CTS, and
data frames are not corrupted, which is lower than the prob-
ability that the data frame alone is not corrupted. 3) RTS
and CTS are broadcast frames. For some protocols, a uni-
cast costs less energy than a broadcast [6, 9, 12, 13, 11, 10].
Thus, sending unicast data without RTS/CTS is much more
beneficial. 4) RTS/CTS exchange does not avoid collisions
in multi-hop networks [14]. 5) RTS/CTS exchange may
lower the network capacity due to the exposed node prob-
lem [15]. 6) RTS/CTS exchange cannot be used for pro-
tecting broadcast frames.

As the use of RTS/CTS is unsuitable for multihop sen-
sor networks, we to model the collisions and provide solu-
tions, which are described in the next section.

HIDDEN NODES MODELING
We consider a sensor network in which node A wants

to transmit a frame to node B (see Figure 1). We assume
the following propagation model:

Prx(B) =
Ptx(A)

a.d(A,B)b
(1)

This generic expression covers in fact two common
models 1) Free space:

a =
(4p)2
l2GtGr

b = 2 (2)
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Figure 1: Transmission, reception, and interference ranges.

and 2) Two Ray Ground Reflection:

a =
1

GtGrH2
t H

2
r

b = 4 (3)

whereGt Gr is the antenna gain at the transmitter (resp.
at the receiver) and Ht (Hr) is the antenna height at the
transmitter and (resp. at the receiver).

We define the following sets of nodes:
Ntx(A) : the set of nodes able to detect transmissions

of node A:

Ntx(A) = {x|d(x,A)£E}
(4)

where E is the transmission range defined as:

E = b

√
Ptx(A)

a× TRCS
(5)

The nodes are inside the dotted circle in Figure 1.
Nrx(A) : the set of nodes able to correctly receive

frames sent by A in the absence of interference:

Nrx(A) = {x|d(x,A)£R}
(6)

where R is the reception range defined as:

R = b

√
Ptx(A)

a× TRRX
(7)

A node outside this set cannot correctly decode the
frames because of insufficient signal strength. This set is
delimited by the dashed circle in Figure 1.

Ni(A,B) : the set of nodes that may interfere with
a transmission and corrupt a frame sent by A to B(r =
d(A,B)):

Ni(A,B) = {x|d(x,A)£I(r)} (8)

Table 1: Notation
d(x, y) distance between nodes x and y
Ptx(x) Transmission power of node x (Watt)
Prx(x) Received power at node x (Watt)

l Wavelength (m)
a Channel gain, assumed constant (m−β)
b Path loss exponent
E Signal detection range
R Signal reception range
I(r) Signal interference range
TRCS Carrier sense threshold (Watt)
TRRX Reception threshold (sensitivity) (Watt)
TRCP Threshold of capture ratio

where I(r) is the interference range. As a frame may
be corrupted if,

Ptx(A)
a×rb

Ptx(A)
a×d(x,A)b

< TRCP (9)

and

d(x,A)£r b
√
TRCP (10)

the interference range is the following:

I(r) = r b
√
TRCP (11)

Note that the cardinality of this set depends on the dis-
tance between A and B.

Nv(A,B) : the set of nodes for which A is visible:

Nv(A,B) = Ntx(A,B)ζNi(A,B) (12)

A visible node may corrupt a frame sent by A to B,
but before transmitting its frame, the node will sense the
carrier and defer until the end of the current transmission.

Nh(A,B) : the set of nodes for which A is hidden:

Nh(A,B) = Ni(A,B) \Nv(A,B) (13)

A hidden node may corrupt a frame sent byA toB, be-
cause it does not receive the signal ofA, so its transmission
will result in a collision.

Let us denote by nh(r) the number of hidden nodes
(resp. nv(r) the number of visible nodes). If we assume
that nodes are distributed over a surface with a homoge-
neous density D (number of nodes per m2), nh(r) is pro-
portional to the area of the zone in which hidden nodes
may appear.

Let S(r) be the common area of the zones correspond-
ing to Ntx(A) and Ni(A,B). The circles of radius E and
I(r) intersect at two points, they are (u,−

√
E2 − u2) and

(u,
√
E2 − u2) where u = E2+r2−I(r)2

2r
Thus,

S(r) = 2× [S1(r) + S2(r)] (14)
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Figure 2: Reception System.

S1(r) =
∫ u

I(r)+r

√
I(r)2 − t2dt

= I(r)2
(
p− a2

2
+
sin2a2

4

)
S2(r) =

∫ E

u

√
E2 − t2dt

= E2

(
a3

2
+
sin2a3

4

)
(15)

where a2 = arccosu−r
I(r) and a3 = arccos u

E . Finally,
we obtain the following results.

Proposition 1: The number of hidden nodes is:

nh(r) =

 0 E3I(r) + r
p× (l(r)2 − E2)×D E£I(r)− r
p× (I(r)2 − S(r))×D otherwise

(16)

where:
E3I(r) + r, interference (B)I listening (A)
E£I(r)− r, interference (B)E listening (A)
I(r)− r£E£I(r) + r, intersection calculate u

In third case, there is an intersection. Therefore, refer
toX(x, y) as the positive point of this intersection, i.e. x >
0 and y > 0.

We have the equations of the circles of transmission
range and interference range as follows:

x2 + y2 = E2 (17)

(x− r) + y2 = I2(r) (18)

Solving these equations gives:

x =
E2 + r2 − I2(r)

2r
(19)

y = ±
√
E2 − x2 (20)

Proposition 2: The number of visible nodes is:

nv(r) = p× I(r)2 ×D − nh(r) (21)

Figure 3: Free Space Model.

Figure 4: Two Ray Ground Reflection Model, antenna
height = 0.1m.

Numerical results for ZigBee, Bluetooth, WaveLAN
We consider three radio technologies: Bluetooth, Zig-

Bee (IEEE 802.15.4), and WaveLAN (IEEE 802.11). Ta-
ble 2 presents their parameters that come from the specifi-
cations of industrial products or IEEE standards.

The system described in Figure 2 has the following
characteristics: Sin is the strength of the received signal.
Nin is the strength of the noise of the system. Sout is
the strength of the signal after amplification. Nout is the
strength of the noise after amplification.

The noise factor F of this system is defined as:

F =
SNRin

SNRout
=

Sin

Nin

Sout

Nout

(22)

The Noise Figure (NF) is of this system is the Noise
Factor converted to dB, i.e. NF = 10log(F ). We have,

NF = (SNRin)dB − (SNRout)db (23)

= (Sin)dB − (Nin)db − (SNRout)db (24)
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Figure 5: Two Ray Ground Reflection Model, antenna height = 1.5m.

Table 2: Radio Parameters
Bluetooth ZigBee WaveLAN

(IEEE 802.15.1) (IEEE 802.15.4) (IEEE 802.11)

Ptx(x) 0 dBm 0 dBm 24.5 dBm
TRRX -80 dBm -92 dBm -64.4 dBm
TRCP 11 dB 10 dB 10 dB
TRCS -102 dBm -99 dBm -78 dBm

Then,

(Sin)dB = NF + (Nin)db + (SNRout)db (25)

We have,

Nin = KTBw (26)

where K is the constant of Boltzman, Bw is the band-
width, and T is the temperature. At 25, we have KT =
−174dBm. If we have a channel of 1MHz(Bw = 106),
then:

(Nin)dB = KT + 10log10(106)
= −174 + 60 = −114 (27)

In the systems currently in use, NF is approximately
Fig. 5. Free Space Model equal to 6 dB. In computation
of Sin, referred to as TRCS , we have taken (SNRout)dB
equal to 6 dB. Therefore, we have the following values
of TRCS : For Bluetooth, we have TRCS = -174 + 10
log10(106) + 6 + 6 = -102dBm. For Zigbee, we have
TRCS = -174 + 10 log10(2.106) + 6 + 6 = -99dBm.

For TRRX , the IEEE 802.15.4 standard recommends
the value of -85dBm, whereas the ZigBee compatible Free-
scale MC13192 transceiver uses -92dBm. For 802.11, we
use the values encoded in ns2 corresponding to the phys-
ical specifications of 914MHz Lucent WaveLAN DSSS.
We theoretically calculate the carrier sense threshold TRCS
for the ZigBee and Bluetooth radios.

The antenna gain for transmission and reception is the
same for all nodes and fixed to 1 (Gr = Gt = 1). Figure 3

shows the area that contains hidden nodes in function of
the distance between the sender and the receiver for the
Free Space model. Even if this model is purely theoretical,
we can observe that there are no hidden nodes for Blue-
tooth and WaveLAN. ZigBee presents an important hid-
den nodes area for the distance range between 500m and
1000m.

Figures 4 and 5 show the hidden nodes area when as-
suming the Two Ray Ground Reflection model. The scale
is logarithmic (the linear scale of the previous figure was
needed to show the zero area for Bluetooth and Wave-
LAN). There are hidden nodes areas only for WaveLAN
and ZigBee whereas they are absent for Bluetooth.

HIDDEN NOISE AVOIDANCE
Hidden nodes may limit the performance of multihop

sensor networks, because their transmissions result in col-
lisions. Once we have quantified the problem by deriving
the number of hidden nodes, we can consider various so-
lutions for avoiding this limitation. We consider below an
existing approach the Carrier Sense Tuning [16, 17] and
propose another solution.

Carrier Sense Tuning
In this approach, the carrier sense threshold TRCS is

tunable. This means that the signal detection range (Eq. 4)
becomes ETRCS . We can analyze the area of the hidden
nodes zone for different values of TRCS .

There will be no collisions due to hidden nodes, if the
area of the hidden nodes zone becomes null, i.e. when
E(TRCS)I(r)+r, r being the distance between the sender
A and the receiver B. We thus have:
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b

√
Ptx(A)

a× TRCS(r)
= r × b

√
TRCP + r (28)

Then,

TRCS(r) =
Ptx(A)

a(r × b
√
TRCP + r)b

(29)

If we set r to the maximum reception range R, there
will be no hidden nodes. Although this prevents collisions
due to hidden nodes, it forces nodes to behave in a conser-
vative way. Many transmissions may be delayed because
a receiver will often detect the carrier due to the large ra-
dio carrier sense range. In addition to that, increasing the
carrier sense range may be not possible for physical rea-
sons. Another problem with Carrier Sense Tuning is the
presence of physical obstacles between nodes. In this case,
increasing the radio carrier sense range does not solve the
problem of hidden nodes.

Adjusting Contention Window
In this section, we propose a solution to the hidden

nodes problem based on adjusting the contention window.
As the access method during active periods basically be-
haves as the 802.11 DCF, the probability that a node trans-
mits in a slot is given by [18]:

t =
2

CW + 1
(30)

This expression is based on the following assumptions:
nodes are greedy, i.e. nodes have always frames to send
during the active period, there is no exponential backoff,
nodes do not decrement their contention counter when the
channel is not idle. It is only decremented once when the
channel is sensed busy (which is not the case in 802.11, in
fact).

The first assumption is justified if we consider that in
many sensor network applications, communications tend
to synchronize the network, e.g. sensors decide to send
their data at the same time such as during the route request
operation or gathering sensor information.

Then, we may compute probability pc that a transmis-
sion attempt in a given slot ends up as a collision involv-
ing either a visible node or a hidden node. We consider
that each slot is composed of two phases (which is differ-
ent from the standard 802.11 DCF): a node first performs
CCA of duration tCCA to sense the channel state and then
transmits if the channel is free. Only the visible nodes that
start their slots at the same instant as the transmission may
cause a collision: it can be seen from Figure 1 that only
if stations X and A perform CCA at the same instant, they
will both observe the channel free and eventually collide.
This mechanism marginally extends the backoff between
transmissions, but we neglect its impact on the transmis-
sion probability used bellow.

We call ps the fraction of the visible nodes that may
cause a collision. Assuming that the nodes have indepen-
dently distributed time references and that a transmission
needs to last the entire tCCA interval for a station to detect
an ongoing transmission, ps = 2′ tCCA

tSLOT
. A transmission

is successful if: 1) no node, among nv(r) nodes, transmits
in the same slot. This implies that it did not overhear the
transmission in the channel assessment phase,

Pv = (1− t)nv(r)′ps

no node, among nh(r) nodes, transmits in the same
slot,

PH = (1− t)nh(r)

Thus pc is the probability that, in a time slot, at least
one of the visible and hidden nodes (relatively to the trans-
mitting node), transmits. That is:

pc = 1− PHPV = 1− (1− t)nh(r)+nv(r)′ps (31)

which can be represented as:

(
CW − 1
CW + 1

)nh(r)+nv(r)′ps

= 1− pc (32)

and finally we obtain:

CW (r) =
1 + nh(r)+nv(r)′ps

√
1− pc

1− nh(r)+nv(r)′ps
√

1− pc
(33)

We could use this expression to dynamically adjustCW
so that collision probability pc stays under a given value.
However, notice that the contention window CW depends
on r, the distance between the sender and the receiver -
applying this result for controlling CW is quite difficult,
because all the nodes in the network should know the dis-
tance between nodes willing to communicate. To avoid
this problem, we can use a static value of CW by taking
r = R, which corresponds to the worst case when the dis-
tance between nodes is equal to the signal reception range
R. In this case, the contention window becomes:

CW (r) =
1 + n
√

1− pc

1− n
√

1− pc
(34)

where nh(r) + nv(r)′ps.
Figure 6 shows the required value of CW to obtain a

given collision probability (ZigBee radio parameters).

SIMULATION

We have used NS2 to evaluate the performance of the
proposed method for avoiding the hidden nodes problem.
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Figure 6: Contention Window in function of collision probability for ZigBee.

Figure 7: Collision probability due to hidden nodes, slot of 32 µs.

We compare Adjusting Contention Window with Carrier
Sense Tuning. We have set up the following simulation ex-
periment: 30 nodes are uniformly distributed in a 40mx40m
square, we use the parameters of the Chipcon’s CC2420
radio transceiver with a bandwidth of 250Kbps and a ra-
dio transmission range of about 20m (resulting from the
Two Ray Ground propagation model with antenna height
of 0.1m), we randomly pick two nodes, a source and a des-
tination, and make sure that they are not reachable in one
hop, the source node broadcasts 50 frames of 60 bytes at
a constant bit rate (the inter-frame interval is set to 2ms),
each node re-broadcasts only once the frame it receives,
we use the MAC protocol with two different values of a
slot (32µs and 3840µs, twice the transmission of a max-
imum sized frame), we set three different values for the
carrier sense threshold: TRCS(0.5R), TRCS(0.7R), and
TRCS(R), which correspond to CS = 0.5, 0.7 and 1 ac-
cording to (Eq. 19) each point in the figures represents the
average of 10 values.

We can distinguish two types of collisions: those due to
contention when a visible node tries to access the channel
during the same slot and collisions due to hidden nodes.
A collision with a hidden node occurs if the distance be-
tween two transmitters is larger that the signal transmission

range, otherwise it is a collision due to channel contention.
Figures 7 and 8 show the observed collision probability

due to hidden nodes. We can notice that it strongly depends
on the carrier sense range the case CS = 1(TRCS(R))
shows that Carrier Sense Tuning eliminates collisions that
caused by hidden nodes.

However, as previously stated, such increase of the car-
rier sense range may be not possible or not effective due to
obstacles. A reasonable value of the carrier sense threshold
corresponds to CS = 0.5(TRCS(0.5R)), for which we
can see that the collision probability decreases with the in-
crease of the contention window. If we choose a threshold
of an acceptable collision probability, we can find the con-
tention window for which the collisions will be negligible.
We also notice that the collision probability is significantly
smaller when the slot time is large (3840 µs).

Figure 9 show an inverse phenomenon the collision
probability due to contention increases with the radio car-
rier sense range (we only show the graph for the short slot
of 32 µs. The graph is almost the same for the long slot
of 3840 µs). This means that even if Carrier Sense Tuning
has a beneficial effect on collisions due to hidden nodes,
it increases other collisions. We can also see that when
choosing a sufficiently large contention window, we can

6



Rachman, Modeling Hidden Nodes Collisions in Wireless Sensor Networks: Analysis Approach

Figure 8: Collision probability due to hidden nodes, slot of 3840 µs.

Figure 9: Collision probability due to contention.

keep this type of collisions acceptably low.

CONCLUSIONS
In this paper, we have analyzed the hidden node prob-

lem and found expressions for the number of hidden nodes
and the probability of collisions. We have proposed to use
a sufficiently large value of the contention window to guar-
antee an acceptably low collision probability due to hidden
nodes: based on the characteristics of a given sensor net-
works (area, node density, antenna height etc.) we estimate
the number of hidden nodes and then fix the contention
window in function of the number of hidden nodes so that
the probability of collisions stays under some threshold.

As we use the transmission range as the worst case esti-
mate for the collision probability, the actual number of col-
lisions should be even smaller. We have simulated an ex-
ample sensor network based on ZigBee radios and shown
that our access method can lower the collision probability
in the desired way.
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