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where); is the eigenvalue corresponding to itie eigenvector of . algorithms for solution of extreme eigen-problems of a symmetric
If the initial guess is chosen on the unit circle (ijﬁzi” = 1), the fact matrix,” IEEE Trans. Acoust., Speech, Signal Processimg. 37, pp.

¢ e ! ' 1550-1555, Oct. 1989.
that the magnitude di;. is nondecreasing and (5) can be used to show
[10] that convergence occurs in all of the modes ik (2/Amax),
whereAnmax is the largest eigenvalue 6f;. Sinceln.x is difficult to
obtain, the conservative ruje < (2/tr(Sz)) is used instead, where
tr(Sz) = L(N — 1) ¥X5" BEly:(k)|* = LN(N — 1)o?, which can
be readily estimated if the signal-to-noise ratio is known.

Equation (5) suggests defining a normalized algorithm to eliminate
the||hx_1||* dependence in the convergence condition. The normal-
ized algorithm is obtained by using a variable gain fagtfhhs _: ||
at thekth step. Employing this variable gain factor yields

Norm(u=0.14)

Cascaded Power Symmetric IIR Filter Banks and
Continuity Constrained Adaptive Algorithms
for Acoustic Echo Cancellation in Subbands

Oguz Tanikulu and Anthony G. Constantinides

N 9 et N - N Abstract—The problem of aliasing in subband acoustic echo cancel-
ﬁk — izk —_— (w1 1" Skhi—1 — (1 Skhe_ ) hie—1) (6) lation (AEC) is addressed. Filter banks with implicit notch filtering are

B [ hiy |2 derived from cascaded power symmetric—infinite impulse response (CPS-
IIR) filters. It is shown that adaptive filters used with these filter banks

which is (3) of the main text. The convergence analysis of th[gust be coupled via continuity constraints to reduce the aliasing in the
normalized stochastic aradient update follows similarly and impli residual echo. A continuity constrained NLMS algorithm is therefore

. 9 p y P (?J?oposed and evaluated.
convergence ifi < (2/Amax)-

Index Terms—Adaptive filters, echo suppression, IIR digital filters.
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TABLE | }
ALLpass COEFFICIENTS OF Ho(z) AND Ho(z)
All-pass coef. Qg0 0,1 0,2 o1 0 o) 1 a1,2
y(z) 0.778242 0.118008 - 0.408292 - -
Hy(z) 0.666472  0.293250 0.037332 | 0.879585 0.472206 0.141475

limited due to the aliasing in the neighboring subbands. When highly . ; ; T T T T ' "
selective PS-IIR filters are used, aliasing appears as perceptually [

disturbing narrowband components in the residual echo [4]. The phage
distortion on the reconstructed near-end speech is also signific@ —20r
around subband edges. Therefore, notch filters were used in [4] 10 —40
deal with both problems.

The filter banks proposed in this correspondence perform notcE oo
filtering implicitly by reducing the computational complexity and 8 -eor
delay in the analysis and synthesis banks. It is shown that tI}%_100
adaptive filters operating in neighboring subbands must be coupleg
via continuity constraints in order to ensure the existence of implicifg
notches in the residual echo. The widely used NLMS algorithm iS'%—Mo-
therefore, reformulated, and the resulting AEC system is evaluateg sl

T
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with synthetic and real signals. <%
-1801
[l. POWER SYMMETRIC IIR FILTER BANKS 20005 01 048 0:2 0z 03 035 04 04 05
A PS-IIR filter has the transfer function Normalised Frequency

Ao(zg) a4, (22) Fig. 1. Amplitude spectra of various prototype filters. (a) PR-FIR (32-taps).

Ho(z) = 5 (b) PS-IIR; Ho( ). (¢) CPS-IIR; H2(z). (d) PS-IIR; Ho(2),w = (8/27).
: Pt 4272
A (%) = H 1:'_"5—._2 m=0,1 (1) Ill. CAsCADED PS-IIR (CPS-IIR) RTER BANKS
n=0 e Let Ho(z) be a lowpass, PS-IIR filter. Then, thefold CPS-IIR

transfer function
where 4,,,(z%) are cascaded second-order allpass stagesoang

are real coefficients. Methods for designing highly selective lowpass 2 (.) = [Ao(=") + = 1*41(32)117, p=234,- (2
PS-IIR filters can be found in [4]-[6]. PS-IIR filters satisfy thewer 2r

symmetric property, Ho(z)Hg(z™") + Ho(—2)Hi(—2"") = 1, s also lowpass. The passband sensitivityfhf( =) is very low [7],
and thenumerator symmetric propertgs described in [5]. Once a[8], and thereforeH{ (z) has an acceptable passband ripple for small
prototype lowpass filter is available, the corresponding mirror image Moreover, the stopband attenuationgpigimes higher, as shown
highpass filter is given by, (z) = Ho(—=z). Let = = ¢’; then, in Fig. 1, where(F, P1) = (2,1), and the stopband frequency is
|Ho(7/2)| = |H:i(7/2)| = 1/+/2 independent ofy; ;, and therefore, 6. = 1.885 rad for Ho(z) andp = 2. A PS-IIR filter Ho(z) with

a binary-tree subband decomposition is necessary. The multirate amplitude spectrum similar to that &3 (z) is designed with
analysis bank (MAB) and the multirate synthesis bank (MSB) ca, P1) = (3,3) and §, = 1.885 rad. The allpass coefficients

be efficiently implemented in polyphase form [4], [5]. of Ho(z) and Ho(z) are tabulated in Table . A 32-taperfect
When the synthesis bank filters are definedzasz) = 2Hy(z), reconstruction(PR) FIR filter is also designed [5], whose amplitude

and Gi(z) = —2H,(z) for aliasing cancellation, the input—outputspectrum is also in Fig. 1.

transfer function of the cascaded MAB and MSB is given by After expanding (2), we have

T(z) = 2 'A(z*)A1(2?) [5]. There is no amplitude distortion L

since T(z) is allpass. There is, however, phase distortion, and it Hi(z)= > < b ) APTALT 3)

is most significant around = (x/2) [4]. In [4], distributed notch A

filters (DNF’s) are inserted at the input of each binary MAB so th%here we denotelo(=2) by Ao and A, (-2) by A, for convenience,

the spectral components around the subband edges are attenuattcaJI ey def
; . ; : an ) = (m!/nl(m = n)).
over a narrow bandwidth. The basic DNF is designed from a PS-_ *» . .
) . C oo Remark 1 (Polyphase StructurepAssume thatp is even; then,
IIR filter [4], and it has the transfer functioV(z) = (1/2)[(y. + from (3), HE(2) = (Ag(=?) + 2~ 4, () /2, where
2T 2T iz ) (T 42T Iy 4 (3) Hy(2) = (Ao (=) + 27 A (21)/2,
7227 %)+ (¢4 277 /1+¢=7?)]. The parameters of a typical DNF are 1 2 » i i o
¢ = 0.8 .y = 0.127101,4, = 0. 2. Note that highly = Ao(z7) = T Zo; ) Ao T Az
0.854 081 0.127101 0.919032. Note that highly ~ Ao(z") po2i) A0 A (4)

21
selective PS-IIR filters can be difficult to design for larg®,, P;). =0
An alternative design based on cascaded PS-IIR filters is described | e v . :
y 2y p AP—2i—1 42i4+1 _—2:¢
in the next section. A2 = 55 > <p i 1) Af AT (B)

i=0
1 . ) ) The corresponding mirror image highpass filter is therefore given
The power symmetric property and the paraunitary property are equivalen

PN — (A (22 _ —1 4 (.2 . .
for two-channel causal FIR QMF filter banks. See ([5, Sec. 14.9]) for Hy (f) = (Ao(z7) o~ 41(z7)/2), and the rgsultlng fl_lter _bank
extended discussion on the paraunitary propertysfiachannel(m > 2) IR~ €an be implemented in polyphase form, which is shown in Fig. 2 for
filter banks. p = 2.
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approximation error occurs over 1.11% of the entire bandwidth;
6 € [0,x].

IV. GENERIC TwO-BAND AEC UNIT

In this section, we obtain the conditions such that the aliasing
at the output a generic two-band AEC unit [4] is attenuated by
an implicit notch filtering operation. Let us make the following
definitions in theZ domain: X (z) is the loudspeaker signaf(z)
is the acoustic echo path that we take as linear and time-invariant
[3]. Then,D(z) = S(2)X (z) + Q(=) is the signal captured by the
microphone, whereS(z) X (z) is the acoustic echo, ar@(z) is the
near-end signalE'(z) is the fullband residual echo signal, a6{ =)
is a2 x 2 predictor matrix whose off-diagonal terms are taken as zero
since cross-channel identification is not performed [3], [4]. Define the
. . . . . vectorsz(z) = [X(2) X(=2)]T.q(2) Z [Q(2) Q(=2)]T.g(2) =
Fig. 2. Polyphase implementation of the multirate CPS-IIR filter bang[Hg(Z) —Hf(z)]T and the diagonal matrices
(p = 2). (a) Analysis bank. (b) Synthesis bank.

(b)

def

S(z) = diag{S(z),S(-=z)},

Theorem 1: Consider (2), and lgt be even with the analysis bank ce) der ding{Cr 1().Can(2)}. and

filters defined adl} (z) and HY (z). Let the synthesis bank filters be

. ! Pl P,
Go(z) © 2H2(2), and Gy (z) & —2HP(2). Then, i) the transfer H(z) = {g?)(f> g}(i)}
function of the cascaded MAB and MSB is given by 1(2) 0(2)
T(g) = /:_1,10(;2)141(32) (6) We then have [4F(z) = % g" () ([H(2)8(z)—C(z1)H()]x(2)+

. , s H(z)q(z)), which on the unit circle yields
and ii) we have((p/2): odd = Ao(z°)|._. ;== 0), and

((p/2): even= A;(z*)|.__jx/= 0). Hence,T((r/2)) = 0 for E(6) = ([HZ?(0) — H?(0)]S(6)
zlil/lllAeL;’/enpc,| irlz/(ljéc;tint% that(th;aQr)e is a notch at the output of the cascaded — [H2(6)C11(26) — H(8)Ca2(20)]) X (6)
an atd = (n/2). 2p 2 . .
The proof of i) is by analogy withi'(z) = 2~ 40(2%)4,(2?) for - HOO () H; (93[0‘*‘ (260) = C2>(20)]X (6 — m)
the PS-IIR filters. The proof of ii) follows after evaluating (4) and + [Ho"(0) — Hi"(6)]Q(6). 9)

(5) at# = (w/2). Note that wherp is odd, the CPS-IIR filter bank

can be expressed in polyphase form. However, it can be verified tha{:rom Theorem 1, the last term in (9) is the near-end signal
there is no notch af = (r/2). reconstructed with a notch @t = (7/2). Note that the near-end

The bandwidth of the implicit notch in relation to the allpas§i9na| is reconstructed without aliasing. The second term is due to the
coefficients of the prototype lowpass PS-IIR filtéfo(=) is an aliasing of the loudspeaker signal. Let us evaluate (9) at(x/2)
important design parameter. An approximate expression for tr‘?}Ed use Theorem 1. We have

parameter is gbtained_geglogv for = 2. From (4)—.(6), we have E(E) :_[ng (E) Cy 1 (n)
IT(6)] = 5 |45(6) + e~7*" 41(8)]|. Furthermore, using the allpass 2 2
propertyAq (8) = /%0 4, (8) = 7910 we gel|T(e+(r/2))| = e (—) c.m(n)] X (3)
| cos(e+(m/2)+da(e+(7/2))— 1 (e+(m/2)))|. At the 3-dB point, .y 7r2 e 2
IT(e+(/2))| = 1//2, or equivalently f(¢) = e+ (7/4) +do e+ - Hy (5) H, (5) [Cri ()
(m/2))— d1(e+(n/2)) = 0. The phase responseés,(8),m = 0,1 _ v(_T
are given by [4]6,,(f) = —2 /77" arctan (1 — apmn/1 + CQ’Q(TF)]X( 2)' (10)
a.m,n ) tan(f)) from which it can be shown that Clearly, if
m
8@777, € + a .
% Y ‘Cu(n) = Cya(n) ‘ an
Pt 2m, (6 + E) all terms in (10) vanish, and we ha¥& (7 /2)) = 0. Therefore, if the
—_9 Z L+ amn , i 27 | o =0. (7) continuity constraintn (11) is satisfied, then the residual echo signal
m - amn de? at6 = (w/2) is identically zero. Furthermore, since the notch due

to the CPS-IIR filter bank has a nonzero transition band, the spectral

Furthermore, we also havg(0) = (w/4). Therefore, from the components around = (7/2) will also be attenuated.

truncated Taylor series of () around e = 0, the bandwidth
corresponding to the 3-dB points of the notch is approximately
obtained as V. CONTINUITY CONSTRAINED NLMS (CC-NLMS) ALGORITHM
E In the four-band binary-tree decomposition in Fig. 3, the continuity
BW <o le] ~ 2 . (8) constraints across the subband edges:ared, b = b, ande = ¢. At
oty gy @0,n ity W1 n the reduced rate, these are constraints ate=at) and¢ = =, and
1-2 Z 1— aon +2 1— a1, in terms of the adaptive filterd’;, i = 1,2, 3, 4, they are given by
n=0 ’ n=0 ’
. TYW. (1) — Z V17 (1 T (1N — VT (1.
For instance, thé8W corresponding to the CPS-IIR filtei3 ( z) 2y Wilk) = 23 Wa(k), Ky Wa(k) = Kq Walk)

in Fig. 1 is 0.157 rad. From (8), we ha@iW = 0.122 rad. The 2] Wa(k) = 2] Wi(k) (12)
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constraints are satisfied. This can be achieved simply by initializing
all coefficients to zero. These manipulations lead to

¥
¥
A

paea(k)
X2 (k)3
juaca (k)

S
o
™

ada b

5 Li+Li -2Ke 0
— 0 K32z, Lo+Ls KIZ
&n/zﬂ T 0 27K, Ls+1La

pren(k) L7
ald b Clc b X1 (k)Z

| _pzea(k) paca(k)
(| X2 (R)|13 (|1 X ()13
paca(k)

; 1t/22 T ; T2 A T paes(k) .
: i = e Emmr

27 X (k)

g Xo(k) — KiXa(k)|. (18)

o

a b 7 ; b ¢ If Lo and L, are chosen as even numbers, thBhK, = 0,
Vr*\ Fj and 2/ K, = 0. Since the matrix on the left-hand side of (18)
¢ 3 7 ) becomes diagonal\; can be solved in a straightforward manner.
T T T n Note that a safety constant > 0 can be added to each normalization

L L |

: o I factor || X;(k)||3, and this does not violate the continuity constraints.
VVl(e) sz(e) ‘/V3(e) M(e) The CC-NLMS adaptive algorithm for eight subbands is tabulated

) . - ._in Table II.
E(l)gn.sit%r.ainli;).ur—band binary-tree subband decomposition and the contlnwty_l_he terms(uiei(k)/||Xi(k)||22)Xi('k) are already computed in
(14)—(17). Therefore, no multiplication operations are required in
def aer order to compute\;. However, further addition/subtraction oper-
where 2" = [I =11 -1 --Jixz,,K] = [1 111 --ixz, ations are necessary. Compared with NLMS algorithms running
andL;,i = 1,2, 3. 4 are the number of adaptive coefficients in eacthdependently in four subbands, the increase in the number of real
subband. Note that the continuity constraints are mild in the sense thadition/subtraction operations is given [iy(g +2Y%, L) at
the adaptive coefficients are only forced to be spectrally continuogte full rate.
across the subbands.
Consider the overall cost function

VI. SIMULATIONS

4
F _1 Z <||W,'(k) — Wik —1)|3 Experiments are conducted where the level of echo cancellation
2 & is measured by using the segmental echo return loss enhancement:
1 Tt a2 S-ERLE(i) & 101og,, (S s PRSI s (k)i =
||X,(]<)||§ [1‘L (k)uz(k) yt(k)] ) 1’___7 where
+ M[ZTWi(R) — 25 Wak)] 4+ A2 [Ks Wa(k) 5( window size;
S 2Ty 2T (1 d(k) microphone signal;
Koa Walk)] + Al 25 Wa(k) = 24 Wa (k)] (13) e(k) corresponding fullband residual echo signal.
where A1, X2, and As; are the Lagrange multipliersyi(k) = The maximum and the mean values of S-ERLE(j) are computed over
X" (k)W;(k — 1) are the adaptive filter output, arfoX;(k)||3 ' . The time of initial convergence (TIC) is also measured as the
XT(k)Xi(k). Let us also definee;(k) < di(k) — yi(k) = time elapses until S-ERLE(# 10 dB. Four techniques are used for

(1/pi) [X (B)Wi(k) — yi(k)]. If we omit the constraints, the €cho cancellation. First, the PR-FIR filter in Fig. 1 and the NLMS
minimization of (13) will lead to NLMS algorithms running algorithm are used. Second, subband decomposition is performed by
independenﬂy in each subband. After taking the derivativegjﬁf PS-IIR filter banks. Thlrd, the preViOUS teChniqUe is used with the
with respect tol¥;(k) and equating to zero, we obtain the updat®NF’s [4] whose parameters are given in Section V. Finally, the

equations proposed CPS-IIR filter banks are used with the CC-NLMS algorithm
ner () presented in Section V.
Wi(k) =Wi(k—-1)+ LZ Xi(k) — A1 24 (14) Experiment 1: The loudspeaker signal is chosen as zero-mean and
I ()1l white with unity variance. A 256-tap car cockpit echo path impulse
Wa(k) =Wa(k — 1)+ M X (k) response is used [4]. The number of subbands is 4, and the step sizes
1 X2 ()13 in each subband are chosen as 0.5. Each subband adaptive filter has
+ A 20 — MK (15) 64 coefficients.
. } puses(k) o * The amplitude spectra of the residual echo signals after conver-
Wa(k) =Walk = 1) + (1 X5 ()2 Xa(k) = A2 (18) " gence are illustrated in Fig. 4. In Fig. 4(a), for a PR-FIRNLMS
paea(k) technique, the residual echo signal has high-energy components at the

Wi(k) =Wa(k —1) + m Xa(k) subband edges. In Fig. 4(b), with PS-IIR filters, these components
* * : have narrower bandwidth but similar peak values. DNF’s inserted,
+ ASKs + A5 24 17) . . . -
as described in [4], lead to the improved state in Fig. 4(c), where
where 7, A3, \5 are the optimal Lagrange multipliers. the notches are clearly visible. Finally, for the proposed CPSHIR
We now make use of the continuity constraints in (12) by calculaBC-NLMS technique in Fig. 4(d), the notches at the subband edges
ing 2 (14) — 27 (15),K4 (13) — K4 (17), and 25 (16) — Z (17).  are again clearly visible. The notches in Fig. 4(d) are less pronounced
Note that we also us&; Wi (k — 1) = 2, Wa(k —1),K5 Wa(k — than the notches in Fig. 4(c). This can be expected since in the former
1) = K{Wy(k — 1), and 2/ Ws(k — 1) = Z/W,(k — 1) as case, the DNF's remove energy from the loudspeaker and microphone
the continuity constraints at the previous instant. Therefore, it $gnals as a preprocessing operation [4]. In the proposed CP$-1IR
required that the adaptive coefficients are initialized such that thaS€-NLMS technique, however, the notches are only formed after
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TABLE I
EiGHT-BAND CC-NLMS ALGORITHM

Initialisatlion: Wi (0)=0p,,:=1,...,8, L;: even
Constraints: ZIT Wi(k) = Z;-WZ (k) }C2 Wy (k) = /CIW4(k)
KiWa(k) = K Wr(k), Z] Wa(k) = Z7 Wa(k)
Z Ws(k) = Z¢ We(k), Kg We(k) = K3 We(k)
2] Wa(k) = Z{ Ws(k)
Update equations: e;(k) = d;(k) — X (k)Wi(k —1),i=1,...,8
* 1 1eq1{k T upeq(k T
N = b (R 27 X (0 — ”232 Xa(k))
* __ 1 poea (k) T jiaeq(k
Ay = 2z Vz+l2|X22(/€)”2}C Xa(k) - Tm%c)ﬂf Xa(k))
* H3Ee3 ) Hr€e ( !
As = L2+L7 (i k)IP TX5(k) — i 7 X))
AZ = L1+L4 (szﬁ;a H2 Z;—Xd(k) #&(_#ZIX‘AIC))
* 15 €5 T 1oe6 (k
/\5 - Lr+L6 (V5+‘-ﬁX “22 X5(k) - Vs-ll—ﬁXas ||2 G(k))
* L€ k igeg (k
X = rtr <W;ﬁ;< ks Xo(k) - ﬁfc Xs())
* ure T uses (k T
V= i (g 27 X () = i 20 Xa k)
Wi (k) = Wy (k—1) + W(_,gw (k) = X2,
Wa (k) = Wa(k — 1) + V2+|2|§(22k iz Xa(k) -+ XiZ2 — A5Ks
_ uz e
Ws(k) = Wa(k— 1)+ l/q-{-“X';(k)lP Xa(k) — MK — M52,
W4 (k) = W4( 1) Vq':'tﬁ;:l “2 4(k) + A IC4 + )\ 24
_ ts e
W (k) = We(k — 1) + V5+|5|X55$Ck)||2 s(k) — At Zs
Wﬁ(k) = Ws(k ) us-;jﬁisﬁ G(k) + A} ZG — Ak }C()
Walk) = Wik —1) + wfﬁ; O
We(k) = Wg(k— 1) + Wfﬁ;‘& Xs(k) + AiKs + AxZs
TABLE 11l

EXPERIMENTAL RESULTS WITH WHITE INPUT SIGNAL. THE NUMBER OF SUBBANDS Is 4

Mean(S-ERLE) (dB)
Technique Max(S-ERLE) {(dB)}  at the steady-state
PR-FIR + NLMS 10.57 9.81
PS-IIR + NLMS 15.29 14.01
PSIIR { DNF + NLMS [4] 26.38 2584
CPS-1IR 4+ CC-NLMS 23.01 22.05
TABLE IV

EXPERIMENTAL RESULTS WITH REAL SPEECH RECORDINGS THE NUMBER OF SUBBANDS Is 4

Technique Max(S-ERLE} (dB) Mean(S-ERLE) TIC-10dB (msec.)
PR-FIR + NLMS 20.53 11.27 112.0
PS-1IR + NLMS 21.14 11.88 80.0
PS-1IR + DNF + NLMS [4] 22.34 13.48 80.0
CPS-1IR + CC-NLMS 22.12 13.02 80.0

adaptive filtering at the output of the synthesis bank. The results &8-1IR+ DNF + NLMS technique. The PR-FIR NLMS technique

summarized in Table Il yields the lowest ERLE performance and the slowest convergence
Experiment 2: Experiments are conducted with female and maleehavior.

speech signals recorded in a car at 8-KHz sampling frequency under

the single-talk condition. The step sizes and the lengths of the VII. CONCLUSIONS

adaptive filters are the same as in the previous experiment. The resultsqer symmetric IIR filters are used in cascade form, and new

are presented in Table IV, where Max(S-ERLE), Mean(S-ERLE}nalysis and synthesis banks are proposed that can be implemented

and TIC-10dB are provided, with = 250 corresponding to 32-ms in polyphase form. It is shown that when the number of cascades is

windows. The results indicate that the performance of the proposegen, there is a notch at the subband division frequency at the output

CPS-IIR+ CC-NLMS technique is close to the performance of thef the analysis bank followed by the synthesis bank. The bandwidth
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45, pp. 901-912, Apr. 1997.

[5] P. P. VaidyanathanMulti-rate Systems and Filter Banks Englewood
Cliffs, NJ: Prentice-Hall, 1993.

[6] T. Q. Nguyen, T. L. Laakso, and D. Kaoilpillai, “Eigenfilter approach
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Fast Ambiguity Processing in SOFAR Propagation
Involving Periodic Signals and M Sequences
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Fig. 4. Amplitude spectrum of the residual echo for (a) PR-RIRILMS. Abstract—Fast ambiguity processing can be used in active time delay

(b) PS-IR+ NLMS. (c) PS-IIR+ DNF + NLMS. (d) CPS-lIR+ CC-NLMS  and Doppler identification in the sound fixing and ranging (SOFAR)

techniquew = (#/2m). propagation context. They need periodic signals generated from pseudo-
random M sequences. In the particular case of the SOFAR, the range of
the observed Doppler effect enables use of the fastest version, provided

of the notch is estimated in terms of the allpass parameters of thet the periodicity of the signal is correctly adjusted.

prototype PS-IIR filter. By investigating the generic two-band AEC, it | o Terms—Computational complexity, delay-Doppler ambiguity, 1/

is shown that the adaptive filters in the neighboring subbands mustdaguences, periodic signals, SOFAR propagation.

coupled via continuity constraints. The NLMS algorithm is modified,

and the CC-NLMS algorithm is proposed. The experimental results

validate the anticipated attenuation of the aliased spectrum around . INTRODUCTION

the subband division frequencies. A high delay-Doppler resolution signal having good propagating
The continuity constraints in the proposed techniquepaiatwise properties in the sound fixing and ranging (SOFAR) channel is

constraints that are enforced only at the subband edges. More wg#nerally a wideband signal modulated around a carrier frequency

defined notches can be obtained, i) by further imposing the continuity. Its complex analytic form is

of the derivatives of the spectrum at the subband edges and ii) by -

forcing a higher number of continuity constraints in a narrowband s(t) = 3(t) exp(j2m fot), 0<t<T. @)

arour_ld each _su_bband division frequency._ Efoth' alternatives can Eka(;) stands for the complex envelope of the signal of duraffan
considered within the same Lagrange optimization framework. Vafte received analytic signalt) is of the forms(t — 7), wherer

lous |_mpler_nentat|o_ns_of Ieast-sguares adaptive algorithms can ig?he propagation delay. In this correspondence, first-order Doppler
modlfled with continuity const'ralnts for faster convergence and dect, i.e., a linear variation of delay(t), is considered:
higher level of echo cancellation. ’
r(t) = s(t — 7(t)) = 5(&t — 70) exp(y2w foét) 2
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