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                                Abstract 

  The eliminated data in Lorentz dynamical system is restored by using the generalized Prin-
cipal Component Analysis(PCA). The restored data and the original data which has been 
eliminated, are compared. Both data have good coincidence. Adopting the original data only 
(case 1)• and the data which includes partly the restored one (case 2), the reconstruction of 
Lorentz dynamical system, i.e. the system of the original differential equations, is examined 
respectively by the method of repeated PCA.
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1 Introduction

Recently, with the rapid progress of the elec-

tronic technology, the beginning of the operation 

of the newly constructed many large telescopes, 

and the increase of the opportunity of observa-

tions in the space, a large number of huge data 

base have been constructing in the field of obser-

vational astronomy. In these observational data 

base the small partial lack of the data is common. 

If we make an analysis of the data statistically, 

we should adopt the data as much as possible 

regarding not only physical quantities but also 

the number of observed stars in order to produce 

the increased statistical accuracy. For example, if 

there is one star which has all observational data 

of the physical quantities except for one quantity, 

it is too wasteful to exclude all the data of such 

a star. From this point of view, the imperfect

data should be included in the analysis if the im-

perfectness is small and the adjusted values are 
restored by some valid method. 

In this paper, we simulate the restoration of 
the eliminated data produced with the numer-

ical integration of the differential equations in 
Lorentz dynamical system (Lorentz 1963) by the 
method of generalized PCA (Unno and Yuasa 
1992) which gives the most probable adjusted val-
ues to the imperfect data (Singh and Yuasa et 
al.). After the restoration, the restored data and 
the original one are compared. The restoration 

error is small and both data have rather good co-

incidence. 

In addition, we examine the reconstruction of 

Lorentz dynamical system, i.e. the system of the 

differential equations from which we have pro-
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duced the original data with the numerical in-

tegration. The reconstruction is performed by 

using the method of repeated PCA ( Unno and 
 Yuasa 2000).  Two cases are examined, namely, 

one case uses the original data only and another 

case uses the data which includes partly the re-

stored one. The accuracy of the reconstruction 

in the case of including the restored data some-

what decreases in comparison with the case of 

using the original data only. But in some case, 

the data partly including restored one gives the 

similar reconstruction accuracy to the case of us-

ing the original data only.

2 Restoration 

nated Data

of the Elimi-

We have produced the original data of Lorenz dy-

namical system with the numerical integration of 

the following equations:

where < Q > and or represent the mean value 
and the standard deviation of the quantity Q re-

spectively. If we introduce the weight w(ii) for Q(i2) 

and the another weight vr = 1— w~2) for the vir-
tual added data 4), the elimination of the data 
Qls) corresponds to putting wls) = 0 and all other 
weights wr except for wls) equal to 1. 
In this simple case, the virtual added data x(1s) 
becomes the restored data of Q(1s) (Yuasa et al. 
2005). The value of x(1s) is given by the solution 
of the following separated simultaneous algebraic 

equations:

where a=10,b= —8 3 

The numerical integration has been performed by 

Runge-Kutta method, adopting x(0) = 0, y(0) = 
1, z(0) = 0 as the initial condition and the step 
width 0.0002. Then we have adopted every 10 

step values between t= 0 and t= 1.6 as the orig-

inal data x(i), y(i) and z(i) (i = 1, • , 800) for 
the following analysis. 

Using the method of the restoration (Unno, and 
Yuasa 1992) which gives the most probable ad-
justed values to the missing data, we have ex-
amined the simulation of the restoration of the 
data by eliminating one value of the specified 
varaible for each i of the original data. The proce-
dure is mentioned in the following. Embedding 
the prepared data, namely Q(ii) = x(i), Q22) = 
y(i), Q3) = z(i), Q(4i) = x(i)y(i), and Q(5L) = 
z(i)x(i) (i = 1, , 800), in the 5-dimensional 
space, we eliminate one of the data, for example 

Q (is) 
The normalized data qr (j = 1, • • • , 5; i = 
1, • • • , 800) for applying PCA is introduced by

where A is the l-th eigen value of PCA and µj 
represents the j -th component of the l-th eigen 
vector of PCA. 
By changing the columns of original data Q(ii) and 

Q2Z), we can compute the restored value x28)for 
supplementing the eliminated value q8). In the 

same manner, we can get the restored values 

x3s),x4s)andx5s) forthe eliminatedvalueq3s),q48) 
and q5 (s) respectively. The restoration error, 
namely the difference between the restored data 

and the original data is shown in Fig.1 N Fig.3 

for the case of the elimination and restoration 

of x(s), y(s) and z(s) (s = 1, •••, 800) respec-
tively. In each Fig. the horizontal axis is the dif-
ference between the normalized original vaiable 
qj(s) (mean value is 0 and the standard deviation 
is 1) and the restored value x~s) and the verti- 
cal axis represents the frequency distribution of 

the corresponding data. These Figs. show the 

restoration error is small, though there is a lit-

tle remarkable restoration error in the variable z. 

We can conclude the restoration is successfully 

performed.



Restoration Error

 Fig.1. The frequency distribution of restored dat~ 

is shown with respect to the restoration error, i.e 

qis) (eliminated value of x)-xis) (restored value of x 
for s = 1, • • • , 800.
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Fig.2. The frequency distribution of restored dat~ 

is shown with respect to the restoration error, i.e 

q2s) (eliminated value of y)-x2(8) (restored value of y 
for s = 1, • • • , 800.

Restoration Error

Fig.3. The frequency distribution of restored data 

is shown with respect to the restoration error, i.e. 

q3s) (eliminated value of z)-x3(8) (restored value of z) 
for s = 1, • • • , 800.

3 Reconstruction of the Dy-

   namical System 

We reconstruct Lorentz dynamical system by 
the method of repeated PCA (Unno and Yuasa 
2000), using the original data only (case 1) and 
the data which includes the restored data partly 

(case 2). We mention case 1 first. At the early 
stage of this study we have prepared 5000 data 

(from t = 0 to t = 10). We have examined 
the reconstruction by using several kinds of data 

number. Even if we adopt 2000 or 5000 data 

the results have been same as 700 data at least 

2 main significant digits. If we adopt 800 data 

(from t = 0 to t = 1.6, time interval is 0.002) 
and embed them in the 9-dimensional space, i.e. 

x, y, z, x2, y2, z2, xy, yz and zx, we have got the 

following reconstructed equations: 

-x = —10.389x + 10.115y — 0.001z 
dt 

—0.000x2 — 0.000y2 + 0.000z2 

+0.000xy — 0.000yz + 0.010zx 
    —0.001, (6) 

   dy 
   ~t= +29.138x — 1.698y + 0.142z 

+0.012x2 — 0.002y2 — 0.003z2 

—0 .002xy + 0.027yz — 1.034zx 

    +0.179, (7) 
dz  

    dt= +0.017x — 0.008y — 2.739z 
          —0 .007x2 — 0.025y2 + 0.003z2 

+1.038xy — 0.001yz + 0.004zx 

    +0.007. (8) 

The difference between these equations (6) r (8) 
and the original Lorentz equations (1) — (3) is 
rather small. We have succeeded in the recon-

struction of the Lorentz dynamical system within 

the accuracy of almost 2 significant digits for each 

coefficient of variables in the right hand side of 

the corresponding differential equations. Next we 

show the results of case 2. If we adopt 740 orig-

inal data (from 1 to 740) and 10 restored data 

(from 741 to 750) whose restoration error seems 
to be rather large (case2-A), the reconstructed



equations are as follows:

dx 

dt 

dy 

dt 

 dz 

dt

—14.074x + 11.902y — 0.703z 

—0.139x2 + 0.038y2 + 0.031z2 

+0.006xy — 0.018yz + 0.084zx 

—0 .457, 

+29.264x — 1.757y + 0.164z 

+0.016x2 — 0.004y2 — 0.004z2 

—0 .002xy + 0.027yz — 1.037zx 

+0.196, 

—0.587x + 0.276y — 2.849z 

—0 .030x2 — 0.018y2 + 0.008z2 

+1.039xy — 0.004yz + 0.016zx 

—0 .073.
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Fig.6. The variation of the error of the coefficients, 

Ac, ofdtinvolved in including the restored data 
partly. At 745 and 750 on the horizontal axis, 5 

and 10 restored data are used respectively.
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Fig.4. The variation of the error of the coefficients, 

Ac, of "4/7 in including the restored data 
partly. At 745 and 750 on the horizontal axis, 5 

and 10 restored data are used respectively.
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Fig.5. The variation of the error of the coefficients, 

Ac, of involved in including the restored data 

partly. At 745 and 750 on the horizontal axis, 5 

and 10 restored data are used respectively.

Equations (9),-/(11) indicate the accuracy of the 
reconstruction of the differential equations some-

what decreases in comparison with the case of 

using the original data only (equations (6)—(8); 
case 1). 
In Fig. (4)—(6), we show the error of the coeffi-
cients, which is computed with the formula, Ac = 

'Vz_a~o(ci — ci(o))2, where ci and ci(o) (i = 
1,•••, 9) represent each coefficient of the vari- 
ables x, y, z, x2,y2,z2,xy, yz and zx in the right 

hand side of the corresponding reconstructed and 

original differential equations respectively, and co 

and co(o) are the constant terms in the same 
meaning. 

In each Fig. the error of the coefficients, Ac, is 

computed by adopting the original data only up 

to 740 on the horizontal axis. At 745 and 750 on 

the horizontal axis, we have included the restored 

data by 5 (from 741 to 745) and 10 (from 741 to 
750) respectively. We can see from these Figs Ac 

                             dy 
is somewhat increasing after 740 except fordt•                             dt 

The restored and added data does not seem to 
be so useful.

And if we adopt 700 original data and 10 restored 

data whose restoration error seems to be rather



small (case 2-B), the reconstructed equations are
as follows: 

   dx 
   dt 

   dy 
 dt 

   dz 
  Tit

 —10 .631x + 10.236y — 0.084z 

—0 .011x2 + 0.003y2 + 0.003z2 

+0.001xy — 0.001yz + 0.014zx 

—0.042(12) 

+29.130x — 1.694y + 0.138z 

+0.011x2 — 0.002y2 — 0.003z2 

—0 .002xy + 0.027yz — 1.034zx 

+0.178(13) 

+0.041x — 0.019y — 2.729z 

—0 .006x2 — 0.025y2 + 0.003z2 

+1.038xy — 0.001yz + 0.003zx 

+0.011(14)
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Fig.7. The variation of the error of the coefficients, 

Ac, of dt involved in including the restored data 
partly. At 705 and 710 on the horizontal axis, 5 

and 10 restored data are used respectively.
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Fig.8. The variation of the error of the coefficients, 

Ac, of dt involved in including the restored data 
partly. At 705 and 710 on the horizontal axis, 5 
and 10 restored data are used respectively.
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Fig.9. The variation of the error of the coefficients, 

Ac, ofdtinvolved in including the restored data 
partly. At 705 and 710 on the horizontal axis, 5 

and 10 restored data are used respectively.

In both of case2-A and case2-B, the restored 

data is used with respect to the variable x. If we 

compare the results of case 1 and case 2, we can 

see the variation of the coefficients is large in the 

equations (9) and (12). The reason is interpreted 
as we have used the difference of x in the deter-

mination of the reconstructed equations (9) and 
(12). So the two equations are effected directly 
and other equations are effected indirectly by the 

difference of the restored variable x. 

In each Fig. (7)N(9), the error of the coefficients, 
Ac, is computed by adopting the original data 

only up to 700 on the horizontal axis. At 705 

and 710 on the horizontal axis, we have included 

the restored data by 5 (from 701 to 705) and 10 
(from 701 to 710) respectively. We can see from 
these Figs Ac is almost similar before and after 

700 on the horizontal axis. So, we can conclude 

the restored data is useful and should be included 

in the statistical analysis to improve the accuracy. 

In case 2-A we can not say such a recommenda-

tion. In the real data analysis, case 2-A and case 

2-B are to be mixed. We will investigate further 

examples to clarify the meaningfulness of includ-

ing the restored data in the statistical analysis.
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