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Ab initio description of nonlinear dynamics of coupled microdisk resonators with application
to self-trapping dynamics
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An ab initio approach is used to describe the time evolution of the amplitudes of whispering gallery modes
in a system of coupled microdisk resonators with Kerr nonlinearity. It is shown that this system demonstrates
a transition between Josephson-like nonlinear oscillations and self-trapping behavior. Manifestation of this
transition in the dynamics of radiative losses is studied.

DOI: 10.1103/PhysRevA.83.053839 PACS number(s): 42.60.Da, 42.55.Sa, 42.65.Sf

I. INTRODUCTION

Whispering gallery modes (WGMs) are optical excitations
that exist in axially symmetrical optical resonators. In the
geometric optic framework they can be described as waves
propagating at large incidence angles along the surface of
the resonator and trapped in an optical potential arising due
to total internal reflection. Due to high Q factors and small
mode volumes of WGMs, one should expect a significant
enhancement of nonlinear effects in such structures [1–3].
Indeed, a variety of nonlinear phenomena such as ultralow
threshold Raman lasing [4], parametrical optical oscillations
[5], and optical comb generation [6] have been experimentally
demonstrated in WGM resonators. Theoretical understanding
of these effects, however, relied mostly either on purely
phenomenological approaches similar to that of Ref. [7] or
employed approximations of the mean-field type [3,8].

When several WGM resonators are placed in the proximity
of one another, they become optically coupled due to overlap-
ping evanescent tails of their respective modes. The resulting
collective optical excitations in linear regime have been ob-
served experimentally in coupled microspheres and microdisks
[9–11] and described theoretically within the framework of
ab initio approaches [11–14]. At the same time, the nonlinear
optics of coupled microresonators is still in its infancy. While
lately there was a significant uptick in theoretical attention to
this field [15–18], no experiments in this area have yet been
reported. This rise of interest to optically coupled resonators
is fueled by expectations that these systems would allow for
a convenient experimental studies by optical means of some
important nonlinear effects of generic nature. In this work we
demonstrate theoretically that coupled microdisk resonators
with instantaneous Kerr nonlinearity is a convenient system
in which such nonlinear effects as Josephson oscillations and
self-trapping can be demonstrated. This system is significantly
simpler for experimental realization than those considered in
Refs. [15,17,18], and we expect, therefore, that this work will
motivate experimental studies of nonlinear optical properties
of microdisks and other coupled WGM resonators.

Unlike previous theoretical works relying on phenomeno-
logical models [15–18], we use an ab initio approach to
derive equations describing nonlinear dynamics of collective
WGM excitations in this system. We show that under certain
conditions these equations can be presented in the form of a

modified discrete nonlinear Schrödinger equation (DNLSE).
The DNLSE is a prominent model known to describe suc-
cessfully the dynamics of systems as diverse as Bose-Einstein
condensates (BECs) in optical lattices, polarons, optical fibers,
and biological molecules [17–26]. The DNLSE describes such
nonlinear phenomena as self-trapping, discrete breathers, etc.,
and demonstrate anomalously slow relaxation dynamics [27]
(due to boundary losses) similar to the one that appeared
in glass materials. This relaxation dynamics has generated
recently a great deal of theoretical interest in the context of cold
atoms [28–31] and coupled cavities [17,18]. At the same time,
while self-trapping in systems with conserving the number of
particles or energy has been observed experimentally [24], it
is yet to be observed in any physical realization of the DNLSE
with losses.

In this work, we demonstrate that the system of coupled
microdisk cavities provides a convenient platform for studying
nonlinear dynamics in the presence of relaxation. While radia-
tive losses in such a structure are intrinsic to each disk, one can
introduce an imbalance of the losses required for anomalous
relaxation by coupling one of the disks to a tapered fiber. Such
an arrangement, which is usually used to excite WGMs, is
known to reduce the Q factor of the fiber-coupled resonator
[32] providing thereby a faster relaxation channel through the
boundary of the structure. We demonstrate that at certain
threshold values of initial conditions and nonlinearity the
dynamics of the system exhibits a transition between nonlinear
Josephson-like oscillations of light intensity between the disks
and a self-trapping behavior. We also show that the transition
between these two regimes is manifested in different kinetics
of radiative losses in Josephson and self-trapping regimes.

II. Ab initio DYNAMICAL EQUATIONS

While we focus in this paper on a nonlinear dynamic of two
laterally coupled microdisk resonators, the general dynamic
equations can be derived for a more general case of N disks,
provided they all lie in the same plane, which is parallel to their
surfaces. In the spectral region of high-Q WGM resonances
electromagnetic field of a single disk can be described by a sim-
plified two-dimensional model [33], in which its electric [for
transverse magnetic (TM) modes] or magnetic [for transverse
electric (TE) modes] field is perpendicular to the disk’s surface
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and is, therefore, characterized by a single function F (i)(r,t).
In this approximation, the disks’ refractive index is replaced by
an effective parameter, nd , determined from a self-consistency
condition [33]. A two-dimensional approximation was also
used to describe electromagnetic field of the planar system
of several disks (optical molecules) using coupled integral
equations [34,35] as well as a modal expansion approach
[11]. While the formulation in terms of integral equations
is convenient for numerical simulations of planar structures,
especially with noncircular elements, the modal expansion
is more appropriate for developing an ab initio theoretical
description of nonlinear effects in WGM resonators.

A. Single disk in presence of external incident field
and internal polarization

Before developing the theory of the nonlinear dynamics of
WGMs in multiple disks, one has to consider the case of a
single disk. We assume that the nonlinearity does not couple
TM and TE polarizations and limit our consideration to the
TM case. This assumption is valid for disks made of materials
with small optical anisotropy and in the absence of wave
mixing processes. In the spectral domain the two-dimensional
wave equation for the Fourier transformed electric field can be
written as

∇2F (r,φ,ω) + n2
dω

2

c2
F (r,φ,ω) = −4πω2

c2
P, r < R,

(1)

∇2F (r,φ,ω) + ω2

c2
F (r,φ,ω) = 0, r > R,

where r and φ are, respectively, radial and angular polar
coordinates, defined in a coordinate system with the origin
at the disk’s center, ω is a spectral parameter, not yet identified
with any physical frequency, nd is the effective refractive
index of the disk, c is vacuum speed of light, and P is the
nonlinear polarization. Usually, Eq. (1) is solved in the context
of the scattering problem, when the boundary conditions are
of inhomogeneous type defined in the presence of an external
“incident” field. At the same time, nonlinear effects are usually
described in terms of dynamics of “modal amplitudes,” with
modes being solutions of a linear problem with homogeneous
(no incident field) boundary conditions. The difficulty for the
nonlinear theory of WGMs, which are usually excited by
an incident field, is consists in necessity to reconcile these
two different types of problem. In order to achieve this we,
following Ref. [36], introduce a Green’s function defined by
equations

∇2G(r − r′) + n2
dω

2

c2
G(r − r′) = −δ(r − r′), r < R,

(2)

∇2G(r − r′) + ω2

c2
G(r − r′) = −δ(r − r′), r > R

and boundary conditions

G(R − 0,r ′) = G(R + 0,r ′),

∂G(r,r ′)
∂r

∣∣∣∣
r=R−0

= ∂G(r,r ′)
∂r

∣∣∣∣
r=R+0

, (3)

∂ ln [r1/2G(r,r ′)]
∂r

∣∣∣∣
r→∞

= i
ω

c
,

where the last of these expressions establishes the outgoing
field condition at infinity. Using Green’s theorem [36] one can
express the field in the interior of the disk in terms of the
Green’s function defined in Eq. (2) and boundary values of the
field and its derivative:

Fm(r) = 8π2ω2

c2

∫ R

0
Gm(r ′,r)Pm(r ′)r ′dr ′

− 2πR

[
Fm(R)

∂Gm(r ′,r)

∂r ′ − Gm(R,r)
∂Fm(r ′)

∂r ′

]
r ′ = R

,

(4)

where all quantities with subindex m are angular Fourier
coefficients of their respective functions: 〈·〉m = (1/2π )∫ 2π

0 〈·〉(φ) exp [imφ]dφ. The values of the field and its deriva-
tive at the boundary of the disk, r = R, are defined via
Maxwell boundary conditions demanding continuity of F and
its derivative with respect to the radial variable. In the presence
of the incident field, Finc(r,φ), the field outside of the disk
is Finc(r,φ) + Fsc(r,φ), where Fsc(r,φ) is the field scattered
by the disk. Taking into account standard conditions for the
incident field to be finite at r = 0 and for the scattered field to
be outgoing at infinity, these fields can be presented as linear
combinations of the first-order Bessel (Jm) and Hankel (Hm)
functions,

Finc =
∑
m

amJm(kr) exp (imφ), (5)

Fsc =
∑
m

bmHm(kr) exp (imφ), (6)

where k = ω/c. Combining Eq. (4) with the boundary con-
ditions, as well as with Eqs. (5) and (6), one arrives at the
following expression for the internal (r < R) field of the disk:

Fm(ρ) = 8π2x2
∫ 1

0
Gm(ρ ′,ρ)Pm(ρ ′)ρ ′dρ ′

− 2i

πxξm(x)
amJm(ndxρ), (7)

where we introduced dimensionless spectral parameter x =
kR and radial coordinate ρ = r/R. Function ξm(x) in the
second term of Eq. (7) is defined as

ξm(x) = ndHm(x)J ′
m(ndx) − Jm(ndx)H ′

m(x), (8)

where f ′(z) ≡ df/dz.
In the absence of the polarization source, Eq. (7) reproduces

a standard solution for the internal field in the linear single disk
scattering problem. The scattered field in this case is also found
in a standard form,

bm = αmam, (9)

where αm is a linear scattering amplitude defined as

αm = pm(x)

ξm(x)
, (10)

where pm(x) is

pm(x) = J ′
m(x)Jm(ndx) − ndJ

′
m(ndx)Jm(x). (11)

The poles of αm(x), which we designate as x(r)
m,s − iγ (r)

m,s , are
given by complex-valued solutions of equation ξ (x) = 0 and
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define spectral positions, x(r)
m,s , and widths, γ (r)

m,s , of linear WGM
resonances in a single disk. The subindex s here distinguishes
resonances with different radial distributions of the respective
internal fields: The value of this index determines the number
of maxima of the field in the radial direction. The scattering
amplitude has an important property, αm(x(r)

m,s) ≡ −1, which
results in the following single-pole approximation valid in the
vicinity of a selected resonance:

αm = − iγ (r)
m,s

x − x
(r)
m,s + iγ

(r)
m,s

. (12)

Equations (9) and (10) solve the linear scattering problem
and describe resonant response of the disk to the external
excitation. However, complex frequencies x(r)

m,s are not eigen-
frequencies of the disk, and their respective field distributions
are not its eigenfunctions. In order to define true normal modes
of the system together with their eigenvalues, one has to
solve the wave equation with boundary conditions formulated
in the absence of the incident field (homogeneous boundary
conditions). The open nature of the optical resonators makes
this problem nontrivial. Several different approaches have been
developed to introduce a system of functions, generalizing the
concept of modes, that could be used as a basis to describe
open systems (see, for instance, recent review [37]). For our
goals, the most convenient is the approach based on so-called
constant flux modes, reintroduced in the optical context in
Ref. [38] and used recently in Ref. [39]. These functions are
defined as solutions of the following equations:

∇2ψm,s(ρ,φ) + n2
dx

2
m,sψm,s(r,φ) = 0, r < R,

(13)
∇2ψm,s(r,φ) + x2ψm,s(r,φ) = 0, r > R,

with the same boundary conditions as those introduced in
Eq. (3) for the Green’s function. It is crucial that outside of
the disk these functions obey the wave equation with generic
spectral parameter x rather than with the eigenvalue xm,s . Only
functions defined this way form, in combination with their
adjoint counterparts, a complete biorthogonal set with an inner
product and norm defined over the interior of the disk:

∫ 1

0
ψm,s(ρ)[ψl,p(ρ)]∗ρdρ = N2

m,sδm,lδp,s. (14)

Adjoint functions ψl,p(ρ) appearing in Eq. (14) are solutions
of equations

∇2ψm,s(ρ,φ) + n2
d

[
x2

m,s

]∗
ψm,s(r,φ) = 0, r < R,

(15)
∇2ψm,s(r,φ) + x2ψm,s(r,φ) = 0,1, r > R,

with incoming boundary conditions at infinity. The eigenvalues
xm,s are defined by equation

ndxm,sHm(x)J ′
m(ndxm,s) − xJm(ndxm,s)H

′
m(x) = 0 (16)

and are complex-valued functions of the spectral parameter x,
which becomes an integration variable upon transformation of
the fields back to the time domain.

Since eigenfunctions ψm,s obey the same boundary condi-
tions as the Green’s function, Gm(ρ,ρ ′), they can be used to
generate its spectral expansion,

Gm(ρ,ρ ′) = − R2

2πn2
d

∑
s

ψm,s(xm,sndρ)ψ
∗
m,s(xm,sndρ

′)
x2 − x2

m,s

. (17)

The same set of functions can be used to present the internal
field of the disk

Fm(ρ,x) =
∑

s

Dm,s(x)ψm,s(xm,sndρ), (18)

yielding, in combination with Eqs. (4) and (17), and biorthog-
onality relation [Eq. (14)], the following system of equations
for modal amplitudes Dm,s :

Dm,s

(
x2 − x2

m,s

) = −4πx2

n2
d

Pm,s(x) − κm,sam

Am,s(x)

pm(x)
. (19)

Here we introduced projections of the nonlinear polarization,
Pm,s , and incident field, Am,s , onto eigenfunctions of the disk:

Pm,s(x) =
∫ 1

0
Pm(x,ρ)ψ

∗
m,s(xm,sndρ)ρdρ, (20)

Am,s(x) = 2

πx

∫ 1

0
Jm(ndxρ)ψ

∗
m,s(xm,sndρ)ρdρ, (21)

and a parameter κm,s defined as

κm,s ≡ αm(x)
(
x2 − x2

m,s

)
. (22)

Parameter κm,s in the last term of Eq. (19) characterizes the
efficiency of coupling of the incident radiation to the internal
modes of the disk. The structure of this parameter, which we
call external coupling parameter, reflects the distinction be-
tween external and internal excitation mechanisms: External
incident field induces response at scattering resonances, while
internal excitation (polarization term) generates response at
the eigenfrequencies. Taking into account Eq. (12) one can
present κm,s in vicinity of xm,s as

κ ≈ −2iγm,sxm,s(x − xm,s)

x − x
(r)
m,s + iγ

(r)
m,s

. (23)

For resonances with low Q factors the difference between
eigenfrequencies and scattering resonances can be quite
significant, resulting in a strong frequency dependence of
the coupling to the external field. However, for high-Q
resonances, numerical calculations indicate (see also Ref. [38])
that Re[xm,s] − x(r)

m,s , as well as Im[xm,s] − γ (r)
m,s are much

smaller than the individual imaginary parts of these quantities.
In this case κ can be simplified to the following form:

κ ≈ −2iγm,sxm,s, (24)

which shows that efficiency of coupling to the modes of the
disk from outside is proportional to the width of these modes.
This physically clear result expresses the fact that one cannot
couple from outside to a completely closed system. Here this
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result is derived within an ab initio approach, while in many
other cases (see for instance, Ref. [40]) a similar factor is
introduced into the respective term “by hand.”

B. Nonlinear dynamics of multiple optically coupled disks
in the frequency domain

1. General equations

The case of multiple disks can be treated by applying
Eq. (19) to each disk of the structure and including in the
term containing the incident field contributions from the fields
scattered by all other disks [11]:

am → ap
m +

∑
v 
=p

∑
n

bv
nt

v,p
m−n. (25)

Here indexes p,v enumerate disks comprising the structure,
and t

v,p
m−n = e(n−m)θv,pHm−n(xRv,p/R) describes optical cou-

pling between the disks, where Rv,p and θv,p are, respectively,
radial and angular polar coordinates of vth disk relative to the
pth one. This terms arises from transformation of the field
scattered by the vth disk to the coordinate system centered
at the pth disk using Graf’s addition theorem for Hankel
functions [41]. If all the disks are arranged along a single
line, which is chosen as a polar axis of the coordinate system,
one has θpv = π for p < v and θpv = 0 for p > v.

Equation (19) in the multiple disk case must be compli-
mented by an equation relating scattering coefficients b

p
n of

different disks to each other. In the absence of nonlinearity
this equation is again obtained by substituting Eq. (25) to the
single disk Eq. (9), which gives [11]

bp
m = αm(x)

[
ap

m +
∑

n

∑
v 
=p

t
v,p
m−nb

v
n

]
. (26)

While the presence of nonlinear polarization in Eq. (1)
modifies Eq. (26), this modification can be neglected since
it is proportional to two relatively weak effects: interdisk
coupling and single-disk nonlinearity. Only when frequency
shifts due to any of these effects becomes comparable with
linear frequencies of the resonator, nonlinear corrections to
Eq. (26) should be taken into account. Combining Eq. (19)
with Eqs. (25) and (26), one can eliminate coefficients of the
scattered field, bm

p , from the equation for the modal amplitudes
and obtain the closed equation for the latter:(

x2 − x2
m,s

)
D̃p

m,s − κm,s(x)
∑

n

∑
v 
=p

t
v,p
m−nD̃

v
n,s(x)

= −iκm,s(x)ap
m − 4πx2pm

n2
dAm,s

P̃ p
m,s, (27)

where we introduced renormalized modal amplitude D̃
p
m,s

related to the original amplitude defined in Eq. (18) according
to

D̃p
m,s ≡ pm

Am,s

Dp
m,s . (28)

This amplitude describes the field outside of the resonator
produced by an internal mode with amplitude D

p
m,s . It is

important to note that the external coupling coefficient κm,s

appears in Eq. (27) not only in the term containing incident
field, but also in the one describing interdisk coupling. This is a
reflection of the obvious, but still not always appreciated, fact
that the optical coupling between disks occurs via scattered
rather than internal fields.

Equation (27) must be, of course, complimented by an
expression for the nonlinear polarization in terms of modal
amplitudes, D̃m,s . Assuming nonlinearity of Kerr type, we can
present nonlinear polarization term P (ω) as

P (r,x) = cn2
dn2

16π2

∫
dx1

2π

dx2

2π
F (r,x̃1,2)F (r,x1)F ∗(r,x2), (29)

where x̃1,2 ≡ x − x1 + x2 and we used approach of Ref. [42]
to express Kerr nonlinear polarization in terms of standard
nonlinear refractive index n2. Combining Eq. (29) with modal
expansion Eq. (18) one can finally derive the following
expression for the component of the nonlinear polarization
P̃m,s in terms of modal amplitudes Dm,s(x):

P̃m,s(x) =
∑

ν1,ν2,ν3

δm−m2+m3,m1�
m,s
ν1,ν2,ν3

∫
dx1

2π

dx2

2π
Dν1 (x̃1,2)

×Dν2 (x1)D∗
ν3

(x2), (30)

where for brevity we combined double indexes mi,si in
single indexes νi , and introduced nonlinear intermode coupling
coefficients �m,s

ν1,ν2,ν3
defined as

�m,s
ν1,ν2,ν3

= cn2
dn2

16π2

1∫
0

dρρψν1 (xν1ndρ)ψν2 (xν2ndρ)ψν3 (xν3ndρ)

×ψ
∗
m,s(xm,sndρ). (31)

The derived equations (27)–(31) provide an ab initio foun-
dation for studying a variety of nonlinear processes in the
the system of coupled disk resonators with Kerr nonlinearity.
The next step in development of the theory would include
Fourier transformation of the derived equations back to time
domain. This procedure cannot be carried out exactly and
requires approximations of a “slow changing amplitude” type.
The implementation of the latter, however, depends on the
type of nonlinear processes being studied. In this paper we are
interested in self-trapping dynamics in the system of coupled
disks, thus in the subsequent sections of the paper we apply
Eqs. (27)–(31) to this particular problem.

2. Dynamic of modal amplitudes in a double-disk
optical “molecule”

In what follows we limit our consideration to the case
of only two disks, which we study in the so-called resonant
approximation [11]. This approximation implies that we only
take into account coupling between degenerate phase-matched
modes of the disks. These are clockwise and counterclockwise
modes characterized by azimuthal numbers of opposite signs.
The phase matching means that mode with m = M in disk 1
couples only to the mode m = −M of disk 2 and vice versa.
On a formal level this is justified by inequality t2M � t0 valid
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for M � 1. In this approximation Eq. (27) takes the following
form:

(
x2 − x2

M

)
D̃1

M − κm,s(x)t1,2
2MD̃2

−M (x) = −4πx2pM

n2
dAM

P̃ 1
M,

(
x2 − x2

M

)
D̃2

M − κm,s(x)t1,2
2MD̃1

−M (x) = −4πx2pM

n2
dAM

P̃ 2
M,

(32)(
x2 − x2

M

)
D̃1

−M − κm,s(x)t1,2
2MD̃2

M (x) = −4πx2pM

n2
dAM

P̃ 1
−M,

(
x2 − x2

M

)
D̃2

−M − κm,s(x)t1,2
2MD̃1

M (x) = −4πx2pM

n2
dAM

P̃ 2
−M,

where we abridged notations by replacing double index m,s

with a single index M having in mind that in the resonant
approximation all involved modes have the same radial index
set to be equal to unity. In Eq. (32) we also omitted the
term with the incident field since we model excitations of
the dynamics in this paper by initial conditions rather than by
an external field.

Transformation of Eq. (32) to the time domain is based on a
slow amplitude approximation, when the nonlinear dynamics
is presented as a slow modulation of fast linear oscillations of
the field:

D̃
p

M (t) = 1
2

[
S

p

M (t)e−ix0t + c.c.
]
, (33)

where S
p

M is a slow changing amplitude, x0 is the frequency of
the linear dynamics, and c.c. means “complex conjugated”
term. In the spectral domain this approximation has the
following form:

D̃
p

M (x) = 1
2

{
S

p

M (x)δ(x − x0) + [
S

p

M (x)
]∗

δ(x + x0)
}
. (34)

The choice of x0 depends on the problem at hand. For instance,
in the presence of an external incident field, x0 would be set
by its frequency, while in the case of initial value problem,
considered in this work, the linear dynamics is determined by
the poles of the Green’s function [Eq. (17)]. These poles are
solutions of equation xm,s(x) = x, and it is clear from Eqs. (8)
and (16) that they coincide with the scattering resonances.
Thus, in this case x0 = Re[x(r)

M ] and Eq. (24) for the external
coupling parameter becomes exact.

When using Eq. (34) to convert system (32) to the time
domain, one needs to take into account the dependence of
the eigenfrequencies on the spectral parameter x and expand
it in the power series around x = x0. In the slow amplitude
approximation one only keeps the term linear in x, which
corresponds to the first-order time derivative in the time-
domain:

xM (x) ≈ x0 + (x − x0)
dxM

dx

∣∣∣∣
x=x0

.

While the dxM/dx term affects the coefficient in front
of term with the first-order time derivative of the modal
amplitude, its numerical estimates showed that in the case
under consideration in this work it can be neglected.

Time-domain expression for the nonlinear polarization
terms is obtained by Fourier-transforming Eq. (30) with the
help of Eq. (34) and restricting summation over modes only to
those with s = 1 and m = ±M . In doing so, we also neglect all
fast oscillating terms at combination frequencies. Combining
the result with the Fourier transform of the linear part of
Eq. (32) we obtain the final set of time-dependent equations
for modal amplitudes

i
dS

(v)
±M (τ )

dτ
+ iγMS

(v)
±M (τ ) + hMS

(p)
∓M (τ )

= −ζ�MS
(v)
±M

[∣∣S(v)
±M

∣∣2 + 2
∣∣S(v)

∓M

∣∣2]
. (35)

In these equations we introduced dimensionless time τ = tc/R

and linear coupling coefficient hM = iγ
(r)
M t

(12)
2M (recall that the

imaginary part of Hankel function entering t
(12)
2M is much larger

than its real part for M � 1, so that hM has very small imagi-
nary part). Kerr nonlinearity results in self-coupling of modes
and cross-coupling between counterpropagating modes. The
strength of nonlinear interactions is characterized by material
parameter ζ = (cn2x0)/(4π ) and the dimensionless resonator
enhancement parameter

�M = x0R
2|AM/pM |2

1∫
0

[
ψ

(
x

(r)
M ndρ

)]2∣∣ψ(
x

(r)
M ndρ

)∣∣2
ρdρ.

(36)

Both parameters hM and �M are, in general, complex-
valued, but for high-Q modes their imaginary parts are much
smaller than γM , which describes the main contribution to the
radiative losses of our systems. Therefore, below we assume
that Im(hM ) = Im(�M ) = 0. The resulting equations give a
complete ab initio description of the nonlinear dynamics of
coupled disks in the resonant approximation. A resonator-
induced enhancement of nonlinear effects manifests itself
through parameter �m, which is found to increase by six
orders of magnitude when the azimuthal number m changes
from m = 5 to m = 40 (see Fig. 1). This enhancement reflects

5 10 15 20 25 30 35 40 45 50 55
10-1

100

101

102

103

104

105

106

R
e(

)

M

FIG. 1. Nonlinear cavity enhancement factor showing significant
increase over the range of m.
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FIG. 2. Linear interdisk coupling coefficient for values of m

ranging from m = 10 (lower line) to m = 50 (upper line).

drastic concentration of the field of the WGM modes within its
effective volume. Figure 2 shows the linear interdisk coupling
parameter as a function of the interdisk distance for values
of the mode order m ranging from m = 10 to m = 50. It
is interesting that, while the nonlinear parameter shows fast
growth with m, the linear interdisk coupling actually decreases
with m while also becoming more short ranged. This is
explained by the fact that this parameter is a product of two
factors: the Hankel function, which grows very fast with m, and
the radiative decay rate γ

(r)
M , which significantly diminishes

with m. The result presented in this plot shows the interplay
of these two opposite tendencies.

III. SELF-TRAPPING TRANSITION IN THE DOUBLE
DISK SYSTEM

Nonlinear discrete systems exhibit a transition from a
Josephson-like oscillatory motion to a self-trapping behavior
when the nonlinearity strength increases beyond some critical
value. The phenomenon has been studied extensively for a
variety of systems ranging from coupled nonlinear waveguides
to BECs in optical lattices and biological systems [17–26],
while recently it has been also observed experimentally in
the frame of BECs [24]. Here we show that coupled optical
microdisks can be used as a prototype system to analyze and
observe experimentally such phase transition.

Our analysis of the temporal behavior of the electric field
relies on Eq. (35), where (to the first approximation) we
neglect radiative losses (γ0 = 0). An analytical treatment of
the dynamics can be achieved if we rewrite Eq. (35) in terms
of the Stokes parameters defined as

J 0
± = ∣∣S(1)

±1

∣∣2 + ∣∣S(2)
∓1

∣∣2
,

J
(x)
± = (

S
(1)
±1

)∗
S

(2)
∓1 + S

(1)
±1

(
S

(2)
∓1

)∗
,

(37)
J

(y)
± = i

[
S

(1)
±1

(
S

(2)
∓1

)∗ − (
S

(1)
±1

)∗
S

(2)
∓1

]
,

J
(z)
± = ∣∣S(1)

±1

∣∣2 − ∣∣S(2)
∓1

∣∣2
.

The first of these parameters, J 0
±, is associated with the total

field intensity distributed between the coupled counterclock-
wise (clockwise) and clockwise (counterclockwise) modes of
disks 1 and 2, respectively. One can show that dJ

(0)
± /dτ = 0;

that is, J 0
± is a conserved quantity. Of special interest is

the J
(z)
± component which describes the intensity imbalance

between counterclockwise (clockwise) and clockwise (coun-
terclockwise) modes of disks 1 and 2. Using the Stokes
variables Eq. (37), we can rewrite Eqs. (35) in the following
form:

dJ±
dτ

= J± × B, (38)

where we introduced the Stokes vector J± ≡ (J (x)
± ,J

(y)
± ,J

(z)
± ),

the pseudomagnetic field B ≡ (2,0,χJ
(z)
± + 2χJ

(z)
∓ ) with χ =

ζ�M/hM and redefined the time variable as τ → τ/hM .
For the intensity imbalance between the disks J

(z)
± , one can

derive the following equation:

d2J
(z)
±

dτ 2
+ 4J

(z)
± − 2χJ

(x)
± (J (z)

± + 2J
(z)
∓ ) = 0. (39)

Direct integration of Eq. (39) for various initial conditions
indicates that there is always a critical value χcr of the
nonlinearity, for which J

(z)
± shows a transition from a regime

where it is always positive or negative to a regime that
oscillates around zero. An example of such behavior is shown
in Figs. 3(a) and 3(b). The former case is associated to the
self-trapping regime, while the latter one is associated with the
nonlinear Josephson-like oscillations [17,21–24]. Obviously,
the critical value of the nonlinearity χcr above which energy
transfer from one disk to another can take place depends on
the initial preparation of the field excitation in the coupled
microdisk system.

-1

0

1

J
+

(z)

J
-

(z)

0 10 20 30 40

-1

0

1

τ

(a)

(b)

FIG. 3. (Color online) Imbalance intensity J
(z)
± (τ ) for the two-

disks system. We have used some generic initial conditions such that
|S(1)

+ |2 = 1.5, |S(1)
− |2 = 0.5, |S(2)

+ |2 = |S(2)
− |2 = 0. Plot (a) is obtained

with χ = 2 (self-trapping regime), while plot (b) corresponds to
χ = 1 (Josephson oscillation regime). The solid and dashed lines
correspond to J

(z)
± components, respectively.
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The smallest value of χcr is realized for initial conditions,
J

(z)
± (0) = 1 with the norm J 0

±(0) = 1. These correspond to an
initial excitation of the clockwise and counterclockwise modes
of one of the disks. From Eq. (38) we find that

J
(x)
+ + J

(x)
− = −χ

4
[(J (z)

+ + J
(z)
− )2 + 2J

(z)
+ J

(z)
− ] + 3χ

2
. (40)

Substituting the first term on the right-hand side of Eq. (40),
from Eq. (39), and using the fact that J

(z)
+ and J

(z)
− are

symmetric, we eventually get

d2J
(z)
+

dτ 2
+

(
4 − 9χ2

2

)
J

(z)
+ + 9χ2

2
J

(z)
+

3 = 0. (41)

Equation (41) admits the following solution:

J
(z)
± (τ ) =

{
cn(2τ ; η); η < 1,

dn(3χτ/2; η−1); η > 1,
(42)

where cn(u,η) and dn(u,η) are Jacobian elliptic functions, and
η = 3χ/4 is the modulus of the elliptic function. The value
η = 1, corresponding to χcr = 4/3, marks a transition from an
oscillatory to a self-trapped behavior.

While the previous theoretical analysis allows us to cal-
culate quantitatively the solutions of Eq. (38) and derive an
expression for the critical nonlinearity strength, we find it
useful to provide also a qualitative argument explaining the
existence of Josephson to self-trapping transition. The main
observation is based on the fact that an initial preparation
will be redistributed in a way that it will minimize the
Hamiltonian function (energy) associated with our system. The
latter can be derived from the equations of motion (35) and has
the form

H =
∑

i

[
(Si−1

− + Si+1
− )Si

+
∗ + (Si−1

+ + Si+1
+ )Si

−
∗

+ χ

2
(|Si

+|4 + |Si
−|4) + 2χ (|Si

+|2|Si
−|2)

]
, (43)

In the self-trapping regime, the energy is concentrated at the
specifics modes which are initially populated (initial field
distribution). For such field configuration we get HST = 3χ .
On the other hand, in the limit of Josephson oscillations the
energy is distributed (on the average) uniformly over the whole
system. If one assumes that S

(i)
± ∝ 1/

√
2, we get the cor-

responding value of the energy function HJO = (3χ + 4)/2.
The critical nonlinearity χcr for which the transition from one
regime to another occurs can be evaluated by equating the two
energy distributions. Our simple argument gives χcr = 4/3,
which coincides with the result obtained from the rigorous
solution presented above.

This analysis can be further extended to the case when
the counterpropagating modes in each disk are allowed to
interact with each other due to, for instance, surface roughness
induced scattering [33,43]. This interaction can be described
by adding an extra term, νMS

(i)
∓ , to the left side of Eq. (35),

where νM describes the strength of the intradisk coupling at

each disk. Using the same analysis as above, one can estimate
the critical value of nonlinearity. For example, for the initial
conditions that we have used, J

(z)
+ = J

(z)
− = 1, we find χcr =

4/3, independently from the value of the intradisk coupling.
Again, our numerical calculations agree with the prediction of
the heuristic argument.

IV. LEAKING DYNAMICS

A natural question is how the self-trapping phenomenon
affects the relaxation dynamics of this system once a leakage
is introduced in one of the disks. Experimentally, this can be
achieved by coupling one of the disks to a tapered fiber, as
discussed in the Introduction. This will result in the imbalance
between decay rates of the two disks so that the smaller
intrinsic decay rate in the second disk can be neglected.
Theoretically, we describe this situation by restoring a radiative
decay rate, γ0, only in the first of the Eq. (35).

The object of interest is the total intensity P (τ ) = J
(0)
+ +

J
(0)
− , which is no longer a conserving quantity. In order

to eliminate effects due to trivial exponential decay of the
intensity, we present the numerical results for the relaxation
dynamics in Fig. 4 in terms of the rescaled parameter P̃ =
P exp(γ0τ ). Two different relaxation regimes are observed in
the short time limit. While for χ � 4/3 the rescaled norm
oscillates with a period similar to that of the corresponding
closed system in the Josephson regime, for χ > 4/3 there is
an exponential decay, which is not eliminated by the rescaling
procedure. The origin of this discrepancy is associated with
the self-trapping phenomenon. Indeed, if initial excitation is
created in the leaky disk and χ > 4/3, it becomes trapped and
starts leaking out at a faster rate. When, however, the total
intensity decreases and the system moves to the Josephson
regime the decay process slows down since the light intensity
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FIG. 4. (Color online) Temporal behavior of the total intensity
remaining inside the two disks when the first one is attached
to a fiber. Panels (a) and (b) present the rescaled total intensity
P̃ (t) for initial excitation at the second disk and at the first disk,
respectively. In (a) the leaking constant is γ = 0.7 while in (b) we
have used γ = 0.05. In both cases, we have used various nonlinearity
strengths above and below the critical nonlinearity parameter.
(Respective curves are marked by different symbols as indicated in the
plots).
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oscillates between the leaky and the nonleaky disk. On the
other hand, if we excite the nonleaking disk, then for χ > 4/3,
the initial decay is slower, which manifests itself in the initial
growth of the rescaled intensity P̃ .

To achieve a better understanding of the initial decay in the
self-trapped regime, we have analyzed the eigenvalue problem
associated with Eq. (35) in the presence of the dissipation; that
is,

E�
(i)
±1 = −iγ0δ1,i�

(i)
±1 − �

(j )
∓1

−χ�
(i)
±1

[∣∣�(i)
±1

∣∣2 + 2
∣∣�(i)

∓1

∣∣2]
. (44)

By multiplying each set of the equations in (45) by the
corresponding �

(i)
±1

∗
, and adding the resulting expressions

for the propagating and counter-propagating modes associated
with the two disks, we get

E = −(
�

(i)
+1

∗
�

(j )
−1 + �

(j )
−1

∗
�

(i)
+1

) − χ
(∣∣�(i)

+1

∣∣4 + ∣∣�(j )
−1

∣∣4)
− 2χ

(∣∣�(i)
+1

∣∣2∣∣�(i)
−1

∣∣2 + ∣∣�(j )
+1

∣∣2∣∣�(j )
−1

∣∣2) − iγ0

∣∣�(1)
j−i

∣∣2
,

(45)

where we have used the normalization |�(i)
+1|2 + |�(j )

−1|2 = 1
for i 
= j and i,j = 1,2. Equating real and imaginary parts
of both sides of the above equations, we get that ImE =
−γ0|�(1)

+1|2 = −γ0|�(1)
−1|2. Using the last equality together with

the normalization condition we can conclude that |�(i)
−1|2 =

|�(i)
+1|2. Therefore, the four sets of equations in Eq. (45) reduce

to the following eigenvalue problem:

E�
(1)
+1 = −iγ0�

(1)
+1 − �

(2)
−1 − 3χ

∣∣�(1)
+1

∣∣2
�

(1)
+1,

(46)
E�

(2)
−1 = −�

(1)
+1 − 3χ

∣∣�(2)
−1

∣∣2
�

(2)
−1,

FIG. 5. (Color online) Decay rates extracted from the analysis
of the rescaled total intensity shown in Figs. 4(a) and 4(b). Plot (a)
corresponds to initial excitation at the second disk. Plot (b) reports
the initial decay rates when the excitation is prepared at the first
disk. In both cases, we have used various nonlinearity strengths χ

and leaking constants γ . The black lines represent the theoretical
predictions Eq. (47), while various symbols correspond to different
values of nonlinearity.

which can be solve exactly. Specifically, we find that for χ <

χ∗ ≡ (1/3)
√

4 − γ 2
0 there are two (equidistributed among

the disks) leaking modes corresponding to an energy dis-
tributed equally between the two disks |�(1)

+1|2 = |�(2)
−1|2.1 The

associated complex eigenvalues E have an imaginary part
Im(E) = −γ0/2, which dictates their decay rate. For χ > χ∗
two new (nonequidistributed) modes appear with

Im(E (±)) = (γ0/2)
{ − 1 ±

√
1 − (4/3)/

[
χ2 + γ 2

0

]}
. (47)

These solutions correspond to an nonequal energy occupations
|�(1)

+1|2 = 1
2 {1 ∓

√
1 − (4/3)/[χ2 + γ 2]}. As expected, the

Im(E (+)) [Im(E (−))] decay rate corresponds to the mode,
which has most of the intensity concentrated in the (non-)leaky
disk. These rates are in agreement with those extracted from
our simulations (see Fig. 5).

V. CONCLUSION

Using an ab initio approach, we derived the equations
that describe the dynamics of amplitudes of high-Q WGMs
in a system of two evanescently coupled microdisk res-
onators. Taking into account linear coupling only between
counterpropagating modes in adjacent disks, we studied
manifestations of self-trapping phenomenon in the relaxation
dynamics. It should be noted that similar effect was also
discussed in Refs. [17,18] within the framework of quantum
electrodynamics. An important distinction between the system
studied in this paper and those considered in Refs. [17,18] lies
in the mechanism responsible for enhancement of nonlinear
effects. In Refs. [17,18] this enhancement was due to resonant
interaction of photons with material excitations such as atoms
or excitons, while in this work the enhancement occurs
due to small volume of WGMs. As a result, the nonlinear
effects considered in this paper can be observed at room
temperature. For instance, we found that in the presence of
the decay rate imbalance between the coupled disks, there
exists an anomalous relaxation behavior similar to the one
discussed in Refs. [27–31]. This result identifies the system
of coupled optical resonators as a convenient platform for
experimental study of this phenomenon, which, so far, has
eluded experimental observation.
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