
University of Texas Rio Grande Valley
ScholarWorks @ UTRGV
Mathematical and Statistical Sciences Faculty
Publications and Presentations College of Sciences

11-2014

Limit distributions of random walks on stochastic
matrices
Santanu Chakraborty
The University of Texas Rio Grande Valley, santanu.chakraborty@utrgv.edu

Arunava Mukherjea
University of South Florida

Follow this and additional works at: https://scholarworks.utrgv.edu/mss_fac
Part of the Mathematics Commons

This Article is brought to you for free and open access by the College of Sciences at ScholarWorks @ UTRGV. It has been accepted for inclusion in
Mathematical and Statistical Sciences Faculty Publications and Presentations by an authorized administrator of ScholarWorks @ UTRGV. For more
information, please contact justin.white@utrgv.edu, william.flores01@utrgv.edu.

Recommended Citation
Chakraborty, Santanu and Mukherjea, Arunava, "Limit distributions of random walks on stochastic matrices" (2014). Mathematical
and Statistical Sciences Faculty Publications and Presentations. 2.
https://scholarworks.utrgv.edu/mss_fac/2

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Scholarworks@UTRGV Univ. of Texas RioGrande Valley

https://core.ac.uk/display/294832892?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
https://scholarworks.utrgv.edu/?utm_source=scholarworks.utrgv.edu%2Fmss_fac%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholarworks.utrgv.edu/mss_fac?utm_source=scholarworks.utrgv.edu%2Fmss_fac%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholarworks.utrgv.edu/mss_fac?utm_source=scholarworks.utrgv.edu%2Fmss_fac%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholarworks.utrgv.edu/cos?utm_source=scholarworks.utrgv.edu%2Fmss_fac%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholarworks.utrgv.edu/mss_fac?utm_source=scholarworks.utrgv.edu%2Fmss_fac%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/174?utm_source=scholarworks.utrgv.edu%2Fmss_fac%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholarworks.utrgv.edu/mss_fac/2?utm_source=scholarworks.utrgv.edu%2Fmss_fac%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:justin.white@utrgv.edu,%20william.flores01@utrgv.edu


Proc. Indian Acad. Sci. (Math. Sci.) Vol. 124, No. 4, 2014, pp. 603–612.
c© Indian Academy of Sciences

Limit distributions of random walks on stochastic matrices

SANTANU CHAKRABORTY1 and ARUNAVA MUKHERJEA2

1Department of Mathematics, University of Texas – Pan American,
1201 West University Drive, Edinburg, Texas 78539, USA
21216 La Brad Lane, Tampa, Florida 33613, USA
E-mail: arunava.mukherjea@gmail.com

MS received 18 May 2012; revised 18 December 2013

Abstract. Problems similar to Ann. Prob. 22 (1994) 424–430 and J. Appl. Prob.
23 (1986) 1019–1024 are considered here. The limit distribution of the sequence
XnXn−1 · · ·X1, where (Xn)n≥1 is a sequence of i.i.d. 2 × 2 stochastic matrices with
each Xn distributed as μ, is identified here in a number of discrete situations. A general
method is presented and it covers the cases when the random components Cn and Dn

(not necessarily independent), (Cn, Dn) being the first column of Xn, have the same (or
different) Bernoulli distributions. Thus (Cn, Dn) is valued in {0, r}2, where r is a pos-
itive real number. If for a given positive real r , with 0 < r ≤ 1

2 , r−1Cn and r−1Dn are
each Bernoulli with parameters p1 and p2 respectively, 0 < p1, p2 < 1 (which means
Cn ∼ p1δ{r} + (1 − p1)δ{0} and Dn ∼ p2δ{r} + (1 − p2)δ{0}), then it is well known
that the weak limit λ of the sequence μn exists whose support is contained in the set of
all 2 × 2 rank one stochastic matrices. We show that S(λ), the support of λ, consists of
the end points of a countable number of disjoint open intervals and we have calculated
the λ-measure of each such point. To the best of our knowledge, these results are new.

Keywords. Random walk; stochastic matrices; limiting measure.

2000 Mathematic Subject Classification. 60B10.

1. Introduction

In [1], it was proven that if (Xn)n≥1 is a sequence of d × d i.i.d. stochastic matrices such
that P(mini,j (X1)ij = 0) < 1, then Y = limn→∞ XnXn−1 · · · X1 exists almost surely
and P(Y has rank 1) = 1; furthermore, if for any Borel B of d × d stochastic matrices
(with usual Rd2

-topology), we denote μ(B) = P(X1 ∈ B) and λ(B) = P(Y ∈ B), then
λ is the unique solution of the convolution equation λ � μ = λ. Let us quickly note here
that this wonderful result of Chamayou and Letac also holds under the (slightly weaker)
condition that μm(P) > 0 for some positive integer m (as opposed to just 1, instead of m,
considered in [1]), where μm is the distribution of the product Xm · · · X1 and P is the set of
d×d strictly positive stochastic matrices. The reason is as follows: the Chamayou and Letac
result shows that under the weaker condition, the subsequence Ynm = XnmXnm−1 · · · X1
converges almost surely to some d × d rank one stochastic matrix, Y0, and consequently,
any subsequence XnkXnk−1 · · · X1 with nk > skm (for some sk), will also converge almost
surely to a d × d stochastic matrix V Y0(=Y0, as Y0 has rank one), where V is a limit
point of the product subsequence XnkXnk−1 · · · Xskm+1. This establishes our observation.
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In the same paper, Chamayou and Letac (see also [4]) tried to identify λ in the case when
the rows of X1 above are independent, and for 1 ≤ i ≤ d , the i-th row of X1 has Dirichlet
distribution with positive parameters αi1, αi2, . . . , αid , and they were successful in the
case when

∑d
j=1 αij = ∑d

j=1 αji , 1 ≤ i ≤ d . Indeed, there are only very few (other
than those given in [1, 2, 4]) examples in the literature even for 2 × 2 stochastic matrices
when the limit distribution λ has been identified completely in the above context.

In this paper, we consider 2 × 2 i.i.d. stochastic matrices (Xn)n≥1 with Xn =(
Cn 1 − Cn

Dn 1 − Dn

)

, such that each Xn is distributed as μ and we subsequently identify the

distribution λ, the distribution of limn→∞ XnXn−1 · · · X1 in the case when r−1Cn and
r−1Dn, r being a positive real number satisfying 0 < r ≤ 1

2 , are each Bernoulli (but
with possibly different parameters p1 and p2, 0 < p1, p2 < 1). Here Cn and Dn are not
necessarily independent. As far as we know, our results and methods are all new.

What we already know is the following: When λ is the weak limit of (μn)n≥1 and S

contains a rank one matrix, then the support of λ, S(λ) consists of all rank one stochastic
matrices in S = ∪∞

n=1S(μn), where

S(μn) = {A1A2 · · · An | for each i, Ai ∈ S(μ), 1 ≤ i ≤ n}
and n is a positive integer. This is an algebraic fact for the support of an idempotent
probability measure (note that λ = λ � λ, see [3]). The results we present here are com-
plete though, as will be seen, computationally somewhat complicated. Our methods are
necessarily different from those used by Chamayou and Letac and also by Van Assche.
Using our methods, one can solve this problem completely for other discrete distributions
on d × d stochastic matrices X with d > 2. However, computations are expected to be
challenging. We believe that this problem of identifying the limit distribution is impor-
tant because products of i.i.d. random matrices have been studied in numerous different
contexts. In what follows, a strictly positive matrix will mean a matrix with each entry
positive.

Let (Xi)i≥1, as before, be i.i.d. d × d stochastic matrices such that for some positive
integer m ≥ 1,

μm(P) > 0 (1)

(recall that P is the set of d × d strictly positive stochastic matrices in S). Then the
sequence (μn)n≥1, where μ(B) = P(X1 ∈ B) for Borel sets B of d × d stochastic
matrices, converges weakly to a probability measure λ and S(λ) consists of all rank one
stochastic matrices in S = ∪∞

n=1S(μn) such that λ(P) > 0.
Let us prove this result.
By Theorem 2.7(i), page 87 in [3], it follows that 1

n

∑n
i=1 μi converges weakly to a

probability measure λ such that λ = λ � λ = λ � μ = μ � λ. Then, by our assumption,
μm(P) > 0 for some positive integer m. Since PSP ⊂ P and μm � λ � μm = λ, it follows
that λ(P) ≥ μm(P)λ(S)μm(P) > 0. Since P is an open subset of S, S(λ) ∩ P �= ∅. Let
x ∈ S(λ) ∩ P. Then, xS(λ)x ⊂ P. By Theorem 2.2, page 74 of [3], xS(λ)x is a compact
group of strictly positive matrices and consequently, by Corollary 1.8 in [3], xS(λ)x is a
single element e (= e2) in P. Since e is idempotent and strictly positive, e must have rank
one. Then it follows from Theorem 2.2 and Proposition 1.9 in [3] that S(λ) consists of all
rank one matrices in S. Since eS(λ)e = xS(λ)x is a single idempotent element, it follows
by Theorem 2.7(iii) in [1] that μn converges weakly to λ. The proof is complete.
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Let us also mention that under condition (1), if Sμ (and consequently, S itself) consists
of only d × d bistochastic matrices, then Sλ must be a singleton since there is only one
rank one d × d bistochastic matrix.

Thus, for d = 2, λ is the unique mass at

(
1
2

1
2

1
2

1
2

)

.

From now on, we will often denote the matrix

(
x 1 − x

x 1 − x

)

by simply x, when there

is no fear of confusion. Thus, for the limiting measure λ, λ(x) will mean λ

(
x 1 − x

x 1 − x

)

and if we write that the support of λ, S(λ) is contained in [0, 1], then this means the
following:

S(λ) ⊂
{(

x 1 − x

x 1 − x

)

: 0 ≤ x ≤ 1

}

.

In §2, we state and prove our main results omitting the details which can be easily
worked out by the reader. And in §3, we present alternative proofs of these results. We
would like to point out here that we covered the cases 0 < r ≤ 1

2 and r = 1. Note that the
case 1

2 < r < 1 is not considered here and left out for future consideration.

2. The main results

Consider 2 × 2 i.i.d. stochastic matrices (Xn)n≥1 with Xn =
(

Cn 1 − Cn

Dn 1 − Dn

)

, such that

each Xn is distributed as μ. Also, assume that for a given r with r = 1 or 0 < r ≤ 1
2 ,

both r−1Cn and r−1Dn are Bernoulli with parameters p1 and p2 respectively. Then, it is
clear that the support of μ, S(μ) is given by

S(μ) =
{(

0 1
0 1

)

,

(
0 1
r 1 − r

)

,

(
r 1 − r

0 1

)

,

(
r 1 − r

r 1 − r

)}

.

Let the μ-masses at these points be denoted by p00, p01, p10, p11 respectively so that
p00 +p01 = q1, p00 +p10 = q2, p10 +p11 = p1 and p01 +p11 = p2, where qi = 1−pi

for i = 1, 2.
Let λ be the distribution of limn→∞ XnXn−1 · · · X1. For r = 1, one can easily

observe that λ follows a Bernoulli distribution with parameter entirely dependent on the
probability mass function of μ, namely,

λ(0) = p00(1 − p10) + p11p01

(1 − p10)2 − p2
01

.

For 0 < r ≤ 1
2 , the support of μn, S (μn) and consequently S is contained in the

set
{(

x 1 − x

y 1 − y

)

: 0 ≤ x ≤ r, 0 ≤ y ≤ r

}

.
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Also, it is known that the relation λ � μ = λ holds and the support of λ, namely, S(λ)

consists of all rank one matrices in S. As a result,

S(λ) ⊂ {x : 0 ≤ x ≤ r} , recall that x stands for

(
x 1 − x

x 1 − x

)

.

Moreover, exploiting the identity λ � μ = λ, we have

λ(0) = p00

1 − p10
, λ (r) = p11 + λ(0)p01 = p11 (1 − p10) + p00p01

1 − p10

and for other points x with 0 < x < r with positive λ-masses, we have

λ(x) = λ(r−1x)p10 + λ(1 − r−1x)p01. (2)

For further details on the nature of λ, we need two propositions (Propositions 2.1 and
2.2) for taking care of the cases 0 < r < 1

2 and r = 1
2 .

PROPOSITION 2.1

For 0 < r < 1
2 , we have the following:

(i) For every positive integer i, there are exactly 2i−1 points that have positive λ-masses
which are polynomials in r . These polynomials are of the form

∑k
j=1(−1)j−1rij for

1 ≤ i1 < i2 < i3 < · · · < ik = i for some k ≤ i.
(ii) Each such point has λ-measure equal to λ (r) pi−1−k

10 pk
01. For every i > 1, the

sum of the λ-masses of all 2i−1 points that have positive λ-masses equals λ (r)

[p10 + p01]i−1.
(iii) The sum of the λ-masses of all the polynomials in r of all finite degrees in [0, r] with

positive λ-masses along with the λ-mass at zero equals 1.

Proof.

Part (i): We start with the interval [0, r] where the two points 0 and r have positive λ-
masses. So, r is a polynomial in r of degree 1 with positive λ-mass. Starting with degree
1, we generate polynomials in r of higher degree with positive λ-masses by making use
of the identity (2). It is observed that one can obtain two points with positive λ-masses
which are polynomials in r of degree 2, namely, r2 and r − r2. Similarly, there are four
points with positive λ-masses which are polynomials in r of degree 3, namely, r3, r2 −
r3, r − r2 + r3 and r − r3. Continuing like this, for i > 1, there are 2i−1 polynomials in
r of degree i with positive λ-masses in [0, r].

The 2i−1 polynomials of degree i with positive λ-masses along with the previous∑i−2
l=1 2l polynomials of less degrees partition the whole interval [0, r] into 2i − 1

intervals of the form [a(i)
1 , b

(i)
1 ], (b(i)

1 , a
(i)
2 ), [a(i)

2 , b
(i)
2 ], (b(i)

2 , a
(i)
3 ), [a(i)

3 , b
(i)
3 ],. . . ,

[a(i)

2i−1−1
, b

(i)

2i−1−1
], (b(i)

2i−1−1
, a

(i)

2i ), [a(i)

2i−1, b
(i)

2i−1] where the 2i−1 polynomials of degree i

with positive λ-masses in [0, r] are b
(i)
1 , a

(i)
2 , b

(i)
3 , a

(i)
4 , . . . , b

(i)

2i−1−1
, a

(i)

2i−1 . Other a
(i)
j

s and b
(i)
j s are polynomials of degree less than i. Using (2), it follows that for i > 1, each

(b
(i)
j , a

(i)
j+1) has λ-measure zero for j = 1, 2, . . . , 2i−1 − 1 and the other 2i−1 intervals at

stage i have nonzero probability.



Limit distributions of random walks 607

We also observe that the 2i−1 polynomials of degree i with positive λ-masses are related
to the 2i−2 intervals of nonzero probability at the previous stage by adding ri to the left
end points of each of these 2i−2 intervals and subtracting ri from the right end points of
each of these 2i−2 intervals. Thus, it follows that, for each such point at the i-th stage,
b

(i)
2l−1 = a

(i)
2l−1+ri and a

(i)
2l = b

(i)
2l −ri for l = 1, 2, . . . , 2i−2 for i > 1. Also, as expected,

for the older points (polynomials of degree i − 1), a
(i)
2l−1 = a

(i−1)
l and b

(i)
2l = b

(i−1)
l for

l = 1, 2, . . . , 2i−2 for i > 1.
Thus, for i = 1, there is only one interval, namely, [a(1)

1 , b
(1)
1 ] with a

(1)
1 = 0

and b
(1)
1 = r having positive λ-masses. For i = 2, there are three intervals, namely,

[a(2)
1 , b

(2)
1 ], (b

(2)
1 , a

(2)
2 ), [a(2)

2 , b
(2)
2 ] with a

(2)
1 = 0, b

(2)
1 = r2, a

(2)
1 = r − r2, b

(2)
2 = r

and b
(2)
1 and a

(2)
2 are the only two new points (of degree two) with positive λ-masses.

Similarly, for i = 3, there are seven intervals and four new points with positive λ-masses,
namely, b

(3)
1 = r3, a

(3)
2 = r2 − r3, b

(3)
3 = r − r2 + r3 and a

(3)
4 = r − r3. In all these

cases, the new points of positive λ-masses are generated according to the observation in
the previous paragraph.

Continuing this way, for every i, the 2i−1 polynomials in r of degree i with positive
λ-masses in [0, r] can be generated and each such polynomial of degree i is of the form∑k

j=1(−1)j−1rij for 1 ≤ i1 < i2 < i3 < · · · < ik = i for some k ≤ i. For the general
case, induction on i may be used.

Part (ii): Using (2), the two polynomials of degree 2 with positive λ measures have
masses equal to λ (r) p10 and λ (r) p01 respectively and the four polynomials of degree
3 with positive λ-measures have masses equal to λ (r) p2

10, λ (r) p10p01, λ (r) p2
01 and

λ (r) p10p01 respectively. In general, consider a typical point in the support of λ. As
we have seen in part (i) above, it is a polynomial of some degree i > 1 having the
form

∑k
j=1(−1)j−1rij for some 1 ≤ i1 < i2 < i3 < · · · < ik = i and for some

k ≤ i. By mathematical induction, it follows that such a point has λ-measure equal to
λ (r) pi−1−k

10 pk
01.

One also observes that, for every i > 1, b2i−2 = r2 and a2i−2+1 = r − r2 so that
for every i, there are two kinds of polynomials in r of degree i in [0, r] with positive λ-
masses: the first kind are numerically less than or equal to r2 having positive λ-masses
and the second kind are numerically greater than or equal to r −r2. In each kind, there are
exactly 2i−2 polynomials. By (2), the sum of the λ-masses for polynomials of the first kind
is λ(r)[p10 + p01]i−2p10 and that for the second kind is equal to λ(r)[p10 + p01]i−2p01.
As a result, the sum of the λ-masses for all the polynoimals in r of degree i in [0, r]
with positive λ-masses equals λ(r)[p10 + p01]i−1. This can also be proved without much
difficulty by using induction on i.

Part (iii): The sum of the λ-masses of each of these polynomials in r of all finite degrees in
[0, r] with positive λ-masses along with the λ-mass at zero equals 1. Thus, if Ai denotes
the collection of all 2i−1 points with positive λ-masses for i = 1, 2, 3, . . . and if we write
A = ⋃∞

i=1 Ai , then it is clear that the support of λ, namely, S(λ) equals {0} ∪ A and
satisfies

λ(0) + λ(A) = λ(0) +
∞∑

i=1

λ (Ai) = λ(0) + λ (r)

[ ∞∑

i=1

(p10 + p01)
i−1

]

= 1.
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From the above description of S(λ) for r < 1
2 , we observe that S(λ) turns out to be

a countable closed set contained in [0, r] consisting of 0 and the set A of polynomials
in r:

A = {r; r2, r − r2; r3, r2 − r3, (r − r2) + r3, r − r3; . . .}.

So, it is clear that the construction of the set A follows a Cantor-set type construction
for r < 1

2 and the proof is complete. The interested reader may contact anyone of the
authors for the details of the proofs for parts (i) and (ii). �

PROPOSITION 2.2

For r = 1
2 , we have the following:

(i) The only points that have positive λ-masses are the dyadic rationals in [0, 1
2 ]. Thus,

for every i, there are exactly 2i−2 dyadic rationals of the form k
2i with k ≤ 2i−1 and

k odd with positive λ-mass.

(ii) A typical point has λ-measure equal to λ
(

1
2

)
(p10 + p01) pi−1−k

10 pk−1
01 for some pos-

itive integer k. For every i > 1, the sum of the λ-masses of all 2i−2 points that have

positive λ-masses equals λ
(

1
2

)
[p10 + p01]i−1.

(iii) The sum of the λ-masses of all dyadic rationals in [0, 1
2 ] along with the λ-mass at

zero equals 1. Thus, for r < 1
2 , for any positive integer i, the number of polynomials

in r of degree i is exactly twice as many as the number of dyadic rationals of the
form k

2i with k ≤ 2i−1 and k odd.

Proof. Substituting r = 1
2 in the above steps (of the case r < 1

2 ), we have r2 = r − r2 at
stage 2, r3 = r2 −r3 and r −r2 +r3 = r −r3 at stage 3 and so on. In general, at any stage
i > 1, b

(i)
j = a

(i)
j+1 for j = 1, 2, . . . , 2i−1 − 1 so that for r < 1

2 , for any positive integer
i, the number of polynomials in r of degree i is exactly twice as many as the number of
polynomials in 1

2 of degree i. But these polynomials in 1
2 of degree i are exactly same as

the dyadic rationals of the form k
2i with k ≤ 2i−1 and k odd and thus (i) follows.

Now, note that the open intervals with λ-measure zero mentioned in part (i) of Propo-
sition 2.1 are empty sets when r = 1

2 . Now, for any pair of b
(i)
j and a

(i)
j+1, note that if

the interval (b
(i)
j , a

(i)
j+1) appears for the first time at the i-th stage, then, j is odd, say,

j = 2l − 1. Now considering l odd and even, we have two cases. If l is odd, then, let
l = 2m − 1 so that b

(i)
2l−1 = a

(i−2)
m + ri and a

(i)
j+1 = a

(i)
2l = a

(i−2)
m + ri−1 − ri . Now,

if a
(i−2)
m = ∑k

t=1(−1)t
(

1
2

)it
then using the arguments in the case r < 1

2 , λ(a
(i−2)
m ) =

λ
(

1
2

)
pi−3−k

10 pk
01 so that λ(b

(i)
2l−1) + λ(a

(i)
2l ) = λ

(
1
2

)
pi−3−k

10 pk+1
01 (p10 + p01). The

same argument can be repeated when l is even and one gets the same λ-measure for
λ(b

(i)
2l−1) + λ(a

(i)
2l ) for the case l even also. But since, as argued before, for every j , we

have b
(i)
j = a

(i)
j+1, so the above measure is the λ-measure of a single typical point in the

case r = 1
2 .
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Now for the remaining part of the proof, we follow the argument described for the case
r < 1

2 closely and show that the sum of the λ-masses for all dyadic rationals at stage

i > 1 equals λ
(

1
2

)
[p10 + p01]i−1 and (ii) follows.

Finally, one observes that, for the case r = 1
2 also, the sum of the λ-masses at all the

dyadic rationals in [0, 1
2 ] equals 1 and (iii) follows. Thus, the proof of the proposition is

complete. �

From the proof, it is clear that for r < 1
2 , for any positive integer i, the number of

polynomials in r of degree i is exactly twice as many as the number of dyadic ratio-
nals of the form k

2i with k ≤ 2i−1 and k odd. The reader may be interested to check
the special case scenario considering Cn and Dn to be independent and/or identically
distributed.

3. Alternative proofs of the results in Section 2

In this section, we present alternative proofs of our results due to the referee.
Let the 2 × 2 i.i.d. stochastic matrices (Xn)n≥1, Cn,Dn, the probability distribution μ

of Xn, the support S(μ) of μ be as in §2. Also, we continue to assume that for a given r

with r = 1 or 0 < r ≤ 1
2 , both r−1Cn and r−1Dn are Bernoulli with parameters p1 and

p2 respectively as in §2.
Let λ be the distribution of limn→∞ XnXn−1 · · · X1. Then λ is the distribution of

∞∑

k=1

Dk

k−1∏

i=1

(Ci − Di). (3)

From this, the fact that Dk

∏k−1
i=1 (Ci − Di) can take only the values 0 and ±rk as

well as the fact that with probability 1 it is 0 when k is large enough, we infer that λ is
concentrated on a set of numbers of the form

∑∞
k=1 ckr

k , where c = (ck)
∞
k≤1 is a sequence

of −1, 0, 1. We will describe it more properly in the following paragraphs.
First, we consider the case 0 < r < 1

2 . We show below that the support of λ, S(λ),
which is the set of all finite degree polynomials in r (having positive λ-masses) of the
form

∑k
j=1(−1)j−1rij for some 1 ≤ i1 < i2 < i3 < · · · < ik = i for some k ≤ i and

i ≥ 1, is bijective to the following set:

B = {b : b is an infinite sequence of 0’s and 1’s with finite number of 1’s}
so that if b ∈ B is a sequence b1b2 · · · , then the bijection from B to S(λ) is obtained in
two stages. At the first stage, B is mapped to another set C as follows:

φ(b1b2 · · · ) = (φ1(b1b2 · · · ), φ2(b1b2 · · · ), · · · ) ,

where φi’s take values −1, 0 or 1. Let i1, i2, . . . , ik be the indices such that bj = 1
if j = i1, i2, . . . , ik and bj = 0 otherwise. Then, φil (b1b2 · · · ) = (−1)l−1 for l =
1, . . . , k and φj (b1b2 · · · ) = 0 otherwise. Thus, C is the following set:

C = {c : c is an infinite sequence of 0’s, 1’s and

−1’s with finite numbers of 1’s and − 1’s}
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so that if c = c1c2 · · · is a typical point in C , then cj = 0 if bj = 0 and cj = 1 or −1 if
bj = 1. As per the above description, cil = φil (b1b2 · · · ) = (−1)l−1. Then, finally, C is
mapped to S(λ) using the following map:

ψ(c1c2 · · · ) =
∞∑

i=1

cj r
j .

It is clear that the above definition clearly covers all polynomials in r belonging to S(λ).
Thus, the bijection f between B and S(λ) is as follows:

f (b1b2 · · · ) = ψ ◦ φ(b1b2 · · · ) =
∞∑

j=1

φj (b1b2 · · · ) rj .

To proceed with the proofs, denote the infinite sequence 000 · · · by 0 and the infinite
sequence 100 · · · by 1. One defines a Markov transition kernel on B as follows:

(1) p(0, 0) = p00 + p10 = q2, p(0, 1) = p01 + p11 = p2.
(2) For b �= 0, we have, p(b, 0)=p00, p(b, 0b)=p10, p(b, 1b)=p01, p(b, 1)=p11.

Now let us make the following observations.

PROPOSITION 3.1

The above Markov chain is irreducible, aperiodic and positive recurrent. Its stationary
distribution π is given by

π(0) = p00

1 − p10
, π(1) = p11 + p00p01

1 − p10
(4)

and

π(b) = p
j

10p
k−1−j

01 π(1),

when b = b1 · · · bk000 · · · with bk = 1 and j is the size of {i < k : bi = 0}.
Proof. Irreducibility and aperiodicity follow easily. Using the equation π(b′) =∑

b∈B π(b) p(b, b′) shows (4). If b′ �= 0 or 1, there exists b′′ �= 0 such that b′ = bb′′
with b = 0 or 1. Therefore, p(b, b′) = p(b, bb′′) �= 0 if and only if b = b′′. As a result,
p(b′′, bb′′) = p01 if b = 1 and p10 if b = 0. Also, π(bb′′) = p01π(b′′) or p10π(b′′)
accordingly. If b = b1 · · · bk000 · · · with bk = 1, then it follows by iteration that if j is
the number of i < k such that bi = 0, we have the following:

π(b) = γb1 · · · γbkπ(1) = p
j

10p
k−1−j

01 π(1),

where γb = p10 for b = 0 and γb = p01 for b = 1. �

Remark 3.1. One easily checks that

∑

b∈B
π(b) = π(0) + π(1)

∞∑

k=1

k−1∑

j=0

(
k − 1

j

)

p
j

10p
k−1−j

01

= π(0) + π(1)
1

p00 + p11
= 1.
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PROPOSITION 3.2

Let f be as introduced before Proposition 3.1. The probability distribution λ is the image
of π by the map b �→ f (b). In other words,

λ =
∑

b∈B
π(b)δf (b)

Proof. Consider the Markov chain (Yn) on B of our Proposition 3.1. Then, under the set
up of §2, we have

f(Yn+1) = (Cn − Dn)f(Yn) + Dn = Cnf(Yn) + Dn (1 − f(Yn)) .

Therefore, if the distribution of the random sequence Y of B is the stationary distribution
π of the Markov chain (Yn), then the distribution of f(Yn) is λ.

Thus, the case r < 1
2 follows from Propositions 1 and 2.

For the case r = 1
2 , we have the following remark. �

Remark 3.2. For the case r = 1
2 , the map f introduced above is not one-to-one as

(
1
2

)2 =
f (01 · · · ) = f (11 · · · ) = 1

2 −
(

1
2

)2
. Thus, the proof in this case needs to be worked out

separately.

PROPOSITION 3.3

If r = 1
2 and b �= 0, 1, then λ(f (b)) = p

j

10p
m−j

01 (p10 + p01)π(1).

Proof. We only give the main ideas of the proof. The details are left to the reader.
If b �= 0, 1, then there exists a finite sequence b∗ of 0’s and 1’s such that b =

b∗01000 · · · or b = b∗11000 · · · and we can call b∗ the type of b. Then f (b) = f (b′)
if and only if b and b′ have the same type. If b∗ has j zeros and length m, then
λ (f (b)) = π(b∗01000 · · · )+π(b∗11000 · · · ) = p

j

10p
m−j

01 (p10 +p01)π(1) etc. The part
‘⇒’ is less obvious and involves a little discussion about the two ways of representing an
odd integer as a sum

∑k
j=1(−1)j 2pj when p1 > p2 > · · · > pk = 1.
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