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resumo 
 

 

Os peroxissomas são organelos intracelulares multifuncionais, cruciais para 
diferentes processos fisiológicos e patológicos. Recentemente, a MAVS, 
proteína adaptadora mitocondrial essencial para a defesa antiviral mediada 
pelos recetores RLR, foi identificada nos peroxissomas. 
 
Após infeção, o ácido ribonucleico viral é reconhecido pelos recetores RLRs 
que induzem uma cascata de sinalização que se inicia com a ativação da 
MAVS, tanto nas mitocôndrias como nos peroxissomas, culminando com a 
produção de efetores antivirais, tais como interferões do tipo I e genes 
induzidos pelos interferões (ISGs), que impedem a replicação e disseminação 
viral. Foi demonstrado que as MAVS peroxissomais e mitocondriais atuam de 
forma complementar: a MAVS peroxissomal induz uma resposta rápida, mas 
de curto prazo, enquanto que a MAVS mitocondrial leva a uma resposta 
antiviral tardia, porém duradoura. 
 
O objetivo deste trabalho foi compreender a importância dos peroxissomas na 
defesa antiviral celular e nas infeções virais. Os resultados apresentados nesta 
tese provam que a NS3-4A do vírus da hepatite C (HCV) e a vMIA do 
citomegalovírus humano (HCMV) exploram os peroxissomas para inibir a 
sinalização antiviral dependente da MAVS, impedindo a produção dos ISGs. 
Mostramos que a NS3-4A inibe a sinalização dependente dos peroxissomas 
através da clivagem do domínio citosólico da MAVS e também mostramos que 
a vMIA interage com a MAVS peroxissomal, inibindo a sua oligomerização e 
impedindo a sinalização a jusante. Para além disso, a vMIA induz a 
fragmentação peroxissomal, que provamos ser independente da inibição da 
sinalização antiviral. Mostramos também que a vMIA é dependente da MFF, 
uma proteína adaptadora da fissão peroxissomal, e demonstramos que a MFF 
medeia a interação entre a vMIA e a MAVS peroxissomal. Finalmente, 
apresentamos um interatoma das interações proteína-proteína entre vírus 
humanos e peroxissomas, revelando que vírus distintos interagem com 
diferentes proteínas peroxissomais. Uma análise detalhada das interações 
identificadas revelou que o metabolismo lipídico pode ser a principal função 
peroxissomal explorada pelos vírus, possivelmente para aumentar a infeção 
viral, ou para a defesa do hospedeiro celular. 
 
Em conjunto, estes resultados reforçam o papel dos peroxissomas como 
plataformas para a sinalização dos RLRs e, além disso, sugerem que a sua 
importância para a infeção viral pode ir além da defesa antiviral. Novos 
estudos são propostos para compreender melhor o papel dos peroxissomas na 
infeção viral, o que pode levar à descoberta de novos alvos para o 
desenvolvimento de terapias antivirais. 
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abstract 

 
Peroxisomes are multifunctional intracellular organelles, crucial for different 
physiological and pathological processes. Recently, MAVS (mitochondrial 
antiviral signaling), the mitochondrial adaptor protein essential for the RLR 
(retinoic acid inducible gene I-like receptors)-mediated antiviral defense was 
identified at peroxisomes. 
 
Upon infection, viral RNA is recognized by RLRs which induce a signaling 
cascade that initiates with MAVS activation at both mitochondria and 
peroxisomes. This culminates with the production of antiviral effectors, such as 
type I IFNs (interferons) and ISGs (IFN-stimulated genes) that prevent viral 
replication and dissemination. It has been demonstrated that peroxisomal and 
mitochondrial MAVS act together in a complementing manner: peroxisomal 
MAVS induces a rapid but short-term response, while mitochondrial MAVS 
leads to a delayed but long-lasting antiviral response. 
 
The aim of this work was to understand the importance of peroxisomes in the 
cellular antiviral defense and in viral infections. The results presented in this 
thesis prove that HCV (hepatitis C virus) NS3-4A and HCMV (human 
cytomegalovirus) vMIA target peroxisomes to inhibit peroxisomal MAVS-
dependent antiviral signaling, impairing the production of ISGs. We show that 
NS3-4A inhibits peroxisomal-dependent signaling through the cleavage of 
peroxisomal MAVS cytosolic domain. We also show that vMIA interacts with 
peroxisomal MAVS, inhibiting its oligomerization and impairing the downstream 
signaling. Additionally, vMIA induces peroxisomal fragmentation, which we 
prove to be independent of the vMIA-mediated peroxisomal MAVS inhibition. 
Moreover, we show that vMIA is dependent of MFF, an adaptor protein of 
peroxisomal fission machinery, and we demonstrate that MFF mediates the 
interaction between vMIA and peroxisomal MAVS. Finally, we present an 
interactome of protein-protein interactions between human viruses and 
peroxisomes, revealing that distinct viruses target peroxisomal proteins. A 
detailed analysis of the identified interaction revealed that lipid metabolism may 
be the main peroxisomal function exploited by viruses, possibly to enhance 
viral infection, or for cellular host defense. 
 
Altogether, these results enforce the role of peroxisomes as platforms for RLR 
signaling and, moreover, suggest that their importance for viral infection may 
go beyond the antiviral defense. Further studies are proposed to better disclose 
the role of peroxisomes in viral infection, which can ultimately lead to the 
discovery of novel targets for the development antiviral therapeutics. 
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1.1. Peroxisomes 

Peroxisomes are intracellular organelles bounded by a single lipid bilayer membrane that surrounds a 

dense granular matrix, devoided of nucleic acids or protein synthesis machinery. Peroxisomal proteins 

are encoded by nuclear genes and synthesized in the cell cytoplasm by polyribosomes (Fujiki et al., 

1984; Lazarow and Fujiki, 1985; Rachubinski, 1984). Their shape and size vary greatly in response to 

growth conditions or environmental stimulus, such as fatty acids, temperature alterations or even 

infection by pathogens (Ribeiro et al., 2012; Schrader and Fahimi, 2006). Peroxisomes can appear as 

spherical or rod-like, ranging from 0.1 to 0.5 micrometers (μm) in diameter, and also occasionally 

elongated with up to 5 μm in length (Islinger et al., 2012a; Litwin and Bilińska, 1995; Schrader et al., 

1994). Peroxisomes are crucial organelles for mammalian cells and their main functions include β- and 

α-oxidation of fatty acids, decomposition of hydrogen peroxide, synthesis of ether-phospholipids and 

docosahexaenoic acids, among several others (Figure 1).  

  

Figure 1. Schematic representation of peroxisomal main functions and interactions with other subcellular 
organelles. The main functions of peroxisomes are α-oxidation of BCFA, β-oxidation of VLCFA, synthesis of bile 
acids and etherphospholipids, glyoxylate detoxification, removal of ROS and antiviral defense. Some of the 
peroxisomal enzymes involved in each pathway are represented. BCFA - branched-chain fatty acids; VLCFA - very 
long-chain fatty acids; Acetyl-CoA - acetyl coenzyme A; Acyl-CoA - acyl coenzyme A; ACOX - acyl-CoA oxidase; 
AGPS - alkyldihydroxyacetonephosphate synthase ; FAR - fatty acyl-CoA reductase; GNPAT -glyceronephosphate 
O-acyltransferase ; ER – endoplasmic reticulum ; MAVS – mitochondrial antiviral signaling; ROS – reactive oxygen 
species 
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Most of the molecular processes behind these peroxisomal functions are shared with other organelles, 

with the exception of the oxidation of very long-chain fatty acids (VLCFA), which are solely metabolized 

at peroxisomes (further explored in section 1.1.3) (Schrader et al., 2015b; Wanders et al., 2016). 

Peroxisomes have been also described as essential for many physiological and pathological processes, 

as well as important signaling platforms in immunity, inflammation, ageing, cancer and in host-

pathogen interactions (Cipolla and Lodhi, 2017; Dahabieh et al., 2018; Lazarow, 2011; Odendall and 

Kagan, 2013; Valença et al., 2015). 

1.1.1. Peroxisome biogenesis  

Peroxisome biogenesis consists in the formation of a membrane, which is followed by the insertion of 

peroxisomal membrane proteins (PMPs) necessary for the subsequent import of peroxisomal enzymes 

(Lazarow and Fujiki, 1985). Until now, 16 proteins involved in peroxisomal biogenesis, termed 

peroxins, which are encoded by Pex genes, were identified. Peroxisome biogenesis can be initiated 

from pre-existing peroxisomes – growth and division model - where lipids and proteins are imported 

from the cytosol, or be mediated by the endoplasmic reticulum (ER) – de novo model - where 

specialized areas form pre-peroxisomal vesicles and mediate the targeting of peroxisomal proteins, 

which, after fusion, originate mature peroxisomes (Costello and Schrader, 2018; Hettema et al., 2014). 

While this process has slower kinetics leading to the formation of new peroxisomes (Motley and 

Hettema, 2007), the growth and division pathway is a faster process that depends on the presence of 

pre-existing peroxisomes. Both models agree with the existence of signaling peptides that allow the 

specific targeting of peroxisomal proteins from the matrix (PTS1 and PTS2) and membrane proteins 

(mPTS), as well as specific systems for membrane translocation for matrix and membrane proteins 

(Francisco et al., 2017; Gould et al., 1989; Jones et al., 2001).  

Growth and division model 

The growth and division model is an asymmetric process that consists of peroxisomal polarization, 

which allows membrane protrusion and consequent elongation (Huybrechts et al., 2009). 

Subsequently, the import of the membrane and matrix proteins is initiated, the peroxisomal 

membrane constricts and final scission occurs, leading to the multiplication of these organelles 

(Costello and Schrader, 2018; Fahimi et al., 1993; Schrader et al., 1994).  

These processes are regulated by the multifunctional protein PEX11β (Delille et al., 2010), and some 

proteins shared with the mitochondria division machinery: the guanin triphosphate enzyme (GTPase) 
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dynamin-like protein (DLP1) and its membrane adaptor proteins mitochondrial fission 1 (FIS1) and 

mitochondrial fission factor (MFF) (Kobayashi et al., 2007; Koch and Brocard, 2012; Koch et al., 2005; 

Koch et al., 2010).  

After activation of PEX11β, the peroxisomal membrane expands due to the incorporation of lipids, 

forming a tubular structure (Opaliński et al., 2011; Schrader et al., 1998b). PEX11β recruits the 

anchoring proteins MFF and FIS1 to the peroxisomal membrane (Koch and Brocard, 2012), which in 

turn recruit DLP1 (Gandre-Babbe and van der Bliek, 2008; Itoyama et al., 2013; Kobayashi et al., 2007; 

Koirala et al., 2013; Losón et al., 2013; Otera and Mihara, 2011; Yoon et al., 2003). Consequently, 

PEX11β acts as a GTPase activating protein for DLP1, inducing membrane scission (Figure 2) 

(Bonekamp et al., 2013; Koch et al., 2003; Williams et al., 2015). Nevertheless, some controversy exists 

regarding which of these adaptors is the one that recruits DLP1 to peroxisomes. FIS1 was initially 

described as the main DLP1-adaptor at the peroxisomal membrane (Kobayashi et al., 2007; Koch et 

al., 2005; Yoon et al., 2003), but MFF was recently demonstrated to be essential for DLP1 recruitment 

to this organelle (Gandre-Babbe and van der Bliek, 2008; Itoyama et al., 2013; Koirala et al., 2013; 

Losón et al., 2013; Otera and Mihara, 2011).  

 

Figure 2. Growth and division model for peroxisome biogenesis. Peroxisomal proliferation starts with 
membrane elongation that is followed by constriction and final fission. Activation of PEX11β initiates the 
remodeling of the peroxisomal membrane in pre-existing peroxisomes inducing the elongation of one of their 
extremities. With membrane growth, FIS1 and MFF accumulate and recruit DLP1 allowing its assembling in a 
ring-like complex that hydrolyze guanosine-5'-triphosphate (GTP) and cleaves the peroxisomal membrane. MFF 
– mitochondrial fission factor; FIS1 – mitochondrial fission 1; DLP1 – dynamin like protein 1 

Although the regulation of this process is still poorly understood, some studies performed in yeast 

have shown that PEX11β phosphorylation may be one form of regulation (Joshi et al., 2012; Knoblach 
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and Rachubinski, 2010; Thomas et al., 2015). Moreover, it was suggested that PEX11β self-interaction 

regulates membrane deformation (Bonekamp et al., 2013) and this self-interaction may be sensitive 

to redox metabolism, coordinating the division with the oxidative levels of peroxisomes (Marshall et 

al., 1996). Excess of PEX11 proteins can also inhibit the constriction of peroxisomes, leaving 

peroxisomes in an elongated state (Koch et al., 2010).  

PMPs can be directly imported into the peroxisomal membrane, even in mutant cells with impaired 

peroxisomal matrix protein import, forming peroxisomal ghosts (Santos et al., 1988), or peroxisomal 

membrane remnants, and becoming functional peroxisomes after reintroducing the faulty Pex gene 

(Mayerhofer, 2016). However, in the absence of Pex3, Pex16 or Pex19, PMPs targeting or import is 

not possible, as they encode key components for the post-translational targeting and insertion 

machinery, as well as for the peroxisomal membrane synthesis (Fang et al., 2004; Jones et al., 2004; 

Matsuzaki and Fujiki, 2008; Sacksteder et al., 2000).  

PEX19 is a cytosolic chaperone that binds to a range of PMPs through recognition of their specific 

peroxisome targeting signal – mPTS. PEX19 binding to PMPs prevents their degradation and maintains 

their import-competent conformation (Jones et al., 2004; Sacksteder et al., 2000). Primarily, PMPs 

were sorted in two groups – class 1, which comprised the proteins that relied on PEX19 to be imported 

into peroxisomes, while class 2 consisted in the proteins that did not required targeting by PEX19 

(Jones et al., 2004). After binding, PEX19 mediates the PEX19-PMP complexes docking to PEX3 at the 

peroxisomal membrane (Fang et al., 2004; Muntau et al., 2003). It was proposed that PEX3 has the 

capability to perturb the peroxisomal lipid bilayer, allowing the insertion of PMPs in the peroxisomal 

membrane (Pinto et al., 2009). On the other hand, PEX3 belongs to the class 2 of PMPs meaning that 

it is not trafficked to peroxisomes by PEX19, but rather by PEX16, where their direct interaction may 

be essential for the insertion of PEX3 into mature peroxisomes (Matsuzaki and Fujiki, 2008).  

De novo model 

The growth and division model was challenged when the formation of peroxisomes in mutant yeast 

cells that lacked peroxisomes due to a mutation in the biogenesis peroxins Pex3 and Pex19 was 

observed (Hoepfner et al., 2005), raising the question whether peroxisomes could originate from 

other organelles.  

In mammalian cells, besides the genes Pex3 and Pex19, Pex16 was also observed to be essential for 

peroxisomal membrane biogenesis, as well as for segregation/inheritance of peroxisomes (Ghaedi et 

al., 2000; Sacksteder et al., 2000; South and Gould, 1999). An earlier study had also suggested that 

peroxisomes originate from ER based on electron microscopy analysis of mammalian cells (Novikoff 
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and Novikoff, 1972). Corroborating the involvement of ER in the peroxisomal biogenesis, evidence 

showing that different PMPs, before being transported to peroxisomes, are targeted to the ER where 

they accumulate in a specialized subdomain emerged from different studies (Aranovich et al., 2014; 

Geuze et al., 2003; Toro et al., 2009; Yonekawa et al., 2011). Moreover, it was shown that PEX16 

mediates the trafficking and recruitment of several PMPs to the ER (Hua et al., 2015).  

From these specialized or pre-peroxisomal subdomains at ER, peroxisomes are formed de novo in a 

SEC16B-dependent process. Additionally, it is speculated that from these subdomains, ER may also 

provide new PMPs and lipids to fuel the growth and division model, and maintain the pool of pre-

existing peroxisomes (Mayerhofer, 2016). However, it is still unknown how this process is regulated 

or even the mechanisms behind the insertion of PMPs in the ER, it seems that mammalian PMPs after 

being synthesized can be routed to peroxisomes through two different pathways, either directly 

(explained in the previous subsection) or indirectly (Mayerhofer, 2016). 

Recently, it was shown that during de novo formation in mammalian cells, after introduction of Pex3 

in deficient cells, the encoded protein was inserted in mitochondria, instead of ER or peroxisomes, 

and exited in vesicular structures. These vesicular structures, that derived from mitochondria, were 

also composed by PEX14, PMP70 and catalase, suggesting the maturation of these structures into 

import-competent peroxisomes. However, the partner for the membrane protein import machinery 

of PEX3, PEX16, was observed in a second class of vesicles derived from ER. These vesicles were seen 

targeting the PEX3/PEX14 enriched sites of mitochondrial surface (Sugiura et al., 2017). The same 

process was seen in yeast cells, when a PEX3 fusion protein with a mitochondrial targeting signal 

induced mitochondria-derived import-competent peroxisomes (Rucktäschel et al., 2010). Both 

findings lead to the speculation that de novo formation may be initiated by the targeting of PMPs to 

any endomembrane in the absence of peroxisomes (Costello and Schrader, 2018). 

How peroxisomes coordinate both processes is still to be understood, however, since peroxisomes 

have an essential role on the metabolism of lipids and ROS, it is most likely that both pathways are 

regulated by the cellular state, which is in turn affected by the environment of the cell. The studies 

that tried to clarify the stimulus that induce each one of the routes for peroxisomes formation, showed 

contradictory results. In mammalian cells, it was shown that peroxisomes could rise from de novo 

pathway even in the presence of pre-existing peroxisomes (Kim et al., 2006), contrary to the initial 

belief that de novo formation occurred only in the absence of peroxisomes. Currently, it is accepted 

that both routes may cooperate to maintain the peroxisomal population homeostasis (Mayerhofer, 

2016), however, further studies should address how de novo and fission generation of peroxisomes 

are regulated and coordinated.  
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The maturation process of peroxisomes into fully functional organelles is common to both processes 

of peroxisomal formation. Synthesis of peroxisomal matrix proteins occurs in free ribosomes in the 

cytosol, being then post-translationally imported into the organelle. Proteins that present one or two 

peroxisomal targeting signals (PTS1 or PTS2) are recognized by soluble receptors PEX5 or PEX5-PEX7 

complex, which transport them to docking sites present at the peroxisomal membrane (Francisco et 

al., 2017). After recognition, cargo is released and receptors are shuttled back to the cytosol (reviewed 

in (Dias et al., 2016)). 

1.1.2. Peroxisome dynamics 

Peroxisomes are highly dynamic organelles that due to alterations on the cellular environment, such 

as starvation, infection or cell death, change their shape, number, enzyme content and distribution to 

compensate the metabolic needs of the cell (Camões et al., 2009; Islinger et al., 2012b; Ribeiro et al., 

2012; Smith and Aitchison, 2013).  

Peroxisome motility 

Such as other organelles, peroxisomes traffic through the cell taking advantage of the cytoskeletal 

tracks. Peroxisomes' motility involves oscillations, short-range and long-distance motions. Whereas in 

plants and yeast peroxisomes move through the actin cytoskeleton with the aid of type-V myosins 

(Fagarasanu et al., 2010; Sparkes and Gao, 2014), in mammalian cells peroxisomes use microtubules 

to perform their long-distance bidirectional movements (Schrader et al., 1996; Schrader et al., 2000) 

(reviewed in (Neuhaus et al., 2016)). MIRO1, an Ras GTPase known to link mitochondria to the motor 

proteins kinesin and dynein, was recently identified as a possible adaptor for peroxisomal motility in 

microtubules (Castro et al., 2018; Okumoto et al., 2018). They show that this protein alters 

peroxisomes distribution and motility and mediates the pulling forces needed for peroxisomal 

distribution and proliferation (Castro et al., 2018).  

Peroxisome proliferation 

The regulation of peroxisomal proliferation is achieved through the induction, by external stimuli, of 

transcription factors that are able to enhance the expression of peroxisomal genes (Schrader et al., 

2016). However, the knowledge on the signaling pathways behind the regulation of peroxisome 

proliferation in mammals is still poor and most of the studies have been performed in yeast, where 

peroxisomes are the sole organelle responsible for β-oxidation and the transcriptional control system 
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is less complex (Gurvitz and Rottensteiner, 2006; Schrader et al., 2016). In mammals, the best 

described mechanism for regulation of peroxisome proliferation is mediated by the peroxisome 

proliferator-activated receptor α (PPRα). In rats, several fibrates have been reported to induce 

peroxisomal proliferation and to be agonists of PPARα (Guo et al., 2006; Hess et al., 1965; Lazarow 

and De Duve, 1976), although having a very mild effect in humans (Lawrence et al., 2001). However, 

in HepG2 cells, several genes that code for peroxisomal enzymes were identified as having peroxisome 

proliferator response elements that are regulated by PPARα (van der Meer et al., 2010). Nevertheless, 

the mechanisms behind the stimulation of peroxisome proliferation by PPARα in humans are 

controversial, since no correlation between PEX11β, essential for peroxisome proliferation, and 

PPARα has been observed. 

PPAR-independent mechanisms of regulation of peroxisome proliferation have been described, 

although their mechanisms of action are still unknown (Schrader et al., 2016). Growth factors, 

arachidonic acid, UV light and ROS induce peroxisomes elongation in HepG2 cells, which are resistant 

to treatment with fibrates (Schrader et al., 1998a; Schrader et al., 1998b).  

Peroxisome degradation 

The specific removal of the excess of peroxisomes by autophagy is designated as pexophagy. Three 

pathways for the degradation of peroxisomes are accepted: (1) p62 recognizes an unknown 

ubiquitinated PMP which leads to the recruitment of an autophagosome after interaction with LC3-II 

(Kim et al., 2008); (2) LC3-II interacts directly with PEX14 by competing with PEX5 for the interaction 

with PEX14, depending on the nutrient conditions (Hara-Kuge and Fujiki, 2008); (3) binding of NBR1 

to an ubiquitinated PMP or directly to the peroxisomal membrane, which can be also mediated by p62 

(Deosaran et al., 2013). It has been shown that DLP1 may be recruited and activated prior to 

pexophagy, suggesting that peroxisomal fragmentation is required for the selective process of 

autophagy (Mao et al., 2014; Twig and Shirihai, 2011). PEX3, has also been recently linked to 

peroxisomal degradation by pexophagy (Nazarko, 2017; Zientara-Rytter et al., 2018). Nevertheless, 

the regulation of peroxisomes number and size is still poorly understood and a better understanding 

on how these proteins cooperate to regulate peroxisomes dynamics is still required.  

1.1.3. Peroxisomes and other organelles 

Organelle interaction is essential for the integration of different functions, such as metabolism, 

cellular maintenance or cell fate. Peroxisomes cooperate with other organelles in the cells, such as ER, 
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lipid droplets (LD) and mitochondria (Lodhi and Semenkovich, 2014; Schrader et al., 2015b).The 

interplay between these organelles is accomplished through direct contact, diffusion of molecules or 

metabolites, or vesicular transport (Cohen et al., 2018; Schrader et al., 2015b). Besides the de novo 

formation of peroxisomes, interaction with the ER was also associated to the delivery of the 

phospholipids necessary for the formation of peroxisomal membranes, although the few studies that 

have addressed this issue were performed in yeast and the mechanisms behind this process are not 

yet fully understood (Guo et al., 2007; Raychaudhuri and Prinz, 2008). Other signaling pathways may 

be shared between ER and peroxisomes, such as antiviral defense or lipid metabolism, but more 

research on this topic is needed. A recent work uncovered new membrane contact sites between 

peroxisomes and ER in mammalian cells, associated to the regulation of the biosynthesis of 

plasmalogens and peroxisome motility (Costello et al., 2017a): peroxisomal Acyl-CoA binding domain 

containing protein 5 and 4 (ACBD5 and ACBD4) interact with VAPA/B, ER-resident tail-anchored 

proteins (Costello et al., 2017b; Costello et al., 2017c). 

Peroxisomes are also in close contact with mitochondria, and they share several morphological and 

metabolic functions (Camões et al., 2009; Schrader and Yoon, 2007; Schrader et al., 2015a). Both 

organelles change their morphology to modulate cellular and tissue physiology, oscillating from a 

small and spherical to tubular and long nets (Schrader et al., 2000; Tilokani et al., 2018). Supporting 

this proximity at the morphological level, it was found that both organelles share the components of 

their fission machinery, DLP1, FIS1 and MFF, as discussed above. However, the reason for this dual 

targeting is still poorly understood. Adding to the morphological similarities, peroxisomes and 

mitochondria also have a strong metabolic connection (Camões et al., 2009; Wanders et al., 2016). 

Both mitochondria and peroxisomes perform β-oxidation, although the enzymes involved in this 

process are specific for each organelle (Osumi and Hashimoto, 1980). In both organelles the process 

of β-oxidation is similar and involves four main reactions: 1) dehydrogenation, 2) hydration, 3) 

dehydrogenation, and 4) thiolytic cleavage (Lodhi and Semenkovich, 2014; Wanders et al., 2016). In 

each cycle, fatty acids are shortened by two carbons atoms which are released as acetyl-coenzyme A 

(acetyl-CoA). Both pathways have substrate specificities: mitochondria degrades long-chain fatty acids 

derived from the diet, where peroxisomes are responsible for the oxidization of more complex lipids, 

such as VLCFA, long- and medium-chain dicarboxylic acids, prostaglandins, bile acid precursors, 

leukotrienes and mono- and poly-unsaturated fatty acids (Lodhi and Semenkovich, 2014; Poirier et al., 

2006). While mitochondria metabolizes lipids to supply acetyl-CoA for adenosine triphosphate (ATP) 

production and anabolic reactions, peroxisomes mostly prevent the toxic effects of their accumulation 

in the cell and also supply acetyl-CoA for the biosynthesis of cholesterol and bile acids (Lodhi and 

Semenkovich, 2014). Although peroxisomes perform β-oxidation, they cannot fully metabolize acetyl-
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CoA, thus acetyl-CoA esters produced in peroxisomes are shuttled to mitochondria for further 

oxidation (Osumi and Hashimoto, 1980; Vanhove et al., 1993).  

Peroxisomes and mitochondria are also responsible for the metabolism of ROS and reactive nitrogen 

species (RNS), which consist in by-products of metabolic reactions (Dan Dunn et al., 2015; Fransen et 

al., 2012). At peroxisomes, these by-products are manly formed during lipid oxidation, while at 

mitochondria, they are produced in the electron transport chain. To counterbalance the production 

of negative molecules and protect cells, both organelles have mechanisms that maintain redox 

homeostasis. At peroxisomes, catalase acts by converting H2O2 into water and O2, and it is present in 

the matrix of peroxisomes to participate in cell response to stress. Additionally to catalase, other 

antioxidant enzymes exist in peroxisomes to metabolize different ROS or RNS (Fransen et al., 2012). 

Although until recently it was thought that ROS were merely undesirable cell products, it is now 

accepted that they are essential to several physiological and pathological pathways as immune 

signaling regulation and autophagy, acting as cellular anti-microbial compounds (Di Cara et al., 2017; 

Nathan and Shiloh, 2000) 

In 2010, it was found that peroxisomes, together with mitochondria, coordinate the antiviral response 

induced by retinoic acid-inducible gene I (RIG-I)-like receptors (RLRs) upon the recognition of viral 

ribonucleic acids (RNA). Both organelles share an antiviral signaling adaptor, designated as 

mitochondrial antiviral signaling protein (MAVS) (Dixit et al., 2010) (described in section 1.2.1).  

1.1.4. Peroxisomes in health and disease 

Peroxisome dysfunctions have been associated to severe neurological and developmental disorders. 

Specific peroxisomal disorders represent a group of genetic diseases where one or more peroxisomal 

functions are impaired and have been subdivided into three subgroups: peroxisome biogenesis 

disorders, single peroxisomal enzyme deficiencies and single peroxisomal substrate transport 

deficiencies (Wanders, 2014). The Zellweger syndrome is an example of an important disease caused 

by a dysfunction of peroxisomal functions, where there is the accumulation of VLCFA but no 

plasmalogens and phospholipids synthesis due to the absence of peroxisomes (Braverman et al., 

2013). These molecular alterations lead to neural impairment, as well as lipid composition on several 

tissues as in erythrocytes (Klouwer et al., 2015).  

Dysfunction of peroxisomal functions on ROS and ether phospholipids metabolism was also associated 

to several neurodegenerative diseases as Parkinson’s or Alzheimer’s disease, as well as cancer and 

ageing (Cipolla and Lodhi, 2017; Dorninger et al., 2017; Scherz-Shouval and Elazar, 2011; Wanders, 
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2014). As indicated above (and further described below), peroxisomes also play an important role 

during innate immunity against viral infection.  

1.2. Cellular Antiviral signaling  

The innate immune system is responsible for identifying threats and initiating a sequence of responses 

that will allow the elimination of the potential infectious pathogens (Janeway, 1989). It presents two 

main characteristics: the capacity to distinguish between infectious non-self- from self-molecules and 

the capacity to stimulate the adaptive immune system for a specific response (Janeway and 

Medzhitov, 2002). The innate immunity relies on different pattern recognition receptors (PRRs) which 

recognize, at the intracellular or extracellular space, specific compounds of the pathogens, designated 

as pathogen-associated molecular patterns (PAMPs) (Janeway, 1989).  

Antiviral PRRs can be subdivided according to their location: they can be bound to a membrane or 

circulate freely in the cytosol. At the extracellular space, pathogens will encounter toll-like receptors 

(TLRs) which are bound to plasma membrane (Kawai and Akira, 2011). TLRs, that can recognize viral 

RNA or deoxynucleic acids (DNA), can also be bound to endosomes. Furthermore, several types of 

cytosolic receptors are responsible for recognizing viral nucleic acids: viral RNA is recognized by the 

RLRs (Yoneyama et al., 2015) and the NLRs (nucleotide oligomerization domain-like receptors) (Lupfer 

and Kanneganti, 2013); viral DNA is recognized by different cytosolic sensors that induce the 

stimulator of interferon (IFN) genes (STING)-dependent antiviral signaling (Paludan and Bowie, 2013).  

Although PRRs are located in different regions of the cells and signal through different types of adaptor 

proteins, when activated, they initiate similar and tightly regulated signaling cascades (Chow et al., 

2015). These signaling cascades lead to the activation of transcription factors, such as IFN regulatory 

factors (IRFs), nuclear factor kappa-light-chain enhancer of activated B cells (NF-κB) and activator 

protein 1 (AP-1), which control a set of genes that potentially lead to the production of 

proinflammatory cytokines and IFNs. Furthermore, PRRs also induce non-transcriptional responses 

that consist in cytokine processing, autophagy, phagocytosis and cell death (Beachboard and Horner, 

2016).  

1.2.1. RIG-I-like receptors in cellular antiviral signaling  

The RLR family consists in a DExD/H-box family of helicases which recognize different species of viral 

RNA (Dixit and Kagan, 2013; Loo and Gale, 2011; Yoneyama et al., 2015). RIG-I and melanoma 
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differentiation-associated gene-5 (MDA5) have two caspase recruitment domains (CARDs) at their N-

terminal, a central helicase domain and a C-terminal regulatory domain (Kang et al., 2002; Yoneyama 

et al., 2004). Laboratory of genetics and physiology 2 protein (LGP2), another member of this family, 

lacks the two CARDs at the N-terminal and, while it can also bind to double-stranded RNA (dsRNA), it 

seems to act as a dominant-negative regulator of RIG-I and MDA5 and not as a promoter of innate 

immune defense (Malur et al., 2012; Parisien et al., 2018; Thiagarajan et al., 2007; van der Veen et al., 

2018; Yoneyama et al., 2005). However, LGP2 role on innate immunity is still controversial and some 

studies have shown that LGP2 is necessary for antiviral response against viruses that induce RIG-I- and 

MDA5-dependent signaling (Childs et al., 2013; Hei and Zhong, 2017; Satoh et al., 2010; Thiagarajan 

et al., 2007). Currently, it is established that RIG-I is responsible for the recognition 5’ triphosphate 

RNA (5’pppRNA) present in several viral genomes and short blunt-ends in dsRNA (Hornung et al., 2006; 

Pichlmair et al., 2006; Saito and Gale, 2008; Schlee et al., 2009; Schmidt et al., 2009). Moreover, RIG-I 

seems to have a specificity for smaller sequences of dsRNA. These structures are essential for RIG-I to 

discriminate between non- from self-RNA, although several others motifs may be also necessary for 

viral RNA recognition by RIG-I (Schlee, 2013). In contrast, MDA5 agonists are not so well characterized 

and it is accepted that it may recognize long sequences of dsRNA and positive single strand RNA 

((+)ssRNA) (Fredericksen et al., 2008; Gitlin et al., 2006; Kato et al., 2006; Loo et al., 2008; McCartney 

et al., 2008; Melchjorsen et al., 2010; Roth-Cross et al., 2008; Saito and Gale, 2008). 

Additionally to RNA viruses, several reports have shown that RLRs may be also required against 

infections by DNA viruses. This is supported by the existence of viral proteins coded by different DNA 

viruses, which target RIG-I- and/or MDA5-dependent signaling (Castanier et al., 2010; Inn et al., 2011; 

Jin Choi et al., 2018; Marques et al., 2018; Zhao et al., 2012). Additionally, RIG-I was identified as an 

indirect sensor for cytosolic DNA through recognition by RNA polymerase III (RNA pol III) (Ablasser et 

al., 2009; Chiu et al., 2009; Melchjorsen et al., 2010). Moreover, it has been shown that synthetic or 

pathogen-derived double-stranded DNA (dsDNA) can activate RLR-induced immune responses 

independent of RNA pol III (Choi et al., 2009), and in herpes simplex virus (HSV) infection of human 

primary macrophages, MDA5 was reported to be responsible for the early recognition of HSV 

(Melchjorsen et al., 2010). These results suggest that RLR-sensing receptors may not be restricted to 

the recognition of RNA viruses but be able to respond to foreign DNA, enforcing their importance in 

both RNA- and DNA- viral infections. 

At resting state, RIG-I presents a closed conformation where the CARD domains are autoinhibited 

through a stable interaction with the helicase domain (Civril et al., 2011). To be activated, RIG-I 

recognizes the RNA structure, which triggers the helicase domain to bind to the RNA backbone, 

inducing a change of conformation (Leung and Amarasinghe, 2012; Luo et al., 2012). When CARD 
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domains are exposed they are polyubiquitinated by tripartite motif-containing 25 (TRIM25) and 

RIPLET, which prompts the aggregation of RIG-I (Gack et al., 2007; Jiang et al., 2012; Oshiumi et al., 

2009). This sequence of events allows the activation of MAVS and the following downstream signaling 

(Figure 3) (Jiang et al., 2012; Kowalinski et al., 2011; Seth et al., 2005). In contrast to RIG-I, MDA5 

presents an open conformation in steady state, and the inhibition is accomplished by the 

phosphorylation of serine and threonine residues on the C-terminal and CARD domains. These 

phosphorylations are also common on RIG-I (Chan and Gack, 2015). Although the activation 

mechanisms of RIG-I and MDA5 have been elucidated in the last years, the mechanisms for LGP2 

activation stay uncharacterized.  

 

Figure 3. RIG-I-like receptor antiviral signaling pathway. Upon infection, viral RNA is released into the cytosol 
which is sensed by RIG-I and/or MDA5. Both receptors travel to peroxisomes and mitochondria to activate 
MAVS, inducing a downstream signaling cascade that culminates with the production of type I IFNs and ISGs. 
Peroxisomal MAVS induces a rapid production of ISGs, and type III IFNs in some types of cells, via activation of 
IRF1 and IRF3, while at mitochondria it leads to a delayed but sustained IFN response through IRF3. Once 
secreted, IFNs bind to specific receptors on the cell surface, activating the JAK-STAT pathway and generating an 
amplifying loop that results in the accumulation of RIG-I and other ISGs. The conjugation of these responses 
leads to the restriction of viral replication and spreading to neighboring cells. RIG-I – retinoic inducible gene I; 
vRNA – viral RNA; MAVS – mitochondrial antiviral signaling protein; IRF – interferon regulatory factor; IFN – 
interferon; IFNAR – interferon alfa/beta receptor complex; IFNLR – interferon lambda receptor complex 

Both RIG-I and MDA5 require MAVS [also known as IFN-β promoter stimulator-1 (IPS-1), CARD adaptor 

inducing IFN- β (CARDIF) and virus-induced signaling adaptor (VISA)], to pass the signal to IRF3 which 

leads to the expression of IFNs, cytokines and IFN-stimulated genes (ISGs) (Kawai et al., 2005; Meylan 

et al., 2005; Seth et al., 2005; Xu et al., 2005). MAVS localizes at the membranes of mitochondria, 
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peroxisomes and mitochondria associated membranes (MAM) and is composed of an N-terminal 

CARD domain, a central proline-rich region, and a C-terminal transmembrane domain (Dixit et al., 

2010; Horner et al., 2011a; Meylan et al., 2005; Seth et al., 2005; Xu et al., 2005). The CARD-CARD 

interaction between RIG-I/MDA5 and MAVS induces a conformational change on MAVS leading to the 

formation of resistant prion fiber-like active aggregates, which allows a large amplification of the 

activation signal to other MAVS that were not directly activated (Hou et al., 2011). MAVS 

polymerization recruits the tumor necrosis factor (TNF) receptor-associated factors (TRAF), TRAF2, 

TRAF5 and TRAF6, which are required for TRAF family member associated NF-кB activator-binding 

kinase 1 (TBK1) protein and the IκB kinase (IKK) complex activation (Liu et al., 2013; Xu et al., 2005). 

These kinases are then responsible for the phosphorylation of IRF3, as well as the NF-κB, respectively. 

IRF3 is a transcription factor that dimerizes and translocates to the nucleus where it activates the 

expression of IFNs (Meylan et al., 2005; Seth et al., 2005; Xu et al., 2005). The secreted IFNs induce, in 

a autocrine and paracrine manner, the JAK/STAT pathway leading to the expression of ISGs, such as 

RIG-I, MDA5, protein kinase RNA-activated (PKR), 2’,5’-oligoadenylate synthase (OAS), major 

histocompatibility complex class I (MHC1) among several others (Dixit and Kagan, 2013; Leung et al., 

2012; Yoneyama et al., 2005).  

Dixit et al. described differences on the signaling kinetics, as well as the signaling products expressed 

after activation of RLR, depending on the subcellular localization of MAVS: peroxisomal MAVS 

activates a rapid but short-termed expression of ISGs, while mitochondria MAVS triggers a delayed 

but long lasting ISGs production (Dixit et al., 2010). Later, the same group described that the RLR 

signaling, in addition to induce the production of type I IFNs and ISGs, it also induces the expression 

of type III IFNs, a class of IFNs that has tissue-specific roles in antiviral immunity. Moreover, they show 

that these can be induced by a variety of viruses and identified peroxisomes as being the signaling 

organelles that induce their expression, complementing the type I IFNs induced from mitochondria 

(Odendall et al., 2014). The role of each organelle as a platform on the RLR antiviral response is still 

controversial, as one other study has shown no such differences in terms of IFN production, although 

using distinct experimental setups (Bender et al., 2015). 

1.2.2. Cytosolic DNA sensors in cellular antiviral signaling 

The first DNA sensor to be described was DNA-dependent activator of IFN regulatory factor (DAI). 

After binding, DAI interacts with IRF3, TBK-1 and activates NF-κB, inducing the expression of type I 

IFNs. STING is an adaptor transmembrane protein localized at the ER and essential for the induction 

of type I IFNs in response to viral DNA (Ishikawa and Barber, 2008; Jin et al., 2008; Sun et al., 2009; 
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Zhong et al., 2008). Upon activation, STING translocates from the ER to punctate perinuclear 

compartments through the Golgi complex (Ishikawa and Barber, 2008; Ishikawa et al., 2009). It was 

also reported that STING localizes upstream of TBK1, and their interaction leads to the 

phosphorylation of IRF3 (Ishikawa and Barber, 2008; Sun et al., 2009; Tanaka and Chen, 2012; Zhong 

et al., 2008). As MAVS, STING is the adaptor protein of different DNA sensors, such as DDX41, IFI16 

and, the most studied one, cyclic GMP-AMP synthase (cGAS), (Pu et al., 2011; Sun et al., 2013; 

Unterholzner et al., 2010; Wu et al., 2013). Chen’s group reported that cytosolic DNA leads to the 

production of cyclic-di-GMP-AMP (cGAMP) after being sensed by cGAS, inducing IFN production 

through the STING-dependent pathway (Sun et al., 2013; Wu et al., 2013).  

STING was also associated to the recognition of RNA viruses, after some studies reported that STING 

interacts with MAVS and that STING absence in RNA virus-infected cells lead to decreased levels of 

IFN expression (Ishikawa and Barber, 2008; Ishikawa et al., 2009; Jin et al., 2008; Sun et al., 2009; 

Zhong et al., 2008). However, other studies have not found any differences on the antiviral response 

against RNA viruses in the absence of STING (Chen et al., 2011; Sauer et al., 2011). These differences 

may be justified due to other unknown STING function that can lead to the induction of IFNs and ISGs 

in a RIG-I-independent manner (Holm et al., 2013; Holm et al., 2016). Also, it has been proposed that 

cGAS is capable of detecting some viral RNA species leading to the production of cGAMP, the trigger 

that activates STING-dependent pathway (Schoggins et al., 2014). Contrary to this, Franz et al. 

reported that in RNA virus-infected fibroblasts, STING is not required to prompt IFN expression, being 

however responsible for the restriction of viral replication (Franz et al., 2018). 

1.2.3. Toll-like receptors in cellular antiviral signaling 

TLRs are type I transmembrane proteins and are the most studied and well-known class of PRRs. Up 

to this date, ten different TLRs have been described in humans but only six are involved in antiviral 

immunity. TLR2 and TLR4 are responsible for recognizing viral structural proteins and localize at the 

plasma membrane, while the endosomal TLR3, TLR7 and TLR8 recognize viral RNA and TLR9 recognizes 

viral DNA (Kawai and Akira, 2010; Kawai and Akira, 2011). TLRs activate two different adaptor proteins 

activating two different signaling pathways. Most TLRs, when activated directly or indirectly, recruit 

the adaptor protein myeloid differentiation primary response 88 (MyD88), with the exception of TLR3, 

which recruits Toll/interleukin-1 receptor (TIR)-domain-containing adapter-inducing interferon-β 

(TRIF), as well as TLR4 that is able to activate both adaptor proteins (Yamamoto, 2003). MyD88-

dependent signaling pathway leads to the activation of NF-κB and mitogen-activated protein kinases 

(MAPKs) to induce inflammatory cytokines (Adachi et al., 1998; Medzhitov et al., 1998; Thompson et 
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al., 2011). TRIF-dependent signaling pathway is responsible for activating the transcription factors IRF3 

and NF-κB, consequently inducing the production of type I IFNs and inflammatory cytokines 

(Thompson et al., 2011; Yamamoto, 2003).  

1.5. Hepatitis C virus 

Hepatitis C virus (HCV) is an hepatotropic virus that may lead to chronic hepatitis, liver fibrosis and 

cirrhosis, which can progress to hepatocellular carcinoma (Chen and Morgan, 2006; Thrift et al., 2017). 

Besides infecting hepatocytes, HCV has also the capacity to spread to immune cells such as 

mononuclear cells, lymphocytes and T cells, and gastrointestinal mucosa (Artini et al., 1995; Crovatto 

et al., 2000; Gill et al., 2016; Petrovic et al., 2011; Zignego et al., 1992). HCV is an enveloped (+)ssRNA 

virus that belongs to the Hepacivirus genus from the Flaviviridae family (Kim and Chang, 2013; Manns 

et al., 2017; Simmonds, 2013). Its viral particle presents a diameter that ranges from ~45 to 100 

nanometer (nm) and is formed by an enveloped lipid bilayer where two enveloped glycoproteins, E1 

and E2, are attached. Inside, the C protein forms a non-icosahedral nucleocapsid, which contains the 

viral genome. HCV’s genome is approximately 9.6 kilobases long and its open reading frame encodes 

a single polyprotein with 3000 amino acids. HCV is characterized by its 5’ and 3’ untranslated regions 

(UTRs), which are essential for its replication and translation, respectively. The 5’ UTR allows the 

formation of a stable pre-initiation complex through binding between its internal ribosomal entry site 

(IRES) and the 40S ribosomal subunit (Appel et al., 2006; Manns et al., 2017; Moradpour et al., 2007; 

Niepmann et al., 2013; Otto and Puglisi, 2004; Shi and Lai, 2006).  

HCV has a high replication rate and a low fidelity RNA-dependent RNA polymerase (RdRp). Seven 

different genotypes have been identified, being subdivided in a high number of subtypes (Simmonds, 

2013). HCV differs from the other members from the Flaviviridae family, since normally they present 

a constant diameter of approximately 50 nm with a smooth surface and an icosahedral symmetry 

(Catanese et al., 2013; Mukhopadhyay et al., 2005). Additionally, HCV particles also differ between 

viral particles produced in cell culture or isolated from infected patients, suggesting that the host plays 

a role in the make-up of the viral structure and composition (Bartenschlager et al., 2011; Catanese et 

al., 2013). 

1.5.1. Life cycle 
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When in the liver, HCV is already associated with lipoproteins with different densities forming 

lipoviroproteins (LVPs). At the cell membrane, the LVPs are captured by glycosaminoglycans (GAGs) 

and low-density lipoprotein receptors (LDLR), which induce alterations on HCV surface, allowing the 

recognition by different cell receptors (Figure 4) and the internalization by clathrin-mediated 

endocytosis (Miao et al., 2017; Timpe et al., 2007). Following internalization, the endosomes mature, 

leading to the fusion of the endosomal membrane with the HCV envelop and to the release of the 

nucleocapsid into the cytosol (Bartosch and Cosset, 2006; Manns et al., 2017; Miao et al., 2017). Here, 

decapsidation of viral particles releases the HCV genome, which serve as template for the synthesis of 

the HCV polyprotein in the rough ER. When processed, the polyprotein results in three structural 

proteins (E1, E2 and C) and seven non-structural proteins (p7, NS2, NS3, NS4A, NS4B, NS5A and NS5B). 

C, NS4A and NS5B regulate translation, as well as the 3’ UTR and cellular factors (Chevaliez and 

Pawlotsky, 2006; Hoffman and Liu, 2011; Niepmann et al., 2013). 

 

Figure 4. Schematic representation of the hepatitis C virus life cycle. Hepatitis C virus (HCV) reaches the cell 
surface conjugated with lipoproteins, which are recognized by LDLR and glycosaminoglycans (GAGs). Upon viral 
recognition, the viral particle is transported along the tight junctions through interaction with several receptors 
(CD81, SRB1, CLDN1 and OCLD), triggering internalization by clathrin-mediated endocytosis. Cellular and viral 
membranes fuse and the capsid is disorganized, releasing the viral RNA into the cytosol. At the ER, HCV genome 
is translated into a polyprotein that is further processed by host and viral proteases releasing single viral 
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proteins. A membranous web is formed during this process to harbor the viral genome replication and viral 
assembly. The assembly of new virions is dependent of lipid metabolism and occurs at the membranous web 
and ER. New virions suffer maturation becoming associated with lipoproteins and being then released by 
exocytosis. LDLR - low density lipoprotein receptors; GAG – glycosaminoglycans; SRB1- scavenger receptor class 
B type I; CD81 – cluster differentiation 81; CLDN1 – claudin 1; OCLN – occluding; (+)ssRNA – positive single-strand 
ribonucleic acid; ER – endoplasmic reticulum 

After being target to the ER, the precursor polyprotein is processed by host peptidases (e.g. signal 

peptidases) and viral auto-proteases (NS2, NS3-4A) given form to the mature viral proteins, identified 

above (Wu, 2001). It has been reported that, during processing, viral proteins induce membrane 

alterations culminating with the formation of a ‘membranous web’, which consists of a double-

membrane vesicle, and where it was identified HCV non-structural proteins and genome, as well as 

LDs and ERs membranes (Egger et al., 2002; Gosert et al., 2003; Itabe, 2010). Moreover, it was 

reported that these webs are required for viral RNA replication by NS5B and translation (Ishii et al., 

1999; Lohmann et al., 1997; Niepmann et al., 2013). 

The assembly and release of HCV are strictly associated with lipid metabolism (Lavie and Dubuisson, 

2017; Targett-Adams et al., 2010). During infection, LDs suffer a profound intracellular redistribution, 

and accumulate in perinuclear regions associated to HCV proteins and genome (Boulant et al., 2008; 

Kim and Chang, 2013). The HCV C protein seems to be essential for the assemble of virions, as well as 

p7 and NS2 (Popescu et al., 2011). It was observed that HCV structural proteins and the replication 

complex assemble in lipid-rich environment of membranous webs. The mature virions are similar to 

very low density lipoproteins (VLDL) and low density lipoproteins (LDL) and associate to different 

apolipoproteins before being released (Lavie and Dubuisson, 2017; Popescu et al., 2011). 

1.5.2. NS3-4A as a tool for HCV to evade cellular antiviral signaling 

The non-structural protein NS3-4A is a non-covalent heterodimer complex formed by the HCV non-

structural proteins, NS3 and NS4A. NS3 is a serine protease and RNA helicase and its function is 

activated and stabilized by NS4A (Koch et al., 1996; Morikawa et al., 2011). NS4A has also the capability 

of targeting and anchoring the complex to intracellular membranes (Foy et al., 2003; Lin, 2006; 

Morikawa et al., 2011). NS3-4A is vital for viral replication, and it is also critical for viral persistence 

and pathogenesis (Morikawa et al., 2011). NS3-4A is responsible for the processing of HCV polyprotein 

and for the formation of a replication complex in the membranous web (Moradpour and Penin, 2013; 

Morikawa et al., 2011).  

NS3-4A was shown to block both RIG-I and TLR3 pathways, disrupting the IFN-dependent antiviral 

response (Li et al., 2005a; Li et al., 2005b; Meylan et al., 2005). The blockage occurs due to cleavage 
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of the protein adaptors of each pathway, MAVS and TRIF, respectively. Mitochondrial MAVS has been 

shown to be cleaved at its Cys-508, adjacent to the C-terminal transmembrane domain, thus resulting 

in its release from the membrane and inhibiting its oligomerization (Li et al., 2005b; Meylan et al., 

2005). TRIF is cleaved at its Cys-372 leading to the separation of TIR domain from the TBK-1 binding 

domain, which impairs the activation of the downstream effectors (Li et al., 2005a).  

Besides impairing the cellular innate immune response, it was reported that NS3-4A inhibits the 

systemic innate immunity through the cleavage of C4, a component of the complement system 

(Mawatari et al., 2013).  

1.6. Human cytomegalovirus 

Human cytomegalovirus (HCMV) belongs to the Herpesviridae family and is responsible for a lifelong 

latent infection in humans, affecting 40% to 60% of the adult population (Cannon et al., 2010; 

Mocarski et al., 2007). The infection is normally asymptomatic in healthy individuals, however, when 

reactivation occurs during pregnancy can lead to congenital infection and birth defects. In most of the 

cases, HCMV remains silent, suffering cycles of periodical reactivation with shedding of the infectious 

virions allowing its efficient transmission. This virus has a wide cell tropism being able to infect from 

epithelial to immune cells among others, and stablishes latency in myeloid cells of the bone marrow 

(Reeves and Sinclair, 2008). 

HCMV is an enveloped virus with a symmetric icosahedral capsid that surrounds a complex non-

segmented dsDNA genome. HCMV genome contains ~192 open reading frames that encode a vast 

number of proteins and micro RNAs (Stern-Ginossar et al., 2012). Its envelope is formed by a lipid 

bilayer where glycoprotein complexes are attached. The tegument layer, composed of viral 

phosphoproteins attached to the capsid, and to host and viral mature RNAs (mRNAs), separates the 

envelop from the capsid, which encloses the viral genome. 

HCMV, through evolution, has developed a broad range of strategies to counteract and escape the 

human immune response, which lead to a high capacity of infection and dissemination (Biolatti et al., 

2018; Christensen and Paludan, 2017; Marques et al., 2018; Noriega et al., 2012).  

1.6.1. Life cycle 
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HCMV infection starts when its complexes of glycoproteins attach to the cell-surface’s proteoglycans. 

The gB and gH glycoproteins are crucial for this process since they drive the fusion of the viral envelop 

with the cellular membrane, and the release into the cytosol of the capsid (Figure 5), as well as 

tegument proteins and virion mRNAs (Isaacson and Compton, 2009; Wille et al., 2013). Tegument 

proteins, attached to the capsid, are thought to interact with host microtubule machinery inducing 

the transport of the nucleocapsid into the nucleus, where it fuses with the nuclear membrane, 

releasing HCMV genome (Kalejta, 2008; Ogawa-Goto et al., 2003).  

 

Figure 5. Schematic representation of the human cytomegalovirus life cycle. Human cytomegalovirus (HCMV) 
attaches to the cell surface through the interaction with specific cell receptors, like proteoglycans, which trigger 
fusion or endocytosis. After entering, the nucleocapsids are released into the cytosol and viral tegument proteins 
assist the use of the microtubule network to move towards the nucleus. Here, the release of viral DNA induces 
viral replication and translation. New capsids assemble in the nucleus and suffer envelopment at the ER-Golgi 
compartments. Then, fully mature virions are released through exocytosis at cell surface. dsDNA – double-
stranded deoxyribonucleic acid; ER – endoplasmic reticulum 

Viral DNA transcription and replication occurs in the nucleus, and is temporally controlled by different 

set of viral genes (Chambers et al., 1999). HCMV replication is divided in three phases: immediate early 

(IE), early (E), and later (L) phases. The IE transcripts are required to stimulate the transcription of E 

genes, which regulate viral replication and modulate cellular immune activation, and protect the virus 

against the host innate immunity (Torres and Tang, 2014). The transcripts produced during L phase 

induce viral capsids assembly, which occur in nuclear factories, and their release into the cytosol 
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(Reeves and Sinclair, 2008). During latent infection, the viral genome acquires the form of closed 

circular episomes, and has the capacity to replicate using the cellular replication machinery while 

maintaining the expression of a small number of viral genes (Jarvis and Nelson, 2002; Sinclair and 

Sissons, 2006). 

In the cytosol, the non-enveloped capsids acquire the tegument proteins and then go through the viral 

assembly complex, that consists of the ER, Golgi apparatus and endosomes (Alwine, 2012). It is 

believed that a second envelopment occurs, where the lipid composition of the envelop of new virions 

is modified to resemble synaptic vesicles, leading to the release of virions with distinct envelop 

comparing with primary viral particles. The export of the new virions by exocytosis culminates with 

cell enlargement and consequential cell lysis (Liu et al., 2011). 

1.6.2. vMIA as a tool for HCMV to evade the cellular antiviral signaling 

The viral mitochondria-localized inhibitor of apoptosis (vMIA) protein is encoded by the HCMV IE gene 

UL37 exon 1 (hence it is also recognized as pUL37x1) and it was firstly described at mitochondria, as 

being a suppressor of apoptosis induced by different stimuli (Goldmacher et al., 1999).  

As an anti-apoptotic protein, vMIA forms a complex with the adenine nucleotide translocator, a 

component of the mitochondrial transient pore, and inhibits apoptosis through the blockage of 

mitochondrial outer membrane permeabilization (Goldmacher, 2002; Goldmacher, 2005). vMIA has 

two domains, that are essential for its anti-apoptotic function: a mitochondrial localization domain 

located at its N-terminal, and a BAX-binding site at its at its C-terminal domain (Goldmacher, 2002). 

Moreover, vMIA disrupts mitochondrial networks through the modulation of the fusion and/or fission 

processes, and this was suggested to be associated to its anti-apoptotic function since mitochondrial 

fission has been implicated in the induction of apoptosis (McCormick et al., 2003). However, later, 

Castanier et al. have shown that the modulation of mitochondrial network by vMIA is also a 

mechanism of interfering with RIG-I/MDA-5 signaling at mitochondria (Castanier et al., 2010). They 

describe that mitochondria dynamics affects mitochondrial MAVS downstream signaling, since the 

induction of mitochondrial fragmentation impairs the production of IFNs and ISGs.  

To corroborate the function of vMIA in the evasion of the cellular innate immunity during HCMV 

infection, vMIA was also found to interact with Viperin, an interferon inducible protein that is known 

to inhibit the replication of different viruses through a variety of mechanisms (Seo et al., 2011a; Seo 

et al., 2011b). vMIA induces Viperin translocation from the ER to the mitochondria, leading to the 

impairment of fatty acids β-oxidation and ATP generation, and to the disruption of actin cytoskeleton, 

thus increasing virion production (Seo et al., 2011a).  
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1.7. Peroxisomes in viral infections 

Interactions between viruses and peroxisomes have been reported through the years and while some 

are associated with specific peroxisomal functions (Lazarow, 2011), some others are related to evasion 

of the peroxisome-dependent innate immune signaling.  

The plant viruses belonging to the tombusvirus family, such as the tomato bushy stunt virus (TBSV), 

induce extensive inward vesicular alterations at peroxisomal membranes designated as peroxisome 

multivesicular bodies, which are thought to be the replication loci of TBSV (Jonczyk et al., 2007). 

Several viruses were reported to modulate the peroxisomal-dependent antiviral response. The 

Dengue and West Nile virus, which belong to the Flaviviruses family, were reported to impair 

peroxisome biogenesis and dampen the early innate immune signaling from peroxisomes through 

PEX19 sequestration by their capsid (You et al., 2015). As introduced above, PEX19 is critical for 

peroxisomal biogenesis, since it is necessary for the import of PMPs, showing that viruses have 

developed evasion strategies that target essential pathways for peroxisome formation and 

proliferation. HSV-1 also evades the peroxisomal MAVS-dependent signaling through the viral protein 

VP16, though the mechanisms involved have not been disclosed (Zheng and Su, 2017). Npro from 

pestivirus was also reported to inhibit the IRF3 signaling, due to its recruitment to peroxisomes 

(Jefferson et al., 2014). 

Interestingly, in human immunodeficiency virus (HIV) infection, secondary structured HIV-derived RNA 

was also detected at peroxisomes and induced IRF1 and IRF3 activation, as well as NF-кB, however 

with low expression of type I and III IFNs (Berg et al., 2012). Hepatitis B virus (HBV) was also described 

to produce the HBx viral protein, inducing NF-кB due to its targeting to peroxisomes. Nevertheless, it 

seems that the localization of this viral protein at peroxisomes is required to increase the invasiveness 

capacity of cells, by increasing ROS levels and facilitating ROS-mediated hepatocellular carcinoma (Han 

et al., 2014). Recently, it was shown that vFLIP, an oncogenic protein from the human herpesvirus 8 

(HHV-8), is targeted to peroxisomes, where it interacts with MAVS. This interaction allows the 

stabilization of vFLIP’s function, leading to the maintenance of HHV-8 latency (Choi et al., 2018). 

Mohan et al. identified the PTS1 domain that targets peroxisomal proteins to the matrix of 

peroxisomes in rotavirus’ VP4 protein and reported that the localization at peroxisomes renders 

advantage for viral propagation (Mohan et al., 2002).  

The association between viral infections and peroxisome metabolism has also been reported in several 

studies. It was shown that NS1 from IAV and influenza B virus (IBV) interact with the peroxisomal 

multifunctional enzyme type 2 (HSD17B4) protein (Wolff et al., 1996), a peroxisomal enzyme that acts 
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on β-oxidation of both unbranched and branched fatty acids (Möller et al., 1999). HIV’s Nef was also 

found to interact with acyl-coenzyme A thioesterase 8 (ACOT8) protein (Cohen et al., 2000), which is 

essential for the regulation of acyl-CoAs, fatty acids and coenzyme A levels, and it is also involved in 

the metabolic regulation of peroxisomes proliferation (Hunt et al., 2012). Although these interactions 

between viral proteins and metabolic peroxisomal proteins have been identified, their effect still has 

to be further clarified. Recently, several high throughput studies have enforced this association. In a 

lipidomic study, Tanner et al. reported that influenza A virus (IAV) infection requires peroxisomal 

metabolism of ether lipids for efficient replication and spreading. Integrated systems biology has also 

been applied in Karposi’s sarcoma associated herpesvirus (KSHV) infection revealing that this 

oncogenic herpesvirus increases peroxisome numbers and modulates peroxisomal lipid metabolism 

during infection (Sychev et al., 2017). Contrary to this, in a interactome study, it was reported that 

Zika virus decreases peroxisome numbers, and its replication is dependent of peroxisomes function, 

since viral replication was significantly impaired in peroxisome-deficient cells (Coyaud et al., 2018). 
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Viral infections pose a prominent and persistent threat to human health and most of the existing 

antiviral therapeutics are prone to resistance due to the high frequency of viral mutations. 

Furthermore, these are mainly directed to specific viruses or strains and not applicable for emerging 

or engineered viral hazards. The required development of broad-spectrum antiviral therapeutics may 

imply the discovery of common mechanisms shared by different viruses, e.g. as part of their life cycle 

or interaction with the host intracellular organelles. (Debing et al., 2015).  

The exciting discovery that peroxisomes act as signaling platforms in early antiviral defense (Dixit et 

al., 2010; Odendall and Kagan, 2013) has not only revealed a novel function for this organelle but may 

possibly lead to the uncovering of one or more target mechanisms for the development of broad-

spectrum antiviral strategies. 

To contribute to a better understanding of the role of peroxisomes on the viral life cycle, establishment 

of the infection process, as well as on the cellular antiviral defense mechanisms, we proposed the 

following aims: 

Aim 1. Characterize the role of peroxisomes in antiviral immunity against HCV (Section 3.1.) 

1.1.  Study the effect of NS3-4A in the peroxisome-dependent antiviral signaling 

Aim 2. Characterize the role of peroxisomes in antiviral immunity against HCMV (Section 3.2.) 

2.1.  Study the effect of vMIA on the peroxisome-dependent antiviral signaling (Section 3.2.1) 

2.2. Unravel the mechanisms behind the role of vMIA within the peroxisome-dependent 

antiviral signaling (Section 3.2.2) 

Aim 3. Construction and analysis of an interaction network between viral and peroxisomal proteins 

(Section 3.3.) 
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3.1. Hepatitis C virus NS3-4A inhibits the peroxisomal MAVS-dependent antiviral 

signaling response 
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Abstract  

HCV is the cause of one of the most prevalent viral infections worldwide. Upon infection, the HCV 

genome activates the RIG-I-MAVS signaling pathway leading to the production of direct antiviral 

effectors which prevent important steps in viral propagation.  

MAVS localizes at peroxisomes and mitochondria and coordinate the activation of an effective 

antiviral response: peroxisomal MAVS is responsible for a rapid but short-termed antiviral response, 

while the mitochondrial MAVS is associated with the activation of a stable response with delayed 

kinetics. The HCV NS3-4A protease was shown to specifically cleave the mitochondrial MAVS, 

inhibiting the downstream response.  

In this study, we have analyzed whether HCV NS3-4A is also able to cleave the peroxisomal MAVS and 

whether this would have any effect on the cellular antiviral response. We show that NS3-4A is indeed 

able to specifically cleave this protein and release it into the cytosol, a mechanism that seems to occur 

at a similar kinetic rate as the cleavage of the mitochondrial MAVS. Under these conditions, RLR 

signaling from peroxisomes is blocked and antiviral gene expression is inhibited. Our results also show 

that NS3-4A is able to localize at peroxisomes in the absence of MAVS. However, mutation studies 

have shown that this localization pattern is preferred in the presence of a fully-cleavable MAVS.  

These findings present evidence of a viral evasion strategy that disrupts RLR signaling on peroxisomes 

and provide an excellent example of how a single viral evasion strategy can block innate immune 

signaling from different organelles.  

Introduction 

HCV is a positive single stranded RNA virus belonging to the Flaviviridae family. HCV infection is one 

of the most prevalent worldwide affecting 130-170 million people (Chevaliez and Pawlotsky, 2006). 

With no effective vaccine, the current anti-HCV therapies often lead to significant side effects and 

result in viral resistance (Sarrazin et al., 2012). 

Upon HCV infection, the virus is quickly sensed in the cytosol by soluble RNA helicases, RIG-I and/or 

MDA5 (Cao et al., 2014; Saito et al., 2008; Yoneyama et al., 2004), which dimerize and interact with 

MAVS through their CARD domains (Kawai et al., 2005; Meylan et al., 2005; Seth et al., 2005; Xu et al., 

2005). This leads to a signaling cascade that culminates with the induction of IFNs and ISGs that 
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function as direct antiviral effectors, preventing important steps in viral propagation (Moore and Ting, 

2008).  

HCV has developed different mechanisms of evasion from the cellular immune response (Chen et al., 

2013; Ding et al., 2013; Garaigorta and Chisari, 2009; Gokhale et al., 2014; Li et al., 2005b; Petrovic et 

al., 2011). The viral serine protease NS3-4A, besides being essential for HCV replication and assembling 

(Moradpour et al., 2007), is a key factor by which HCV is able to efficiently disrupt antiviral response 

(Foy et al., 2003). This complex is composed by two proteins: NS3, that contains the catalytic domain, 

and NS4A that acts as a cofactor stabilizing NS3 function and allowing the binding to organelle 

membranes (He et al., 2012; Hijikata et al., 1993; Morikawa et al., 2011). NS3-4A is able to efficiently 

cleave MAVS at the mitochondria membrane, leading to the blockage of IFNs production (Li et al., 

2005b).  

Although initially assumed to localize exclusively at the mitochondria outer membrane (Seth et al., 

2005), MAVS was also found to be present at peroxisomes (Dixit et al., 2010), as well as at the MAM 

(Horner et al., 2011). The peroxisomal and mitochondrial MAVS-dependent pathways result in 

different but complementing responses: the peroxisomal MAVS is associated to a rapid but short-

termed (type I IFN-independent and type III IFN-dependent) protection through the induction of ISGs, 

while the mitochondrial pathway leads to an type I IFN-dependent production of ISGs, with delayed 

kinetics and amplifying the peroxisome-dependent response (Dixit et al., 2010).   

Peroxisomes are ubiquitous and essential subcellular compartments with a critical role in a variety of 

metabolic processes (Islinger et al., 2012b; Ribeiro et al., 2012; Schrader and Fahimi, 2006; Schrader 

and Fahimi, 2008). The novel role as signaling platforms in antiviral defense underlies their importance 

in health and disease. 

In this study we have shown that HCV NS3-4A is also able to cleave the peroxisomal MAVS and affect 

the cellular antiviral response.  

Results and Discussion 

HCV NS3-4A is able to specifically cleave the peroxisomal MAVS 

Mitochondria and peroxisomes act in concert to establish the RLR-dependent cellular response to viral 

infections (Dixit et al., 2010; Horner et al., 2011; Odendall et al., 2014). HCV NS3-4A was shown to 

cleave the mitochondrial MAVS, leading to the dislocation of the N-terminal fragment of MAVS from 
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the mitochondria to the cytosol and inhibiting the MAVS-dependent immune response (Li et al., 

2005b; Meylan et al., 2005). Also the MAM-localized MAVS was shown to be cleaved by this viral 

protein (Horner et al., 2011). To investigate whether NS3-4A would also cleave the peroxisomal MAVS, 

we created a myc-tagged mutant of MAVS that localizes solely to peroxisomes, named myc-MAVS-

PEX (Figure 6A). This construct was overexpressed in mouse embryonic fibroblasts (Mefs) cells where 

MAVS had been previously knocked-out (Mefs MAVS-KO cells, described in (Dixit et al., 2010)) and, 

upon immunolocalization with antibodies against myc and the peroxisomal marker PMP70, its 

peroxisomal localization was confirmed by confocal microscopy (Figure 6B a-c). The specific cleavage 

site from MAVS that is recognized by NS3-4A has been mapped to the Cys-508 (Li et al., 2005b; Meylan 

et al., 2005). We have also created a myc-tagged version of the peroxisomal MAVS that does not 

contain this cleavage site, which we named myc-MAVS500-PEX (Figure 6A). This construct was 

similarly overexpressed in Mefs MAVS-KO cells and its peroxisomal localization was confirmed by 

immunofluorescence (with antibodies against myc and PMP70) and confocal microscopy (Figure 6B d-

f). Additionally, we have created a GFP-tagged version of NS3-4A (based on the construct described in 

(Breiman et al., 2006)), GFP-NS3-4A.  

 

Figure 6. Localization pattern of the different peroxisomal MAVS used in this study. (A) Schematic 
representation of MAVS-WT and mutant MAVS constructs used in this study. The cleavage site is represented 
by a scissors. (B) (a-c) MAVS-PEX intracellular localization in Mefs MAVS-KO cells (a) myc-MAVS-PEX, (b) PMP70, 
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(c) merge image of a and b. (d-f) MAVS500-PEX intracellular localization in Mefs MAVS-KO cells (d) myc-
MAVS500-PEX, (e) PMP70, (f) merge image of d and e. Arrows indicate co-localization loci. Bars represent 10 
μm. Representative images of three independent experiments. 

To analyze the possible cleavage of the peroxisomal MAVS by NS3-4A, we co-transfected myc-MAVS-

PEX and GFP-NS3-4A in Mefs MAVS-KO cells. As shown in Figure 7A a-d, in the presence of NS3-4A, 

MAVS-PEX localizes at the cytoplasm, confirming that NS3-4A was able to traffic to peroxisomes and 

specifically cleave MAVS. As shown by the arrows in Figure 7A a-d, some MAVS-PEX remains localized 

at the peroxisomes. This is due to the fact that, at the time-point that the cells where collected (24 

hours (hrs) post-transfection) not all the MAVS had yet been cleaved. This is supported by the 

presence of both myc-MAVS-PEX and GFP-NS3-4A at the same peroxisomes (as shown by the arrows 

in Figure 7A a-d), where the cleavage has not yet occurred. It is important to notice the presence of 

NS3-4A at some peroxisomes that do not contain MAVS-PEX. Whether this represents NS3-4A that 

remains attached to the peroxisomes after cleavage of MAVS-PEX or NS3-4A that simply migrated to 

peroxisomes that did not contain MAVS-PEX will be further investigated and discussed below in this 

section. As expected, myc-MAVS500-PEX was not cleaved by GFP-NS3-4A (Figure 7A e-h). 

 

Figure 7. NS3-4A cleaves the peroxisomal MAVS with similar kinetics as the mitochondrial MAVS. (A) (a-d) 
MAVS-PEX is cleaved by NS3-4A in Mefs MAVS-KO cells. (a) myc-MAVS-PEX, (b) PMP70, (c) GFP-NS3-4A, (d) 
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merge image of a, b and c. (e-h) MAVS500-PEX is not cleaved by NS3-4A (e) myc-MAVS500-PEX, (f) PMP70, (g) 
GFP-NS3-4A, (d) merge image of e, f and g. Arrows indicate co-localization loci between MAVS-PEX or MAVS500-
PEX with peroxisomes and NS3-4A. Full-head arrows indicate co-localization loci between peroxisomes and NS3-
4A. Bars represent 10 µm. (B) Western blot analysis of NS3-4A cleavage of WT and mutant MAVS in Mefs MAVS-
KO cells. Arrow indicates the cleavage product of MAVS. (C) Time course of myc-MAVS-PEX and FLAG-MAVS-
MITO cleavage by GFP-NS3-4A in Mefs MAVS-KO cells. Arrow indicates the cleavage product of MAVS. (D) Pull-
down analysis of the myc-MAVS-PEX and FLAG-MAVS-MITO in Mefs MAVS-KO cells. Immunoprecipitation was 
performed with antibodies against myc and FLAG. Arrow indicates the cleavage product of MAVS. 
Representative images of three independent experiments. 

To confirm the cleavage of MAVS-PEX by NS3-4A, we performed western blot analyses of lysates from 

Mefs MAVS-KO cells expressing MAVS-PEX, MAVS500-PEX or wild-type (WT) MAVS (described in (Dixit 

et al., 2010)) in the presence or absence of NS3-4A. As shown in Figure 7B, a band corresponding to 

the expected size of the cleaved N-terminal fragment of MAVS appears when either MAVS-WT or 

MAVS-PEX were co-transfected with NS3-4A (indicated by the arrow, lanes 4 and 8 in Figure 7B), 

confirming that both proteins were cleaved by the viral protease. 

The cleavage of the peroxisomal and mitochondrial MAVS by NS3-4A seems to occur with 

similar kinetics 

The peroxisome-dependent RLR response to viral infections occurs faster than the mitochondrial one, 

which is slower but long-lasting, stabilizing the response initiated at peroxisomes (Dixit et al., 2010). 

We wondered whether the virus would somehow kinetically distinguish MAVS targeting at these two 

different organelles, more specifically, whether NS3-4A would cleave the peroxisomal MAVS faster 

than the mitochondrial one, to initially counteract the faster RLR response. To answer this question, 

we have constructed a mitochondria-targeted version of MAVS (FLAG-MAVS-MITO). The myc-MAVS-

PEX and FLAG-MAVS-MITO were co-transfected into Mefs MAVS-KO cells and the lysates where 

collected at different time-points and analyzed by western blot. As shown in Figure 2C, as early as 2 

hrs 30 min post-transfection, it is already possible to observe a band that corresponds to the cleaved 

N-terminal of MAVS (lane 2, indicated by the arrow). As it is not possible, with this experiment, to 

distinguish whether this band corresponds to the peroxisomal or mitochondrial MAVS, we have 

performed pull-down analyses of these lysates with antibodies against myc or FLAG at the two lower 

time-points where the cleavage was observed. As shown in Figure 2D, at 2 hrs 30min both myc-tagged 

and FLAG-tagged N-terminals of MAVS were pulled-down, indicating that both peroxisomal and 

mitochondrial MAVS had already been partially cleaved. At these low post-transfection time-points it 

is extremely difficult to obtain the necessary amount of protein to perform these analyses (cells are 

still recovering from the transfection procedure and the produced protein level in each cell is still low), 

which precluded the analyses at even lower time-points. Our results show that at 2 hrs 30 min post-
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transfection both MAVS are cleaved but does not allow any specific conclusion concerning which one 

is the first to be cleaved. However, if at this time-point we can already clearly observe this cleavage, 

it is tempting to extrapolate that NS3-4A will cleave MAVS at both organelles with similar kinetics. 

Nevertheless, these results show that the virus does not preferentially cleave the mitochondrial 

MAVS, confirming the relevance of the peroxisome-dependent pathway and the importance of its 

inhibition by HCV for viral propagation. 

NS3-4A cleavage of peroxisomal MAVS strongly inhibits the peroxisome-dependent antiviral 

cellular response 

To analyze whether the cleavage of the peroxisomal MAVS by NS3-4A would cause the inhibition of 

the RLR signaling, we have co-transfected myc-MAVS-PEX and GFP-NS3-4A in Mefs MAVS-KO cells. 

RLR-dependent signaling events were stimulated in these cells by overexpressing a constitutively 

active version of RIG-I (GFP-RIG-I-CARD, (Yoneyama et al., 2004)). Twenty-four hours after the co-

transfection, GFP-RIG-I-CARD was transfected and, 6 hrs after, the production of mRNA of two ISGs 

(IRF1 and Viperin) was quantified by RT-qPCR. As shown in Figure 8, there was a clear increase on the 

production of IRF1 and Viperin upon GFP-RIG-I-CARD overexpression when compared with control 

cells solely transfected with myc-MAVS-PEX. In the presence of NS3-4A, however, the production of 

IRF1 and Viperin decreased, clearly demonstrating that the cleavage of MAVS-PEX by NS3-4A disrupts 

MAVS signaling transduction from peroxisomes. 

 

Figure 8. Cleavage of the peroxisomal MAVS by NS3-4A inhibits the peroxisomal-dependent production of 
antiviral compounds. RT-qPCR analysis of IRF1 and Viperin mRNA expression in Mefs MAVS-KO cells expressing 
myc-MAVS-PEX and stimulated with GFP-RIG-I-CARD in the presence or absence of GFP-NS3-4A. GAPDH was 
used as control. Data represents the means ± SEM of three independent experiments. Error bars represent SEM. 
*p<0.05 in one-way ANOVA, with Bonferroni’s post-test, conditions were compared with the control myc-MAVS-
PEX condition 
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NS3-4A is able to traffic to peroxisomes in the absence of MAVS but preferentially targets this 

organelle in the presence of a fully cleavable version of this protein 

The observation that NS3-4A can be present at peroxisomes containing MAVS without the specific 

cleavage site (Figure 7A), led us to wonder whether NS3-4A would be attracted to this organelle by 

the specific presence of MAVS at its membranes or due to the specific characteristics or the organelle 

itself. Up to now, this study has never been performed for any cellular organelle where NS3-4A is 

present. 

To perform these analyses, we have expressed GFP-NS3-4A in Mefs MAVS-KO cells, in the presence or 

absence of myc-MAVS-PEX. As shown in Figure 9A, even in the absence of the peroxisomal MAVS, the 

NS3-4A can be partially found at peroxisomes. To statistically compare the level of NS3-4A at 

peroxisomes in the presence or absence of MAVS at this organelle, we have analyzed the co-

localization level in about 45 cells per condition (from three independent experiments). We have also 

compared our results with the level of co-localization between NS3-4A and peroxisomes in cells where 

the non-cleavable myc-MAVS500-PEX was present. Figure 9B shows a quite high co-localization level 

between NS3-4A and peroxisomes when no MAVS are present at the organelle. However, this level 

increases when peroxisomal MAVS are present, especially if these MAVS contain the cleavage site. 

 

Figure 9. NS3-4A intracellular localization analysis in Mefs MAVS-KO cells. (A) (a-c) NS3-4A intracellular 
localization in the absence of MAVS-PEX (a) GFP-NS3-4A, (b) PMP70, (c) merge image of a and b. (d-f) NS3-4A 
intracellular localization in the presence of MAVS-PEX (d) GFP-NS3-4A, (e) PMP70, (f) merge image of d and e. 
Arrows indicate co-localization loci. Bars represent 10 µm. Representative images of three independent 
experiments. (B) Co-localization between NS3-4A and peroxisomes was analyzed using Manders’ coefficient. 
Data represents the means ± SEM of three independent experiments, 45 cells were analyzed for each condition. 
Error bars represent SEM. **p<0.01 in one-way ANOVA, with Bonferroni’s post-test. 

Previous studies have shown that NS4A, besides stabilizing NS3, is responsible for the localization of 

the NS3-4A complex at the organelle’s membranes (Hijikata et al., 1993; Tanji et al., 1995; Wölk et al., 

A B 
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2000). Tanji et al (Tanji et al., 1995) have shown that, in their system, in the absence of NS4A, more 

than 50% of the NS3 was localized in the cytosol fraction, while when co-produced with NS4A, most 

of it was found in the membrane fraction. On the other hand, one other study has shown that NS4A 

alone was not sufficient enough to confer the membrane association and stability of NS3 protein and 

have stressed the importance of the NS3 helix α0 for these processes (He et al., 2012). Nevertheless, 

up to now, no study has tackled the possibility that NS3-4A would be attracted to the organelle’s 

membranes by some specific membrane characteristics or by the presence of other (interacting) 

proteins in these membranes.  

Our results suggest a model by which NS3-4A traffics to peroxisomes by itself but remains longer at 

these organelle’s membranes when it encounters its interacting partner MAVS (Figure 5). The 

presence of NS3-4A at the peroxisomal membranes seems to be even less transient when the MAVS 

possesses the original cleavage site. More studies should be performed in order to better dissect the 

NS3-4A trafficking mechanisms, as well as the characteristics of the organelle’s membranes that are 

responsible for attracting this viral protein complex. 

Our findings have not only uncovered an additional mechanism for HCV evasion from the host antiviral 

defenses but also contribute to the unravelling of important antiviral signaling mechanisms that may 

affect many different viruses. Hence, these results may not only lead to the discovery of specific 

cellular targets for combat strategies against HCV, but also to the potential development of broad-

spectrum antiviral therapeutics. 

 

Figure 10. Model of organelle specific MAVS antiviral defense and HCV NS3-4A effect. (A) During infection, 
viral RNA is released into the cytosol where it is recognized by RLR receptors. RLR receptors activate MAVS 
present at peroxisomes, mitochondria and MAM. Peroxisomal MAVS induces an early antiviral response through 
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IFN-independent ISGs expression. This rapid response is complemented by mitochondrial MAVS activation that 
mediates the expression of ISG through the secretion of type I IFN, promoting a delayed but sustained response. 
(B) HCV produces NS3-4A, non-structural protein for its life cycle that, among other functions, allows cellular 
antiviral defenses evasion. To accomplish this, HCV NS3-4A cleaves the adaptor protein MAVS at peroxisomes, 
mitochondria and MAM. MAVS cleavage leads to its release into the cytosol impairing the downstream signaling 
from peroxisomal and mitochondrial MAVS. 

Materials and Methods 

Plasmids and Antibodies 

Myc-MAVS-PEX was generated by replacing the previously described localization motif of MAVS (Seth 

et al., 2005) with the localization motif of the peroxisomal protein PEX13 (Fransen et al., 2001) and 

adding a myc-tag to the N-terminal of the protein. This was performed using the MAVS-WT and 

MAVS500-PEX sequences (MAVS500-PEX was based on the construct previously described by Dixit et 

al (2010), where it was named MAVS-PEX (Dixit et al., 2010))  as templates and cloning into the pCMV-

3C (Agilent Technologies, La Jolla, California, USA) vector. FLAG-MAVS-MITO was generated by 

replacing the PEX13 part of the myc-MAVS-PEX construct by the localization motif of the protein FIS1 

(as described in (Dixit et al., 2010)) as well as the myc-tag by a FLAG-tag. This was performed using the 

MAVS-WT and MAVS500-MITO sequences (MAVS500-MITO was generated by cloning MAVS-MITO, 

described in (Dixit et al., 2010), as templates and it was cloned into the pCMV-2A (Agilent 

Technologies, La Jolla, California, USA) vector. NS3-4A was kindly provided by Dr. Meurs (Institut 

Pasteur, France), and it was cloned into a pEGFP-C1 vector (Clontech Laboratories, Mountain View, 

California, USA). GFP-RIG-I-CARD was kindly provided by Dr. Weber (Philipps-University Marburg, 

Germany). 

In immunofluorescence, anti-PMP70 (Sigma-Aldrich, St. Louis, Missouri, USA) and anti-myc (71D10, 

Cell Signaling Technology, Beverly, Massachusetts, USA) were used to detect peroxisomes and Myc-

MAVS-PEX, respectively. In immunoblotting, anti-MAVS (E-3, Santa Cruz Biotechnology, Dallas, Texas, 

USA), anti-GFP (Invitrogen, Waltham, Massachusets, USA), anti-myc (9E10, Santa Cruz Biotechnology, 

Dallas, Texas, USA) and anti-FLAG (Sigma-Aldrich, St. Louis, Missouri, USA) were used to detect MAVS, 

Myc-MAVS-PEX, FLAG-MAVS-MITO, respectively. Species-specific anti-IgG antibodies conjugated to 

HRP (BioRad Hercules, California, USA) and the fluorophores TRITC (Jackson Immunoresearch, West 

Grove, Pennsylvania, USA), Alexa 488 and Alexa 647 (both from Invitrogen, Waltham, Massachusetts, 

USA) were used as secondary antibodies.  
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Cell culture and transfections 

Mefs MAVS-KO cells (described in (Dixit et al., 2010)) were cultured in Dulbecco’s modified Eagle’s 

medium supplemented with 100 U/mL, 100mg/mL streptomycin and 10% fetal bovine serum (all from 

PAA Laboratories GmbH, Germany) and incubated at 37°C in atmosphere containing 5% CO2. These 

cells were transfected by microporation using the Neon Transfection System, under the manufacture 

recommendations (Invitrogen, Waltham, Massachusetts, USA). Cells were harvested and fixed from 2 

hrs 30min to 24 hrs after transfection.  

Immunofluorescence and microscopy analyses 

Cells were processed for immunofluorescence as in (Valença et al., 2015) and photos were acquired 

with a Leica HCS A confocal microscope, using a Plan-Apochromat 63x water objective (Leica 

Microsystems CMS GmbH, Mannheim, Germany), and a Zeiss LSM 510 confocal microscope, using a 

Plan-Apochromat 63x and 100x/1.4 NA oil objectives (Carl Zeiss, Oberkochen, Germany). The lasers 

used were the 488 nm Argon-ion laser, the 561 nm DPSS laser and the 642 nm HeNe. Digital images 

were optimized for contrast and brightness using Adobe Photoshop (Adobe Systems, San Jose, CA, 

USA). Co-localization analysis were performed using the JACoP software (ImageJ, Bethesda, MD, USA) 

(Bolte and Cordelières, 2006). 

Gel Electrophoresis and Immunoblotting 

Cells lysates and protein quantification were performed as in (Valença et al., 2015) . After 15 min 

incubation at 65°C, protein samples were separated by SDS-PAGE in 7% polyacrylamide gels and 

transferred to a nitrocellulose membrane (PROTAN, Whatman, Dassel, Germany) by wet transfer. 

Immunoblots were treated with specific antibodies and enhanced chemiluminescence reagents (GE 

Healthcare, Waukesha, Wisconsin, USA).  

Immunoprecipitation 

For immunoprecipitation of myc-MAVS-PEX and FLAG-MAVS-MITO, the Protein G Magnetic beads kit 

(Millipore, Massachusetts, USA) was used. At indicated time-points, microporated cells were 

harvested and lysed as described. After protein quantification, protein samples were incubated with 

anti-myc (9E10, Santa Cruz Biotechnology, Dallas, Texas, USA) and anti-FLAG (Sigma-Aldrich, St. Louis, 
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Missouri, USA) for 2 hrs at 4°C on a rotary mixer, before adding the beads to the mixture and 

incubating for 10 min. at room temperature. After washing, proteins were eluted in 3x laemmli sample 

buffer for 10 min. at 95°C. Immunoprecipitated samples were separated by running in a 7% SDS-

polyacrylamide gel. 

RNA extraction, cDNA synthesis and quantitative real-time polymerase chain reaction 

Total RNA was isolated using TriFast reagent (Peqlab, VWR International GmbH, Erlangen, Germany) 

and quantified using NanoDrop 1000 (Thermo Scientific, Waltham, Massachussetts, USA). cDNA 

synthesis was obtained using 2 μg RNA and M-MuL V reverse transcriptase (New England Biolabs, 

Ipswich, Massachusetts, USA). RT-qPCR was performed in duplicate using iTaq Universal SYBR Green 

Master Mix (BioRad, Hercules, California, USA) and reactions were run on Applied Biosystems 7500 

Real Time PCR System (Applied Biosystems, Walthman, Massachusetts, USA). Primer sequences used 

for quantification of IRF1 were 5’ GGTCAGGACTTGGATATGGAA 3’ and 5’ 

AGTGGTGCTATCTGGTATAATGT 3’, for Viperin were 5’ TGTGAGCATAGTGAGCAATGG 3’ and 5’ 

TGTCGCAGGAGATAGCAAGA 3’ and for GAPDH were 5’ AGTATGTCGTGGAGTCTA 3’ and 5’ 

CAATCTTGAGTGAGTTGTC 3’, and were designed using the Beacon Designer 7 (Premier Biosoft, Palo 

Alto, California). GAPDH was used as a reference gene and data analysis was performed using the 

2−ΔΔCT method. 

Statistical analyses 

Statistical analysis was performed in Graph Pad Prism 5 (GraphPad Software, Inc., La Jolla, California, 

USA). Data represent the mean ± standard error mean (SEM). To determine the statistical significance 

between the experimental groups the one-way ANOVA followed by Bonferroni’s multiple comparison 

tests. P values of P≤0.05 were considered as significant. 
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3.2. Human cytomegalovirus’ vMIA controls evasion of the peroxisome-dependent 

cellular immune response via MAVS and MFF 
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Abstract  

The human cytomegalovirus developed distinct evasion mechanisms from the cellular antiviral 

response involving vMIA, a virally-encoded protein that is not only able to prevent cellular apoptosis 

but also to inhibit signaling downstream from mitochondrial MAVS. vMIA has been shown to localize 

at mitochondria and to trigger their fragmentation, a phenomenon proven to be essential for the 

signaling inhibition. Here, we demonstrate that vMIA is also localized at peroxisomes, induces their 

fragmentation and inhibits the peroxisomal-dependent antiviral signaling pathway. Importantly, we 

demonstrate that peroxisomal fragmentation is not essential for vMIA to specifically inhibit signaling 

downstream the peroxisomal MAVS. Moreover, we show that vMIA depends on the interaction with 

MFF, adaptor protein from the fission machinery, to impair the peroxisomal-dependent antiviral 

signaling. We also show that vMIA interacts with the cytosolic chaperone PEX19, suggesting that the 

virus has developed a strategy to highjack the peroxisomal membrane proteins’ transport machinery. 

Furthermore, we show that vMIA is able to specifically interact with the peroxisomal MAVS, inhibiting 

its oligomerization, which has been proven to be essential for the activation of the downstream 

signaling. Our results demonstrate that peroxisomes constitute a platform for evasion of the cellular 

antiviral response and that the human cytomegalovirus has developed a mechanism by which it is able 

to specifically evade the peroxisomal MAVS-dependent antiviral signaling. 

Introduction 

The HCMV is a large enveloped virus with dsDNA genome that belongs to the Herpesviridae family 

(Mocarski et al., 2007). HCMV is a highly widespread pathogen that has been described as one of the 

major causes of birth defects, when acute infection occurs during pregnancy, and opportunistic 

diseases in immunocompromised patients (Cannon et al., 2010; Lancini et al., 2014). HCMV has the 

ability to establish a state of latency and persist indefinitely in the host despite the continuously 

induced antiviral immune responses (Dupont and Reeves, 2016; Paludan et al., 2011).  

Apoptosis is one of the first lines of defense against viral infections. With a slow replication cycle, 

HCMV depends on the sustained cell viability (Paludan et al., 2011) and, in order to prevent the 

premature death of infected cells, the virus has evolved various strategies to block apoptotic signaling 

pathways and subvert the host antiviral response (Fliss and Brune, 2012; Goldmacher, 2005). HCMV 

encodes vMIA (also named pUL37x1) that plays an important role on the inhibition of apoptosis 
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(Goldmacher et al., 1999; Ma et al., 2012). vMIA prevents the formation of the mitochondrial 

permeability transition pore, the release of  cytochrome c and pro-apoptotic factors into the cytosol 

as well as the activation of executioner caspases (Fliss and Brune, 2012; Goldmacher, 2005). Although 

the mechanism involved is still somewhat controversial, it was shown that vMIA interferes with Bax 

and triggers the blockage of the mitochondrial outer membrane permeabilization (Ma et al., 2012; 

Poncet et al., 2004). Among other functions, vMIA also induces calcium (Ca2+) efflux from the ER, 

regulates viral early gene expression and disrupts F-actin (Sharon-Friling et al., 2006). 

vMIA has also been shown to inhibit the cellular antiviral response by dampening signaling 

downstream from the mitochondrial MAVS and triggering mitochondria fragmentation, a 

phenomenon proven to be essential for this signaling inhibition (Castanier et al., 2010; McCormick et 

al., 2003).  

MAVS-dependent antiviral signaling is activated by the recognition of the viral genome by the soluble 

RLR, such as RIG-I and MDA-5. Upon viral stimulation, these proteins undergo a conformational 

change, leading to their dimerization and interaction with MAVS through their CARD domains (Moore 

and Ting, 2008). This leads to a signaling cascade that culminates with the induction of type I IFNs and 

ISGs that may function as direct antiviral effectors, preventing important steps in viral propagation. It 

has been suggested that vMIA inhibition of the MAVS-dependent signaling may be due to a reduction 

of the interaction between MAVS and the cytosolic DNA sensor STING, an ER protein that was reported 

to be associated with MAVS and to be important for type I IFN production after viral infection 

(Ishikawa et al., 2009; Sun et al., 2009). It has been suggested that, by inducing mitochondrial 

fragmentation, vMIA affects the association between this organelle and the ER, disturbs the MAVS-

STING interaction and, consequently, dampens type I IFN signaling and ISGs production (Campello and 

Scorrano, 2010; Castanier et al., 2010). 

Dixit et al (Dixit et al., 2010)  have demonstrated that MAVS is also localized at peroxisomes and that 

peroxisomal and mitochondrial MAVS assume complementing functions within the antiviral response. 

The peroxisomal MAVS induces the rapid expression of ISGs, conferring short-term protection, while 

the mitochondrial MAVS activates an interferon-dependent signaling pathway with delayed kinetics 

that amplifies and stabilizes the antiviral response (Dixit et al., 2010).  

Peroxisomes represent a class of ubiquitous and essential single-membrane bound subcellular 

organelles that fulfil important metabolic functions in, among others, lipid and ROS metabolism 

(Islinger et al., 2012b; Schrader and Fahimi, 2006). Like mitochondria, peroxisomes are dynamic and 

their protein composition, morphology and abundance is tightly regulated upon external stimuli to 

maintain cellular homeostasis (Ribeiro et al., 2012; Schrader and Fahimi, 2008). The discovery of the 
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presence of MAVS at peroxisomes has added a novel function to this organelle in cellular antiviral 

signaling, expanding their impact on health and disease. 

Here, we investigated the possibility that HCMV would have developed a mechanism through which 

it could specifically interfere with the peroxisomal MAVS-dependent signaling pathway. Our results 

indeed demonstrate that vMIA is also localized at peroxisomes and dampens the peroxisomal MAVS-

dependent production of ISGs. Furthermore, we demonstrate that vMIA induces peroxisomal 

fragmentation, a morphological change that, unlike for mitochondria, does not seem to be relevant 

for the antiviral signaling inhibition. We additionally demonstrate that vMIA interacts with MFF and 

this protein is crucial for vMIA effect on the inhibition of the peroxisomal MAVS-dependent antiviral 

signaling. Importantly, we also reveal that vMIA interacts with the peroxisomal MAVS and impedes 

the formation of MAVS oligomers, an essential step from the antiviral signaling response.  

Results 

Cytomegalovirus’ protein vMIA localizes at peroxisomes and induces their fragmentation 

The RLR adaptor protein MAVS is localized at mitochondria and peroxisomes (as well as at MAM), and 

these organelles act in concert to establish the cellular antiviral response (Dixit et al., 2010; Horner et 

al., 2011; Odendall et al., 2014). vMIA (Supplementary Data - Figure 22A) has been shown to induce 

mitochondrial fragmentation (Ma et al., 2012; McCormick et al., 2003) and modulate the 

mitochondrial MAVS-dependent signaling (Castanier et al., 2010). As peroxisomes and mitochondria 

share many of their membrane proteins, including the main components of their division machinery, 

we wondered whether vMIA would also localize at peroxisomes and interfere with the antiviral 

signaling pathway that is established at this organelle. To that end, HepG2 cells (human hepatocyte 

cell model) as well as HFF cells (human foreskin fibroblasts, a specific cell type that is commonly 

infected by HCMV) were transfected with myc-tagged vMIA and, after 24 hrs, subjected to 

immunolocalization analysis with antibodies against myc and the peroxisomal marker PEX14. In 

addition to displaying the expected localization pattern at fragmented mitochondria (Figure 11A and 

B and Supplementary Data - Figure 22D), we found vMIA to be also localized at peroxisomes, both in 

HepG2 (Figure 11A) and HFF cells (Figure 11B). An analysis of the Manders’ co-localization coefficients 

indicates that 6.69% of the vMIA co-localizes with the peroxisomal marker in HepG2 cells and 26.12% 

in HFF cells.  
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Figure 11. vMIA localizes at peroxisomes and causes their fragmentation. (A) (a-c) vMIA intracellular 
localization in HepG2 cells (a) vMIA-myc, (b) PEX14 and (c) merge image of a and b. (B) (a-c) vMIA intracellular 
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localization in HFF cells (a) vMIA-myc, (b) PEX14 and (c) merge image of a and b. (C) (a-c) vMIA intracellular 
localization in DLP1-patient cells. (a) vMIA-myc, (b) PEX14 and (c) merge image of a and b. The images presented 
in the zoom insets from panel C are the result of deconvolution and 3D rendering analysis. Confocal images from 
immunofluorescence staining. Bars represent 10 µm. Arrows represent co-localization loci. (D) Quantification 
analysis of peroxisome morphology in the presence and absence of vMIA in HepG2 and HFF cells. We considered 
cells containing “fragmented peroxisomes” as those whose peroxisomes were significantly smaller and in higher 
number when compared to the control cells. Data represents the means ± SEM of three independent 
experiments. Error bars represent SEM. ***p<0.001 in a Student’s t test. (E) Quantification analysis of 
peroxisomal area (pixel2) in the presence or absence of vMIA in HepG2 cells, using the Spot Detector plug-in 
from Icy Bioimage Analysis Software. Data represents the means ± SEM of three independent experiments. Error 
bars represent SEM. ***p<0.001 in a Student’s t test.  

In order to more clearly demonstrate the presence of vMIA at peroxisomes, we performed similar 

transfection and immunolocalization analysis in fibroblasts that present bigger and hypertubulated 

peroxisomes. These cells (which we here name DLP1-patient cells) were isolated from a patient with 

an heterozygous, dominant-negative mutation in the DLP1 gene (Waterham et al., 2007) and present 

a dramatic defect on peroxisomal and mitochondrial fission, exhibiting mainly hypertubulated 

organelles. As shown in Figure 11C (where the zoom insets present the results obtained with 

deconvolution and 3D rendering analyses), vMIA clearly localizes at the hypertubulated peroxisomes.  

Interestingly, as shown in Figure 11A and 11B where one can compare a transfected and a non-

transfected cell for each of the cell lines, vMIA overexpression induced a significant peroxisomal 

fragmentation: peroxisomes appear smaller and in higher number. In order to support this 

observation, we performed statistical analysis where six hundred cells (of each of the cell lines), from 

three independent experiments, were analyzed for each condition, taking into account the size/shape 

and number of their peroxisomes. We considered cells containing “fragmented peroxisomes” as those 

whose peroxisomes were significantly smaller and in higher number when compared to the control 

cells (differences in fluorescence intensities were taken into account for each cell and experiment). As 

shown in Figure 11D, 71% of the HepG2 cells expressing vMIA contained fragmented peroxisomes, 

while only 17% of control cells displayed this phenotype. Similarly, the results for HFF cells show an 

increase on the number of cells with fragmented peroxisomes from about 4% (in control cells) to 70% 

upon vMIA overexpression (Figure 11D). Using the Spot Detector plug-in from Icy Bioimage Analysis 

Software (de Chaumont et al., 2012), we confirmed that, upon vMIA overexpression in HepG2 cells, 

there was a decrease in the mean surface area of each peroxisome (Figure 11E). In all the cells 

exhibiting a peroxisomal fragmentation, a fragmentation of the mitochondrial network was also 

observed (Supplementary Data - Figure 22D).  

In order to perform a biochemical analysis that would complement the results obtained with the 

immunofluorescence analyses and, as the current methodologies do not allow the preparation of pure 

peroxisomal fractions from cell cultures, we have performed differential centrifugation experiments 
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with lysates from HFF cells transfected with vMIA-myc and obtained a fraction that (although 

presenting some degree of contamination with light mitochondria and small vesicles such as 

lysosomes and endosomes) is highly enriched in peroxisomes (Figure 12A, PO). We found that vMIA is 

present at the enriched peroxisomal fractions (Figure 12A), confirming and complementing the results 

obtained with the immunofluorescence analyses. We have also performed a density gradient 

centrifugation (Figure 12B) with HepG2 cells and obtained similar results: the majority of vMIA co-

migrates with the mitochondrial markers but is also present at the fraction where the peroxisomal 

markers are concentrated (Figure 12B, lane 4). As expected, and similarly to the fractionation 

experiment, there is some degree of contamination of this fraction with mitochondria. In fact, besides 

being a common drawback on the analysis of peroxisomal fractions with the currently available 

methodologies, this is enhanced by the presence of vMIA: as this protein induces mitochondrial 

fragmentation, there will be an increase on the presence of small mitochondria at the peroxisomal 

fractions. The density gradient results show also some level of co-migration of the peroxisomal and 

ER-markers. This is, however, irrelevant for the vMIA localization analysis as we, and others, have 

never observed the presence of this protein at this organelle. 

 

Figure 12. Biochemical analysis of vMIA intracellular localization. (A) Western blot analysis of the presence of 
vMIA in cytosolic (Cyto), mitochondrial (Mito) and peroxisomal-enriched (PO) fractions, upon differential 
centrifugation of HFF lysates. PMP70, TIM23 and tubulin were used as peroxisomal, mitochondrial and cytosolic 
markers, respectively. (B) Western blot analysis of the localization of vMIA after density gradient centrifugation 
of HepG2 lysates. ACOX1 and PEX14 are used as peroxisomal markers, TOM20 and COXIV are used as 
mitochondrial markers and BiP/GRP78 as ER marker. 

In order to determine whether virally-produced vMIA is also present at peroxisomes, we analyzed the 

localization of this protein upon infection of HFF cells with HCMV. HFF cells where infected with the 

HCMV AD169 strain and, 8 hrs after infection, were subjected to immunofluorescence analysis with 

antibodies against vMIA and the peroxisomal marker catalase. As shown in Figure 13, the HCMV-
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produced vMIA is not only localized at fragmented mitochondria but is also present at peroxisomes. 

We have once again calculated the Manders’ co-localization coefficient and the results show that 

11.65% of vMIA co-localizes with the peroxisomal marker. Interestingly, the infected cells (Figure 13 

b-d) show some level of peroxisomal fragmentation (defined by a higher number of smaller 

peroxisomes) when compared to non-infected cells (Figure 13 a), similarly to what was observed upon 

vMIA overexpression. Overall, these results demonstrate that vMIA localizes at peroxisomes and 

regulates peroxisome morphology. 

 

Figure 13. vMIA localization upon HCMV infection. (a) Representative image of peroxisomal morphology in 
uninfected HFF cells, stained with catalase. (b-d) HFF cells infected with HCMV, 8 hrs post-infection. (b) vMIA, 
(c) Catalase and (d) merge image of b and c. Arrows indicate co-localization loci. Bar represents 10 µm. 

vMIA travels to peroxisomes via interaction with PEX19 

The novel localization of vMIA at peroxisomes raises the question of how this viral protein is actually 

delivered to this organelle. Peroxisomal membrane proteins are mostly transported by interaction 

with the PEX19 cytosolic chaperone, which directs them to the organelle’s membrane by interacting 

with PEX3 (Delille and Schrader, 2008; Halbach et al., 2006; Theodoulou et al., 2013). To test the 

hypothesis that HCMV could highjack the peroxisomal transport machinery in order to localize vMIA 

at this organelle, we analyzed a possible interaction between this protein and PEX19. To that end, we 
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co-transfected vMIA-myc and PEX19-YFP (for 24 hrs) in HepG2 cells and performed co-

immunoprecipitation analyses. As shown in Figure 14A, vMIA interacts with PEX19 (with a 7-fold 

increase when comparing the bands from the immunoprecipitation -IP- and the control). Similar 

analyses were performed in HFF cells where vMIA-myc was overexpressed (for 24 hrs) and its co-

immunoprecipitation with the endogenous PEX19 was analyzed. Figure 14B shows that, also in HFF, 

vMIA interacts with PEX19 (although with a lower 3-fold increase when comparing the IP and control 

bands). The interactions of peroxisomal membrane proteins with PEX19 are very transient and 

sometimes quite difficult to show, depending on the cell type. Hence, to complement and solidify 

these results, we have also demonstrated this interaction in HFF cells by co-immunoprecipitation upon 

overexpression of vMIA-myc and PEX19-YFP (for 24 hrs) (Figure 14C), obtaining a 5-fold increase when 

comparing the IP and control bands. Altogether these results support a model whereby PEX19 binds 

and chaperones this viral protein to the peroxisomal membranes. 

 

Figure 14. vMIA interacts with PEX19. (A) Co-immunoprecipitation analysis of the interaction between 
overexpressed PEX19-YFP and vMIA-myc in HepG2 cells. The pull-down was performed using GFP-Trap M kit. 
Negative control was performed by immunoprecipitating cells overexpressing GFP and vMIA-myc. Western blot 
was performed with antibodies against myc, PEX19 and GFP. Input represents total cell lysate and IP represents 
the immunoprecipitation. Arrows indicate endogenous PEX19 and the transfected PEX19-YFP. (B) Co-
immunoprecipitation analysis of the interaction between overexpressed vMIA-myc and endogenous PEX19 in 
HFF cells. The pull-down was performed using an antibody against myc. Negative control was performed by 
immunoprecipitating non-transfected cells. Western blot was performed with antibodies against myc and 
PEX19. Input represents total cell lysate and IP represents the immunoprecipitation. (C) Co-immunoprecipitation 
analysis of the interaction between overexpressed PEX19-YFP and vMIA-myc in HFF cells. The pull-down was 
performed using an antibody against GFP. Negative control was performed by immunoprecipitating cells 
overexpressing vMIA-myc. Western blot was performed with antibodies against myc and GFP. Input represents 
total cell lysate and IP represents the immunoprecipitation.   
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vMIA interacts with the peroxisomal MAVS and inhibits the peroxisomal-dependent antiviral 

signaling pathway 

vMIA has been suggested to impede signaling downstream from MAVS (Castanier et al., 2010). 

However, in these studies, neither the peroxisomal MAVS nor vMIA localization at peroxisomes were 

taken into account. To determine whether vMIA has any significant effect on the signaling 

downstream from the peroxisomal MAVS, we have expressed vMIA-myc in Mefs cells that contain 

MAVS solely at peroxisomes (Mefs MAVS-PEX cells, Figure 15A) (Dixit et al., 2010). In order to find out 

whether these cells would respond to vMIA overexpression in a similar way as HepG2 and HFF, we 

analyzed peroxisome fragmentation by immunolocalization. It is important to note that the 

peroxisomes in these cells are in general more elongated than in HepG2 or HFF cells. Figure 15A d-f 

shows examples of peroxisome morphology in un-transfected and vMIA-overexpressing Mefs MAVS-

PEX cells. The analysis of the Manders’ co-localization coefficient for these cells has shown that 8.60% 

of the vMIA co-localizes with the peroxisomal marker. Upon morphological and statistical analysis of 

the organelle’s morphology under these two conditions (in a similar way as previously shown for 

HepG2 and HFF cells), the results show that vMIA also induces peroxisomal fragmentation in Mefs 

MAVS-PEX cells (Figure 15A and 15B). MAVS-dependent signaling events were stimulated in these cells 

by overexpressing a constitutively active version of RIG-I (GFP-RIG-I-CARD, (Yoneyama et al., 2004)). 

Six hours after GFP-RIG-I-CARD transfection, the expression of two ISGs (IRF1 and Viperin) was 

analyzed by Western blot (Figure 15C) and the production of their mRNA was quantified by RT-qPCR 

(Figure 15D). Both analyses demonstrated a clear increase on the production of IRF1 and Viperin upon 

GFP-RIG-I-CARD overexpression when compared with control un-stimulated Mefs MAVS-PEX cells. In 

the presence of vMIA, however, the production of IRF1 and Viperin remained close to the levels 

observed in unstimulated cells. Collectively, these results indicate that vMIA disrupts MAVS signaling 

transduction from peroxisomes.   

In order to demonstrate that these results were not due to a lower GFP-RIG-I-CARD expression in the 

presence of vMIA, we have analyzed GFP-RIG-I-CARD expression levels in the presence and absence 

of the viral protein. Supplementary Data - Figure 23A shows that, when vMIA is present, there is no 

decrease (there is even an increase) in the expression of GFP-RIG-I-CARD (6 hrs post-transfection) 

when compared to control cells, where vMIA is absent. Similar results were obtained upon expression 

of a full version of RIG-I (GFP-RIG-I). We have also demonstrated that the presence of vMIA in the cells 

does not alter the production of GFP-RIG-I-CARD mRNA (Supplementary Data - Figure 23B). In order 

to specifically detect the transfected (human) GFP-RIG-I-CARD mRNA and exclude the (mouse) 

endogenous RIG-I, this analysis was performed with primers against the human RIG-I. 
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Figure 15. vMIA inhibits the peroxisomal-dependent antiviral signaling. (A) (a-c) MAVS intracellular localization 
in Mefs MAVS-PEX cells (a) MAVS, (b) PEX14 and (c) merge image of a and b. (d-f) localization of transfected 
vMIA in Mefs MAVS-PEX cells (d) vMIA-myc, (e) PEX14 and (f) merge image of d and e. Confocal images from 
immunofluorescence staining. Bar represents 10 µm. (B) Quantification analysis of peroxisome morphology in 
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the presence and absence of vMIA in Mefs MAVS-PEX cells. Data represents the means ± SEM of three 
independent experiments. Error bars represent SEM. ***p<0.001 in a Student’s t test. (C) Western blot analysis 
of the production of IRF1 and Viperin in Mefs MAVS-PEX cells stimulated with GFP-RIG-I-CARD in the presence 
or absence of vMIA. Representative image of three independent experiments. Actin was used as a loading 
control. (D) RT-qPCR analysis of IRF1 and Viperin mRNA in Mefs MAVS-PEX cells stimulated with GFP-RIG-I-CARD 
in the presence or absence of vMIA. GAPDH was used as control. Data represents the means ± SEM of three 
independent experiments. Error bars represent SEM. *p<0.05 and ***p<0.001 in one-way ANOVA, with 
Bonferroni’s post-test. 

Up to now, no direct interaction between vMIA and MAVS has ever been demonstrated. In order to 

obtain more mechanistical details on the action of vMIA towards the peroxisomal MAVS-dependent 

signaling pathway, we analyzed whether vMIA would be able to specifically associate with the 

peroxisomal MAVS. To that end, Mefs MAVS-PEX cells were transfected with vMIA-myc and, after 24 

hrs, co-immunoprecipitation analyses were performed with an antibody against MAVS. As clearly 

shown in Figure 16A, vMIA specifically interacts with the endogenous peroxisomal MAVS (with an 18-

fold increase when comparing the bands from the immunoprecipitation -IP- and the control). To 

demonstrate that MAVS is not interacting with the myc-tag of vMIA-myc, we have performed co-

immunoprecipitation analyses in Mefs MAVS-PEX cells transfected with a myc-tagged protein that 

does not interact with MAVS (myc-MIRO1, Figure 16B). Additionally, to demonstrate that vMIA-myc 

does not interact with the MAVS-antibody-coated beads, we performed co-immunoprecipitation 

analyses in Mefs MAVS-KO cells transfected with vMIA-myc (Figure 16C). 

 

Figure 16. Interactions between peroxisomal MAVS and vMIA. (A) Co-immunoprecipitation analysis of the 
interaction between overexpressed vMIA-myc and endogenous MAVS in Mefs MAVS-PEX cells. Negative control 
was performed by immunoprecipitating non-transfected cells. The pull-down was performed using an antibody 
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against MAVS. Western blot was performed with antibodies against MAVS and myc. Input represents total cell 
lysate and IP represents the immunoprecipitation. (B) As negative control, the mitochondrial myc-tagged MIRO1 
(myc-MIRO1) was transfected in Mefs MAVS-PEX cells. The pull-down was performed using an antibody against 
MAVS. Western Blot was performed with antibodies against MAVS and myc. Input represents total cell lysate 
and IP represents the immunoprecipitation. (C) As negative control, vMIA-myc was transfected in Mefs MAVS-
KO cells. The pull-down was performed using an antibody against MAVS. Western Blot was performed with 
antibodies against MAVS and myc. Input represents total cell lysate and IP represents the immunoprecipitation.  

Peroxisomal fragmentation is not essential for the role of vMIA on the evasion of the immune 

response 

The localization of vMIA at peroxisomes and mitochondria has a strong effect on the organelles’ 

morphology, causing their fragmentation (Figure 11, 15A and Supplementary Data - Figure 22D, (Ma 

et al., 2012)). Mitochondrial fragmentation was shown to be essential for the inhibition by vMIA of 

the mitochondrial MAVS-mediated signaling (Castanier et al., 2010). To determine if the ability of vMIA 

to induce peroxisome fragmentation similarly contributes to the disruption of peroxisomal MAVS 

signaling, we sought to prevent vMIA-induced peroxisome fragmentation. To that end, we interfered 

with the peroxisome morphology by silencing DLP1, the cytosolic GTPase that mediates peroxisomal 

fission. We reasoned that if peroxisomal fragmentation is important for vMIA to block MAVS signaling, 

inhibiting DLP1 functions should permit the expression of ISGs, even in the presence of vMIA.  To test 

this prediction, we silenced the expression of DLP1 in Mefs MAVS-PEX cells which were afterwards 

transfected with vMIA-myc (Figure 17B). As shown in Figure 17A, the peroxisomes from the silenced 

cells are highly elongated or even hypertubulated. These cells were then transfected with GFP-RIG-I-

CARD and, after 6 hrs, the amounts of IRF1 mRNA were analyzed by RT-qPCR. As shown in Figure 17C, 

upon DLP1 silencing and in the presence of vMIA, the values of IRF1 mRNAs are statistically similar to 

the ones obtained upon GFP-RIG-I-CARD stimulation in the presence of vMIA. These results 

demonstrate that, when peroxisomal division is impaired, vMIA is still able to exert its inhibiting effect. 

Peroxisomal fragmentation is, hence, not essential for the inhibition of the peroxisomal MAVS-

dependent antiviral signaling by HCMV. 
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Figure 17. Peroxisomal fragmentation is not essential for vMIA’s inhibition of the peroxisomal-dependent 
antiviral signaling. (A) (a-c) Peroxisome morphology in DLP1-silenced Mefs MAVS-PEX cells (a) DLP1, (b) PEX14 
and (c) merge image of a and b. Confocal images from immunofluorescence staining. Bar represents 10 µm. (B) 
Western blot analysis of the silencing of DLP1 in Mefs MAVS-PEX cells. Representative image of three 
independent experiments. (C) RT-qPCR analysis of the expression of IRF1 mRNA in Mefs MAVS-PEX cells 
stimulated with GFP-RIG-I-CARD in the presence of vMIA-myc and upon silencing of DLP1. Non-silenced cells, as 
well as cells not expressing vMIA-myc were used as controls. GAPDH was measured as control. Data represents 
the means ± SEM of three independent experiments. Error bars represent SEM. ***p < 0.001 in one-way ANOVA, 
with Bonferroni’s post-test. 

vMIA induction of peroxisomal fragmentation is independent of peroxisomal MAVS 

Our results seem to indicate that vMIA acts on peroxisomes via two distinct and independent 

mechanisms: one with the final goal of evading the antiviral immune response and one other involving 

organelle morphology changes with a yet unknown purpose. To further probe this distinction, we 

analyzed whether the presence of MAVS at peroxisomes would be essential for vMIA induction of 

peroxisomal fragmentation. To this end, we transfected Mefs MAVS-KO cells with vMIA-myc and, 24 

hrs after, immunofluorescence was performed to analyze organelle’s morphology by confocal 

microscopy. Cells were stained with antibodies against myc and PMP70. Statistical analyses were 

applied to quantify the alteration observed on the organelle’s morphology. Surprisingly, as shown in 

Figure 18, even in the absence of MAVS, vMIA is able to induce a strong peroxisome fragmentation, 

solidifying the idea that this protein acts via two independent mechanisms.  
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Figure 18. vMIA does not require MAVS to induce fragmentation of peroxisomes. (A) (a-c) Peroxisomes 
morphology in Mefs MAVS-KO cells in the presence of vMIA. (a) vMIA-myc, (b) PMP70, (c) merge image of a and 
b. Confocal images from immunofluorescence staining. Bar represents 10 µm. (B) Quantification analysis of 
peroxisome morphology in the presence and absence of vMIA in Mefs MAVS-KO cells. Data represents the 
means ± SEM of three independent experiments. Error bars represent SEM. ****p<0.0001 in a Student’s t test.  

MFF interacts with vMIA and is essential for its role on the inhibition of the peroxisome- 

dependent antiviral signaling 

Besides the importance of DLP1 for the antiviral signaling, we have further analyzed the relevance of 

the other two major players on peroxisome membrane fission: MFF and FIS1, the tail-anchored 

membrane adaptors responsible for the recruitment of DLP1. Upon silencing the expression of MFF 

or FIS1 in Mefs MAVS-PEX cells, vMIA-myc was transfected and 24 hrs after the cells were stimulated 

with GFP-RIG-I-CARD. Six hours after stimulation, the mRNA expression of IRF1 was quantified by RT-

qPCR. As show in Figure 18A, the absence of MFF strongly impaired the capability of vMIA to inhibit 

the expression of IRF1 (Figure 19A). However, in siFIS1 cells vMIA was still capable of inhibiting the 

peroxisomal antiviral signaling (Figure 19B). Surprisingly, these results indicate that MFF, but not FIS1, 

is essential for vMIA to dampen the peroxisomal-dependent antiviral signaling.  

Since vMIA interacts with MAVS, we wondered whether MFF would also interact with vMIA or be part 

of this protein complex. In order to test this hypothesis, HepG2 cells were transfected with vMIA-myc 

and, 24 hrs after, a co-immunoprecipitation assay was performed with an antibody against the myc-

tag. As shown in Figure 19D, vMIA interacts with endogenous MFF. To investigate the interaction 

between MAVS and MFF, HepG2 cells were transfected with GFP-MAVS-PEX plasmid and a co-

immunoprecipitation was performed through pull-down of endogenous MFF. Figure 18E shows that, 

in fact, MFF interacts with the peroxisomal MAVS. These results suggest that vMIA, MFF and MAVS 

are present in a protein complex and that MFF is somehow mediating vMIA direct influence on the 

signaling cascade.  
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Figure 19. vMIA depends on the interaction with MFF to inhibit the peroxisomal-dependent antiviral response. 
(A) RT-qPCR analysis of the expression of IRF1 mRNA in Mefs MAVS-PEX cells stimulated with GFP-RIG-I-CARD in 
the presence of vMIA-myc and upon silencing of siMFF. (B) RT-qPCR analysis of the expression of IRF1 mRNA in 
Mefs MAVS-PEX cells stimulated with GFP-RIG-I-CARD in the presence of vMIA-myc and upon silencing of siFIS1. 
Non-silenced cells, as well as cells not expressing vMIA-myc were used as controls. GAPDH was measured as 
control. Data represents the means ± SEM of three independent experiments. Error bars represent SEM. *p < 
0.05. **p<0.01 in one-way ANOVA, with Bonferroni’s post-test. (C) (a-c) Peroxisomes morphology in Mefs MAVS-
PEX cells after silencing of MFF or FIS1. (a) control, (b) siMFF (c) siFIS1, stained with PMP70, (Confocal images 
from immunofluorescence staining. Bar represents 10 µm. (D) Co-immunoprecipitation analysis of the 
interaction between overexpressed vMIA-myc and endogenous MFF in HepG2 cells. The pull-down was 
performed using an antibody against myc. Western blot was performed with antibodies against myc and MFF. 
(E) Co-immunoprecipitation analysis of the interaction between overexpressed GFP-MAVS-PEX and endogenous 
MFF in HepG2 cells. The pull-down was performed using an antibody against endogenous MFF. Western blot 
was performed with antibodies against MAVS and MFF. Negative control was performed by 
immunoprecipitating non-transfected cells. Input represents total cell lysate, IP represents the 
immunoprecipitation and OUT represents the fraction of protein that did not bind to beads. 

vMIA inhibits MAVS oligomerization and does not interfere with the interaction between MAVS 

and STING  

Castanier et al (Castanier et al., 2010) suggested that the mechanism of action of vMIA towards the 

mitochondrial MAVS signaling was dependent on the fragmentation of this organelle and consequent 
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reduction of its association with the ER, decreasing the level of interaction between MAVS and STING. 

Although we have demonstrated that peroxisomal fragmentation has no effect on vMIA’s inhibition 

of the MAVS signaling, and no interaction has yet been shown between STING and peroxisomal MAVS, 

we decided to test the occurrence of this interaction in the absence and presence of vMIA. To that 

end, we co-transfected Mefs MAVS-PEX cells with FLAG-STING in the presence or absence of vMIA-

myc and, 24 hrs after, performed co-immunoprecipitation analyses using an antibody against MAVS 

for the pull-down. As shown in Figure 20, STING clearly interacts with the peroxisomal MAVS in the 

absence of vMIA. Importantly, vMIA’s presence (which, as shown before, causes massive peroxisome 

fragmentation) did not seem to decrease the interaction between these two proteins (although the 

band representing the interaction seems to be lighter in the presence of vMIA, this is due to a lower 

amount of FLAG-STING upon co-transfection with vMIA, as observed in the lighter input band). Once 

again, these results point out important differences between the mechanisms of action of vMIA 

towards peroxisomes and mitochondria.  

 

Figure 20. vMIA does not affect the interaction between peroxisomal MAVS and STING. (A) Co-
immunoprecipitation analysis of the interaction between overexpressed FLAG-STING with endogenous 
peroxisomal MAVS in the presence or absence of overexpressed vMIA-myc in Mefs MAVS-PEX cells. This was 
accomplished using an antibody against endogenous MAVS. Western blot was performed with antibodies 
against FLAG and myc. Negative control was performed by immunoprecipitating non-transfected cells. Input 
represents total cell lysate, IP represents the immunoprecipitation and OUT represents the fraction of protein 
that did not bind to beads. 

In order to further unravel the mechanism of inhibition of the peroxisomal MAVS-dependent antiviral 

signaling by vMIA, we analyzed the oligomerization of MAVS in the presence and absence of vMIA, 

upon infection with vesicular stomatitis virus (VSV) in 293T cells. Moreover, we also performed these 

analyses upon knock-down of MFF by siRNA. To that end, we implemented gradient assay experiments 

to isolate the oligomerized MAVS in different density fractions, after isolating peroxisomes by 

centrifugation series and treating with n-Dodecyl β-maltoside to disrupt the organelle membrane 

without affecting the proteins quaternary structure. Figure 21 shows a decrease in oligomerized MAVS 

in higher density fractions after stimulation with VSV in the presence of vMIA, clearly indicating that 

vMIA inhibits the oligomerization of MAVS. Additionally, in the absence of MFF the oligomerization of 
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MAVS is not inhibited by the presence of vMIA, corroborating our previous results showing that MFF 

is essential for vMIA to impair the peroxisomal MAVS-dependent antiviral signaling. 

 

Figure 21. vMIA inhibits MAVS oligomerization at peroxisomes in a MFF-dependent manner. Gradient assays, 
from peroxisomal-enriched fraction obtained from 293T cells infected with VSV in the presence or absence of 
vMIA and MFF, and treated with n-dodecyl β-D-maltoside, were performed to separate MAVS oligomers based 
on their size. 1 – 6 represent the fractions isolated from the gradient assay, where 1 represents the fraction with 
lowest density and the 6 represents the fraction with highest density. Western blot was performed with 
antibodies against MAVS, myc and PEX14 and Tim23 as peroxisome and mitochondria markers, respectively. 

Discussion 

Viruses have developed many sophisticated mechanisms to evade the cellular antiviral response. 

HCMV encodes vMIA, a powerful inhibitor of apoptosis that has also been shown to play a role on the 

inhibition of the mitochondrial MAVS-dependent antiviral signaling (Castanier and Arnoult, 2011; 

Goldmacher, 2002). This protein has been described as localizing solely at mitochondria and all its 

reported metabolic functions were studied and justified based on its presence at this organelle 

(Castanier et al., 2010; Goldmacher, 2002; Poncet et al., 2004). Our results demonstrate for the first 

time that vMIA is also localized at peroxisomes, strongly affecting their morphology, and is able to 

interact with MAVS, impeding its oligomerization and specifically inhibiting the peroxisome-

dependent antiviral signaling.  

The localization of vMIA at peroxisomes was demonstrated by immunolocalization and confocal 

microscopy analyses, not only upon overexpression in hepatic cells (HepG2 cells), cells that are 

commonly infected by HCMV (HFF cells), DLP1-patient cells and Mefs MAVS-PEX cells, but also upon 

HCMV infection. Moreover, vMIA was also shown to be present in peroxisome-enriched fractions of 

HFF cells lysates and in the peroxisomal fractions of a density gradient of HepG2 cells. 

Although the presence of viral proteins at peroxisomes is not unprecedented, most of the data 

available concerns the assembly of viral replication complexes of plant viruses (tombusvirus) at the 
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peroxisomal membranes (Jonczyk et al., 2007). We (section 3.1. from this thesis and (Ferreira et al., 

2016)) and others have recently demonstrated that the hepatitis C virus protein complex NS3-4A 

travels to peroxisomes and cleaves the peroxisomal MAVS, inhibiting the peroxisome-dependent 

immune response (Bender et al., 2015; Horner et al., 2011; Magalhães et al., 2016). The HBx protein 

of hepatitis B virus has also been shown to localize at peroxisomes and increase the invasiveness of 

hepatocellular carcinoma cells (Han et al., 2014). The Npro from Pestivirus, that is able to bind and 

inactivate IRF3, was also found to partially localize at this organelle (Jefferson et al., 2014). 

The role of peroxisomes on the establishment of the cellular antiviral response has been 

demonstrated by Dixit et al (2010), who have shown that peroxisomal and mitochondrial MAVS 

perform different but complementing functions within the antiviral response: while the peroxisomal 

MAVS induces a rapid and type I interferon-independent expression of defense factors providing 

short-term protection, the mitochondrial MAVS activates a type I interferon-dependent signaling 

pathway with delayed kinetics that amplifies and stabilizes the antiviral response. The same group has 

recently demonstrated that peroxisomes are the primary site of initiation of RLRs-induced type III 

interferon expression in a variety of human cell types (Odendall et al., 2014). One other recent report, 

however, somewhat contradicts these findings and show that, both peroxisomal and mitochondrial 

MAVS activation result in the production of type I and III interferons (Bender et al., 2015).  

Besides its peroxisomal localization, we have also demonstrated that vMIA interacts with PEX19, a 

cytosolic chaperone that is responsible for the transport of most peroxisomal membrane proteins to 

this organelle (Delille and Schrader, 2008; Jones et al., 2004; Matsuzono et al., 2006; Yagita et al., 

2013). Our results suggest that HCMV highjacks the peroxisomal proteins’ targeting machinery to its 

own benefit, in order to transport vMIA to this organelle, upon exiting from the ER. Previous results 

have shown that PEX19 is also used to transport viral replication proteins to this organelle during 

tombovirus infection (Pathak et al., 2008), and its target by flaviviruses to enhance viral replication 

(You et al., 2015). 

One of our most interesting results is the fact that the presence of vMIA at peroxisomes causes the 

organelle’s fragmentation, a phenomenon that was not only observed upon the protein’s 

overexpression but also during viral infection. However, intriguingly, this fragmentation was shown 

not to be crucial for vMIA’s role on the inhibition of the peroxisomal-dependent antiviral signaling. 

vMIA had already been shown to induce mitochondrial fragmentation but this fragmentation was 

demonstrated to be essential for the inhibition of the mitochondrial-dependent signaling pathway 

(Castanier et al., 2010; McCormick et al., 2003). Peroxisomes and mitochondria share the main 

components of their division machinery (e.g. the tail-anchored membrane adaptors FIS1 and MFF that 

recruit the large dynamin-related GTPase DLP1), which appears to be an evolutionary conserved 



III. Results 

63 

strategy among organisms(Bonekamp et al., 2013; Itoyama et al., 2013; Kobayashi et al., 2007; Koch 

et al., 2005; Koirala et al., 2013; Losón et al., 2013; Otera et al., 2010; Schrader and Yoon, 2007; Zhang 

and Chan, 2007). The main reasoning for vMIA-induced mitochondrial fragmentation has, up to now, 

been based on its role as an anti-apoptotic protein. vMIA has been shown to interfere with Bax to 

prevent mitochondrial outer-membrane permeabilization (Ma et al., 2012; Poncet et al., 2004), as well 

as to mediate the release of ER Ca2+ stores into the cytosol, inducing mitochondrial fission (Sharon-

Friling et al., 2006). However, no correlation between peroxisomes and apoptosis has ever been 

established. 

Besides showing that peroxisomal fragmentation has no influence on vMIA-dependent signaling 

inhibition, we have, on the other hand, demonstrated that this organelle’s morphological change 

occurs independently from the presence of MAVS. Moreover, we have also demonstrated that vMIA 

interacts with MFF at the peroxisomal membranes and that this protein is essential for its role on the 

inhibition of the antiviral immune response. Besides showing that vMIA inhibits peroxisomal MAVS 

oligomerization, we also disclose that MFF is also essential for this process. Our results clearly indicate 

that vMIA-induced peroxisomal fragmentation and its role on the inhibition of the peroxisomal 

antiviral signaling are two distinct phenomena.  

Importantly, these observations constitute primary clues indicating that vMIA acts at peroxisomes and 

mitochondria via distinct mechanisms. Since mitochondrial fusion is required to enhance the 

interaction between MAVS and the ER STING, it has been suggested that the vMIA-induced 

mitochondrial fragmentation may cause the reduction of this association, dampening signaling 

downstream from MAVS (Campello and Scorrano, 2010; Castanier et al., 2010). However, as 

peroxisomes do not fuse (Bonekamp et al., 2012) and, even when elongated, assume a similar cellular 

distribution, it seems unlikely that peroxisomal fragmentation would decrease the association with 

the ER, substantiating the fact that vMIA-induced peroxisomal fragmentation is not the main 

mechanism responsible for the signaling inhibition in this organelle. Furthermore, besides 

demonstrating for the first time that STING interacts with the peroxisomal MAVS, our results clearly 

show that this interaction is not dampened in the presence of vMIA. Hence, our results support a 

model in which the mechanisms of vMIA-induced peroxisomal fragmentation and dampening of the 

peroxisomal-dependent antiviral signaling are different from the ones occurring in mitochondria. At 

peroxisomes, vMIA interacts with MAVS, impedes it oligomerization and impairs the downstream 

signaling cascade, independently of the organelle’s morphology. 

Our results not only substantiate the role of peroxisomes as a platform for viral evasion from the 

cellular antiviral response, but also present a novel mechanism by which HCMV is able to specifically 

evade the rapid and short-term peroxisomal MAVS-dependent antiviral signaling. 
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Materials and Methods  

Antibodies and Plasmids 

Rabbit antibody directed to PEX14 (a kind gift from Dr. Crane, Griffith University, Brisbane, Australia) 

and mouse antibodies directed to catalase (Abcam, Cambridge, UK) and myc epitope (9E10, Santa Cruz 

Biotechnology, Dallas, Texas, USA) were used for morphological studies. Rabbit serum anti-vMIA, used 

to detect the protein in HCMV infected cells, was a kind gift from Dr. Mocarski from Stanford 

University (California, USA). Rabbit anti-MFF (kindly provided by Dr. A. van der Bliek, University of 

California, Los Angeles) and anti-FIS1 (Alexis Biochemicals, Grunberg, Germany) polyclonal antibodies 

were used for immunofluorescence and immunoblotting. Rabbit antibody directed to myc (71D10, 

Cell Signaling Technology, Beverly, Massachusetts, USA), FLAG epitope (Sigma-Aldrich, St. Louis, USA), 

mouse antibody directed against COXIV (Abcam, Cambridge, UK), mouse antibody directed against 

TOM20 (BD Bioscience, San Jose, California, USA), mouse antibody directed against BiP/GRP ((BD 

Bioscience, San Jose, California, USA), rabbit antibody directed against ACOX1 (a kind gift from Dr. 

Hashimoto, Shinshu University School of Medicine, Nagano, Japan), mouse antibody directed to TIM23 

(BD Bioscience, San Jose, California, USA), mouse antibody directed to PMP70 (Sigma-Aldrich, St. 

Louis, Missouri, USA), mouse antibody directed to MAVS (E-3, Santa Cruz Biotechnology, Dallas, Texas, 

USA), mouse antibody directed to DLP1 (BD Bioscience, San Jose, California, USA), mouse antibody 

directed to PEX19 (Sigma-Aldrich, St. Louis, Missouri, USA) and rabbit antibody directed to RIG-I (H-

300, Santa Cruz Biotechnology, Dallas, Texas, USA), were used for immunobloting. The anti-Viperin 

mouse MaP.VIP (a kind gift from Dr. Cresswell from Yale University, Connecticut, USA) and rabbit IRF1 

(Santa Cruz Biotechnology, Dallas, Texas, USA) antibodies were used for immunobloting to measure 

the production of this two ISGs. Anti-actin mouse antibody (provided by Dr. Jockusch, Braunschweig 

University, Germany) and anti-α-tubulin mouse antibody (Sigma-Aldrich, St. Louis, Missouri, USA) 

were used for immunoblotting as loading controls. Species-specific anti-IgG antibodies conjugated to 

HRP (BioRad, Hercules, California, USA), IRDye 800CW and IRDye 680RD secondary antibodies (LI-COR 

Biotechonology, Cambridge, UK) or to the fluorophores TRITC (Jackson Immunoresearch, West Grove, 

Pennsylvania, USA) and Alexa 488 (Invitrogen, Waltham, Massachusetts, USA) were used. 

The construct encoding vMIA-myc was a gift from Dr. Goldmacher (ImmunoGen Inc., Cambridge, 

Massachusetts, USA). The truncated version of RIG-I protein, GFP-RIG-I-CARD, containing the CARD 

domain (1 to 284 aa) and the full-length version of RIG-I protein, GFP-RIG-I, were kindly provided by 

Dr. Weber (Philipps-University Marburg, Germany). The construct encoding PEX19-YFP was kindly 

provided by Dr. Mayerhofer (University of Munich, Germany).  
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Cell Culture, transfections and RNA interference experiments 

HepG2 (obtained from American Type Culture Collection, HB-8065), Human foreskin fibroblasts (HFF) 

(obtained from European Collection of Cell Cultures), Mefs MAVS-PEX cells (described in (Dixit et al., 

2010)), 293T cell (kindly provided by Dr. Weber, University of Marburg, Germany) and DLP1-patient 

cell lines (kindly provided by Dr. Waterham, Academic Medical Center, Amsterdam, The Netherlands) 

(Waterham et al., 2007) (the parents consented for the use of these cells for scientific purposes) were 

cultured in Dulbecco’s modified Eagle’s medium supplemented with 100 U/mL penicillin, 100 mg/mL 

streptomycin and 10% fetal bovine serum (all from PAA Laboratories GmbH, Germany) and incubated 

at 37 ⁰C in atmosphere containing 5% CO2. Cells were seeded on sterile glass coverslips and 

transfected 24 hrs after plating. 

HepG2 and HFF cells were transfected with DNA constructs by incubation with TurboFect (Thermo 

Scientific, Waltham, Massachusetts, USA), by electroporation using the ECM 630 Electro Cell 

Manipulator (BTX Harvard Apparatus, Holliston, Massachusetts, USA) or using the Neon® Transfection 

System (Invitrogen, Carlsbad, CA) (1700V, Width:20, 1 pulse), according to the manufacturer’s 

instructions. Mefs MAVS-PEX cells were transfected using Lipo3000 (Invitrogen, Waltham, 

Massachusetts, USA). The transfections were performed according to the manufacturer’s instructions. 

HepG2 and 293T cells were also transfected using polyethylenimine (PEI 25 kDa, Polysciences INC, 

Eppelheim, Germany), in detail, plasmid DNA was mixed 1mg/mL stock solution of PEI, in a ratio of 

1:8. The resulting DNA/PEI solution was diluted in serum free medium, incubated for 15 min at RT and 

subsequently used for transfection. 24 hrs after transfection, cells were trypsinized and collected by 

centrifugation at 500 x g. DLP1-patient cells and also HFF were microporated with DNA using the 

Neon® Transfection System (Invitrogen, Carlsbad, CA) (1700V, Width:20, 1 pulse), according to the 

manufacturer’s instructions. Cells were harvested and fixed from 6 to 24 hrs after transfection. 

To knock-down the expression of DLP1, MFF and FIS1 by RNA interference, a 21-nucleotide small 

interfering RNA (siRNA) duplexes (pre-designed siRNA from Ambion-Waltham, Massachusetts, USA, 

according to (Bonekamp et al., 2013)) were transfected in Mefs MAVS-PEX cells by incubation with 

Lipofectamine RNAiMax (Invitrogen, Waltham, Massachusetts, USA). siRNA oligonucleotides were 

obtained as pre-designed siRNAs from Ambion (Austin, TX) as follows: MFF (sense strand: 5’-

CGCUGACCUGGAACAAGGAdTdT-3’ for exon 2) (Gandre-Babbe and van der Bliek, 2008); DLP1 (sense 

strand: 5´-UCCGUGAUGAGUAUGCUUUdTdT-3´) (Koch et al., 2005). To knock down the expression of 

FIS1 (accession no. AF151893) by siRNA (sense strand, 5’-CGAGCUGGUGUCUGUGGAGdTdT-3’) 

(Dharma- con, Lafayette, CO) was used. 
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Viral infection and virus stock preparation 

HFF cells were cultured on sterile glass coverslips and infected with 5 pfu/cell HCMV laboratory strain 

AD169. After 8 hrs post-infection, cells were washed with PBS and fixed with 4% paraformaldehyde. 

The HCMV laboratory strain AD169 was obtained from Dr. John Sinclair (University of Cambridge, 

United Kingdom). To prepare virus stocks of AD169 virus HFF cells were infected at a multiplicity of 

infection (MOI) of 0.01. After virus adsorption for one hour, infected cells were cultured at 37 ºC and 

medium was collected every three days. Pre-cleared supernatants were centrifuged two hours at 

12000 rpm at room temperature. Virus aliquots were stored at -80 ºC. Virus stock titers were 

determined by plaque assay. Briefly, HFF cells were cultured with 10-fold dilutions of virus suspension 

and allowed to absorb for 1h. Cells were then cultured with complete medium containing 10% 

carboxymethylcellulose (CMC) for 10-15 days. Cellular monolayers were fixed in 4% paraformaldehyde 

and stained with 0.1% toluidine blue. Quantification of the viral plaques was performed using a 

dissecting microscope.  

293T were infected with VSV with a MOI of 3, diluted in serum and antibiotic free media. After 

removing the growth media, virus dilution was added to the plates. After incubating cells for 1 hr, at 

37ºC, the same virus dilution volume of growth media containing 20% of FBS was added to the cells. 

Infections occurred for 8 hrs before cells being collected. 

Immunofluorescence and microscopy analyses 

Cells were processed for immunofluorescence as in (Valença et al., 2015). In short, cells grown on glass 

coverslips were fixed with 4% paraformaldehyde in PBS, pH 7.4, for 20 min, permeabilized with 0.2% 

Triton X-100 for 10 min, blocked with 1% BSA solution for 10 min and incubated with the indicated 

primary and secondary antibodies for 1 hr each. Finally cells were mounted in slides, using Mowiol 4-

88 (AppliChem Inc. St. Louis, Missouri, USA) containing n-propylgallate (Sigma-Aldrich, St. Louis, 

Missouri, USA). Fixed samples were examined using an Olympus IX-81 inverted microscope (Olympus 

Optical Co. GmbH, Hamburg, Germany) equipped with the appropriate filter combinations and a 100x 

objective (Plan-Neofluar, 100x/1.35 oil objective). Confocal images were acquired using a Zeiss LSM 

510 confocal microscope (Carl Zeiss, Oberkochen, Germany) using a Plan-Apochromat 63× and 

100×/1.4 NA oil objectives, a 561 nm DPSS laser and the argon laser line 488 nm (BP 505-550 and 595-

750 nm filters). All the confocal images presented in this manuscript represent a single plane, with the 

exception of the one where we present deconvolution analyses, Figure 1 C, were a z-stack was made. 

Images were processed using LSM 510 software (Carl Zeiss MicroImaging, Inc.). Digital images were 
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optimized for contrast and brightness using Adobe Photoshop (Adobe Systems, San Jose, CA, USA). 

The Manders’ co-localization coefficient was applied to quantify the co-localization percentages 

between vMIA and the peroxisomes. After cropping the region of interest (ROI) from selected cells, 

channels were split, and quantifications were performed using the JACoP plugin (ImageJ, Bethesda, 

MD, USA) with a manually set threshold  (Bolte and Cordelières, 2006). 

Quantification analysis of the area of peroxisomes in HepG2 cells was performed using the Spot 

Detector plug-in (Olivo-Marin, 2002) from Icy Bioimage Analysis Software created by the Quantitative 

Image Analysis Unit at Institute Pasteur (Paris, France) (de Chaumont et al., 2012). 

To generate high resolution images of the vMIA localization at the hypertubulated peroxisomes from 

DLP1-patient cells, deconvolution microscopy was performed. Fixed cells were examined by confocal 

microscopy. Using the 488 and 543 nm laser lines, z-stacks of transfected cells were generated (8x 

zoom) using the optimal number of slices suggested by the program. Oversaturation of signals was 

avoided by adjusting of respective photomultipliers. Image deconvolution and 3D rendering was 

performed using Huygens Professional Software (Scientific Volume Imaging, Hilversum, The 

Netherlands). 

Cell fractionations 

For the cellular fractionation, HFF expressing vMIA-myc were homogenized in homogenization buffer 

(5 mM MOPS, pH 7.4, 250 mM sucrose, 1 mM EDTA, protease inhibitor mixture) by passing gently 

through a 26.5-gauge syringe needle. The homogenate was cleared by centrifugation (500 x g for 5 

min). Heavy mitochondria were subfractionated by centrifugation at 2500 x g for 10 min (Mito). The 

organelle pellet was then gently resuspended in homogenization buffer and the supernatant was 

centrifuged again at 25,000 x g to obtain the peroxisome-enriched fraction (PO). Pellet with the 

enriched PO fraction was gently resuspended in homogenization buffer and the supernatant was 

collected (Cyto). The organelle fractions were analyzed by SDS-PAGE and immunoblotting  

For the density gradient, HepG2 cells expressing vMIA-myc were suspended in homogenization buffer 

(250 mM sucrose, 5 mM MOPS, 1 mM EDTA, 2 mM PMSF, 1 mM DTT, 1 mM ɛ-aminocaproic acid, pH 

7.4) and homogenized by shearing through a syringe with a 27-gauge needle. Thereafter, cellular 

debris and nuclei were separated from the post-nuclear supernatant (PNS) by centrifugation at 600 x 

g, 10 min, 4 °C. The PNS was subsequently centrifuged at 2000 x g yielding the pellet of heavy 

mitochondria. The corresponding supernatant was subjected to another centrifugation at 20000 x g 

to produce the peroxisome-enriched light mitochondrial pellet. This pellet was resupended in 

homogenization buffer and placed onto a linear Nykodenz gradient with a density between 1.14 – 1.19 
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g/mL. The gradients were centrifuged at a velocity of 100000 x g for 3 hrs and collected in 12 equal 

sized fractions. For further analysis the individual fractions were pelleted by centrifugation and 

suspended in an appropriate volume of homogenization buffer. Protein concentrations were 

determined by the Bradford method; only fractions containing significant amounts of protein were 

subjected to immunoblotting. 

293T cellular fractionation was performed by homogenizing cells in homogenization buffer (see 

above) and passing gently through a 26.5-gauge syringe needle. The homogenate was cleared of nuclei 

and membranes by centrifugation (500 g for 5 min, at 4ºC), and of heavy mitochondria by 

centrifugation at 2000 g for 10 min. The supernatant was centrifuged again at 25,000g to obtain the 

peroxisome-enriched fraction. Pellet with the peroxisomal-enriched fraction was gently resuspended 

in homogenization buffer supplemented with 2% n-Dodecyl β-D-maltoside to disrupt the organelle 

membrane without affecting the proteins quaternary structure. The organelle fractions were then 

processed for the separation of MAVS prions by sucrose gradient.  

MAVS prion separation through sucrose separation 

The peroxisomal-enriched fraction was loaded in 30%-60% sucrose gradient. Samples were then 

centrifuged at 170 000g for 2 hrs at 4ºC. Starting from the top, several equal fractions were collected 

and processed for SDS-PAGE and analyzed by immunoblotting. 

Immunoprecipitation analyses 

To study the interaction of PEX19 and vMIA, HepG2 cells were co-transfected with PEX19-YFP and 

vMIA-myc by electroporation, using the ECM 630 Electro Cell Manipulator. For immunoprecipitation 

of PEX19-YFP the GFP-Trap_M kit (Chromotek, Planegg-Martinsried, Germany), consisting of a high 

quality GFP-binding protein coupled to a monovalent matrix of magnetic agarose beads, was used. 

Co-transfection of vMIA-myc and GFP-N1 was used as negative control. Twenty four hours post-

transfection, the cell pellets were incubated with lysis buffer (10 mM Tris-HCl, pH 7.5, 150 mM NaCl, 

0.5 mM EDTA, 0.5% NP-40 and a protease-inhibitor mix). The lysate was cleared by centrifugation 

(17,000 x g, 15 min) and diluted with dilution buffer (10 mM Tris-HCl, pH 7.5, 150 mM NaCl, 0.5 mM 

EDTA and a protease-inhibitor mix). Protein concentrations were determined by the Bradford assay 

(BioRad, Hercules, CA, USA). Ice-cold dilution buffer was used to equilibrate beads and then cell lysate 

was incubated for 2 hrs at 4 °C on a rotary mixer. Beads were washed 3 times with dilution buffer and 

then resuspended in 3x SDS-sample buffer and boiled for 10 min to elute bound proteins.  
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With the same purpose, HFF cells were transfected with vMIA-myc or with vMIA-myc and PEX19-YFP, 

using the Neon® Transfection System (Invitrogen, Carlsbad, CA) (1700V, Width:20, 1 pulse), according 

to the manufacturer’s instructions . For immunoprecipitation of vMIA-myc the Protein G Magnetic 

beads kit (Millipore, Massachusetts, USA) was used. HFF cell lysate was used as negative control. After 

24 hrs of transfection cell pellets were incubated with lysis buffer (10 mM Tris-HCl, pH 7.5, 150 mM 

NaCl, 0.5 mM EDTA, 0.5% NP-40 and a protease-inhibitor mix). Protein concentrations were 

determined by Bradford assay. The cell lysate was incubated with myc antibody for 2 hrs at 4 °C on a 

rotary mixer and then the beads were added to the mixture and rotated for 10 min at room 

temperature. The complex was washed 3 times with PBS containing 0.1% Tween 20 and then 

resuspended in 3x SDS-sample buffer and boiled for 10 min to elute bound proteins. For 

immunoprecipitation of vMIA-myc and PEX19-YFP the Dynabeads Protein G beads (Invitrogen, 

Waltham, Massachusetts, USA) were used. HFF cells transfected with vMIA-myc were used as negative 

control. Cells lysates were prepared as described above, as well as protein concentration. Then, cells 

lysates incubated with GFP antibody overnight at 4 °C on a rotary mixer. Beads were added to the 

mixture and rotated for 2 hrs at 4 °C on a rotary mixer. The complex was washed 3 times with PBS 

containing 0.1% Tween 20 and then resuspended in 3x SDS-sample buffer and boiled for 10 min to 

elute bound proteins. All the immunoprecipitated samples were separated by running in a 12,5% SDS-

polyacrylamide gel. 

To study the interaction of MAVS-vMIA and STING-MAVS in Mefs MAVS-PEX cells and and vMIA-MFF 

and MAVS-MFF in HepG2, Dynabeads Protein G Magnetic beads kit was used, following the 

manufacture’s protocol. Untransfeted cells were also used as negative control for each 

immunoprecipitation. 

Gel Electrophoresis and Immunoblotting 

Cells were lysed with specific lysis buffer (25 mM Tris-HCl, pH 8.0, 50 mM sodium chloride, 0.5% 

sodium deoxycholate, 0.5% Triton X-100 and a protease-inhibitor mix). To improve protein extraction, 

samples were passed 20 times through a 26-gauge syringe needle and then incubated on a rotary 

mixer for 30 min at 4 ⁰C. After clearing by centrifugation (17000 x g, 15 min), protein concentrations 

were determined using the Bradford assay. Protein samples were separated by SDS-PAGE on 10% or 

12.5% polyacrylamide gels, transferred to nitrocellulose (PROTAN®, Whatman®, Dassel, Germany) 

using a wet or a semidry system (BioRad, Hercules, California, USA), and analyzed by immunoblotting. 

Immunoblots were processed using specific primary antibodies, and either HRP-conjugated secondary 

antibodies and enhanced chemiluminescence reagents (GE Healthcare, Waukesha, Wisconsin, USA) 
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or IRDye 800CW and IRDye 680RD secondary antibodies (LI-COR Biotechonology, Cambridge, UK). For 

quantification, immunoblots were scanned with a Bio-Rad GS-800 (BioRad, Hercules, California, USA) 

calibrated imaging densitometer or with Odyssey CLx (LI-COR Biotechonology, Cambridge, UK) and 

processed using the volume tools from Bio-Rad Laboratories Quantity One software (BioRad, Hercules, 

California, USA). The background intensity was calculated using the local background subtraction 

method. 

RNA extraction, cDNA synthesis and quantitative real-time polymerase chain reaction  

Total RNA was isolated from Mefs MAVS-PEX cells using TriFast reagent (Peqlab, VWR International 

GmbH, Erlangen, Germany). RNA concentration was determined using NanoDrop 1000 (Thermo 

Scientific, Waltham, Massachusetts, USA). 1-3 µg of total RNA and M-MuLV reverse transcriptase (New 

England Biolabs, Ipswich, Massachusetts, USA) was used to perform cDNA synthesis.  Real-time 

polymerase chain reaction was performed with duplicates using iTaq™ Universal SYBR® Green 

Supermix (BioRad, Hercules, California, USA) and reactions were run on Applied Biosystems® 7500 

Real-Time PCR System (Applied Biosystems, Waltham, Massachusetts, USA). Primer sequences were 

designed using Beacon Designer™ 7 (Premier Biosoft, Palo Alto, California, USA) for the IRF1, Viperin, 

PEX14, and GAPDH mouse genes, as well as for the RIG-I human gene. The oligonucleotides used for 

IRF1 were 5’-GGTCAGGACTTGGATATGGAA-3’ and 5’-AGTGGTGCTATCTGGTATAATGT-3’; for Viperin 

the 5’-TGTGAGCATAGTGAGCAATGG-3’ and 5’-TGTCGCAGGAGATAGCAAGA-3’; for PEX14 the 5’-

GCCACCACATCAACCAACT-3’ and 5’-GGGAAGGAGGGAACTGTC-3’; for mouse GAPDH  the 5’-

AGTATGTCGTGGAGTCTA-3’ and 5’-CAATCTTGAGTGAGTTGTC-3’; and for human RIG-I the 5’-

CTGGACCCTACCTACATC-3’ and 5’- CCAACAGGAACTTGAGAA-3’. GAPDH was used as a reference gene. 

For gene expression analysis, 2 μL of 1:10 diluted cDNA was added to 10 μL of 2× iTaq SYBR Green 

Master Mix (BioRad, Hercules, California, USA) and the final concentration of each primer was 250 nM 

in 20 μL total volume. The thermocycling reaction was initiated by activation of iTaq DNA Polymerase 

by heating at 95 °C during 3 min, followed by 40 cycles of a 12 s denaturation step at 95°C and a 30 s 

annealing/elongation step at 60 °C. The fluorescence was measured after the extension step using the 

Applied Biosystems software (Applied Biosystems, Waltham, Massachusetts, USA). After the 

thermocycling reaction, the melting step was performed with slow heating, starting at 60 °C and with 

a rate of 1%, up to 95 °C, with continuous measurement of fluorescence. Data analysis was performed 

using the 2−ΔΔCT method. 

 



III. Results 

71 

Statistical analyses 

Statistical analysis was performed in Graph Pad Prism 5 (GraphPad Software, Inc., La Jolla, California, 

USA). Quantitative data are presented as mean ± standard error mean (SEM). Differences among 

groups were analyzed by one-way ANOVA, followed by Bonferroni’s multiple comparison test; 

comparisons between two groups were made by Student’s t test. P values of ≤0.05 were considered 

as significant.  

Supplementary Data 

 

Figure 22. (A) Schematic representation of vMIA topology. vMIA is constituted by 163 amino acids. In the N-
terminal it contains a transmembrane domain (TM), localized between the amino acids 5 – 34. The C-terminal 
functional domain (in black) is located between the amino acids 118-147. Adapted from (Goldmacher, 2002). (B)  
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Western blot analysis of the PEX14 expression in the absence or presence of vMIA in HepG2 and HFF cells. 
Representative image of three independent experiments. Tubulin was used as a loading control. (C) RT-qPCR 
analysis of PEX14 mRNA production in the absence or presence of vMIA in Mefs MAVS-PEX cells. GAPDH was 
used as control. Data represents the means ± SEM of three independent experiments. Error bars represent SEM. 
(D) (a-c) vMIA intracellular localization in HepG2 cells (a) vMIA-myc, (b) TOM20 and (c) merge image of a and b. 
(d-f) vMIA intracellular localization in HFF cells (d) vMIA-myc, (e) TOM20 and (f) merge image of d and e. (g-i) 
vMIA intracellular localization in Mefs MAVS-PEX cells (g) vMIA-myc, (h) TIM23 and (i) merge image of g and h. 
Confocal images from immunofluorescence staining. Bars represent 10 µm. 

 

Figure 23. (A) Western blot analysis of the production of GFP-RIG-I-CARD and GFP-RIG-I in Mefs MAVS-PEX cells 
in the presence or absence of vMIA. Tubulin was used as a loading control. (B) RT-qPCR analysis of RIG-I mRNA 
in Mefs MAVS-PEX cells stimulated with GFP-RIG-I-CARD in the presence or absence of vMIA (performed with 
primers annealing with the human RIG-I, in order to solely analyze the transfected human GFP-RIG-I-CARD). 
GAPDH was used as control. Data represents the means ± SEM of three independent experiments. Error bars 
represent SEM. 
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3.3. New insights on the interplay between viruses and peroxisomes: a protein-protein 

interaction analysis  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The results from this section will soon be submitted as:  

Ana Rita Ferreira, Isabel Valença, Mariana Marques, Juliana Felgueiras and Daniela Ribeiro, “New 

insights on the interplay between viruses and peroxisomes: a protein-protein interaction analysis” (to 

be soon submitted to Journal of Molecular Sciences) 
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Abstract 

The urgent need to develop broad-spectrum antiviral therapeutics, in order to effectively combat the 

current and emerging viral hazards, has highlighted the significance of studying the interactions 

between viruses and their host cells. The growing evidence of peroxisomes relevance for the 

establishment of the cellular antiviral response has raised the importance for studies of the specific 

interplay between this organelle and different medically-significant viruses. Up to now, only few 

reports have highlighted interactions between human peroxisomal proteins and specific viral proteins. 

Here, we present a thorough study of the human virus-peroxisome interactome, based on 

experimentally-verified interactions contained in manually-curated protein-protein interactions 

databases. Our results have unveiled novel insights on protein-protein interactions between 

peroxisomes and viruses, as well as on the peroxisomal mechanisms that may be of relevance on this 

interplay. We demonstrated that a total of 16 different viral species interact with 25 different 

peroxisomal proteins. Importantly, most of the identified viruses establish multiple interactions with 

peroxisomal proteins. These viruses have distinct characteristics, infect different cells and have 

dissimilar life cycles, substantiating the importance of peroxisomes on the interplay between the host 

cells and several different viruses. A detailed analysis of the identified peroxisomal proteins suggests 

that lipid metabolism may be the most relevant function of this organelle associated with viral 

infections. These results may constitute a base for new studies on specific virus-host interactions, as 

well as for the unravelling of novel targets for broad-spectrum antiviral therapeutics. 

Introduction 

Viral infections pose a prominent and persistent threat to human health. Most of the existing antiviral 

therapeutics are prone to resistance due to the high frequency of viral mutations. Furthermore, these 

are mainly directed to specific viruses or strains and not applicable for emerging or engineered viral 

hazards. The required development of broad-spectrum antiviral therapeutics may imply the discovery 

of common mechanisms shared by different viruses, e.g. as part of their life cycle or the cellular 

antiviral response mechanisms (Debing et al., 2015).  

Peroxisomes are ubiquitous and essential subcellular organelles that fulfil important metabolic 

functions in lipid and reactive oxygen species metabolism (Islinger et al., 2012b; Wanders, 2014). 
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Peroxisome dynamics and morphology play an important role in cell pathology and defects in these 

machineries lead to significant implications in health and disease (Ribeiro et al., 2012). The recent and 

exciting discovery that peroxisomes act as signaling platforms in early antiviral defense (Dixit et al., 

2010; Odendall et al., 2014) has not only revealed a novel function for this organelle, but also possibly 

uncovered one or more target mechanisms for the development of broad-spectrum antiviral 

strategies. 

A few recent studies have reported on the interplay between human-infecting viruses and 

peroxisomes. The human cytomegalovirus has been shown to interfere with peroxisomes through its 

protein vMIA, which localizes at this organelle and inhibits the peroxisome-dependent antiviral 

signaling (section 3.2 from this thesis and (Magalhães et al., 2016)). A similar role was attributed to 

the hepatitis C virus’ protein NS3-4A, which was shown to cleave the peroxisomal MAVS, an essential 

protein for the establishment of the antiviral response (section 3.1 from this thesis and (Ferreira et al., 

2016). The HBx and Npro proteins of, respectively, hepatitis B virus and pestivirus, have similarly been 

reported to localize at this organelle (Han et al., 2014; Jefferson et al., 2014). The West Nile and 

Dengue viruses have also been shown to impair peroxisome biogenesis and interfere with the early 

antiviral signaling (You et al., 2015). The genomic RNA and Nef protein from the human 

immunodeficiency virus were also found to localize at peroxisomes, and this organelle was suggested 

to play an essential role on the NF-кB and IRFs activation against this virus (Cohen et al., 2000). The 

VP4 protein from rotavirus was shown to be localized at peroxisomes as a functional advantage for 

viral propagation (Mohan et al., 2002). The peroxisomal protein HSD17B4 was also found to interact 

with the NS1 protein from the influenza A and B viruses (Wolff et al., 1996). 

In the last few years, several methods and technologies have emerged, allowing the identification and 

characterization of protein-protein interactions (PPIs) and contributing to the generation of large-

scale PPIs data. The study of PPIs allows not only the understanding of the protein function in a 

complex context, but also the identification of new proteins and ultimately of possible targets for 

therapeutic intervention (Chautard et al., 2009; Ma-Lauer et al., 2012). Several studies have reported 

PPI-mediated mechanisms of communication between specific viruses and their host cells (Bosque et 

al., 2014; Dyer et al., 2008; Franzosa and Xia, 2011; König and Stertz, 2015) and a few of these have 

specifically reported PPIs between viruses and peroxisomes (Tanner et al., 2014; Zhou et al., 2015). 

However, to our knowledge, no study has ever been presented that includes a general analysis of the 

landscape and context of these interactions. 

In order to contribute to a better understanding of the role of peroxisomes on the viral life cycles, 

establishment of the infection process, as well as on the cellular antiviral defense mechanisms, we 

present here a thorough study of the human virus-peroxisome interactome, based on experimentally-
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verified interactions annotated in PPI databases. Our results provide a first global view on the virus-

peroxisome PPIs, as well as novel insights on the peroxisomal mechanisms that may be of relevance 

on the interplay between viruses and this organelle. These results may constitute a base for new 

studies that may contribute to the development of virus-specific or broad-spectrum antiviral 

strategies. 

Results and discussion 

The human virus-peroxisome interactome: new insights on PPIs between peroxisomes and 

viruses 

The analysis of the virus-host interactome has recently gained interest among the virology (Dyer et 

al., 2008) and immunology (Gardy et al., 2009) fields, by highlighting important interactions that may 

lead to the discovery of novel targets for antiviral therapy.  

As peroxisomes have been recently revealed as platforms for the establishment of the cellular antiviral 

immune response, we aimed at specifically analyzing the interactions occurring between viral and 

human peroxisomal proteins.  

In order to obtain a dataset with all known human peroxisomal proteins, we made use of UniProt, a 

database that contains information about protein sequence and annotations (Consortium, 2017; 

UniProt Consortium, 2015), from which we extracted a list of manually-annotated proteins 

(Supplementary Data - Table 3).  

To retrieve all the interactions found on the International Molecular Exchange (IMEx) consortium 

databases (Orchard et al., 2012) (reunites all the manually curated databases that contain non-

redundant and consistently annotated interactions) and obtain the interactors of the selected 

peroxisomal proteins, we used Cytoscape, an open-source software which allows the visualization and 

analysis of networks. After retrieving the interactors of the selected proteins, the network was filtered 

in order to show solely virus and human proteins (Figure 24). The nodes were differentiated using a 

two-color system (blue for human proteins and red for viral proteins). The topological features of the 

network were assessed using the NetworkAnalyzer tool (Assenov et al., 2008).  
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Figure 24. Human virus-peroxisome interaction network retrieved from IMEx consortium databases. The 
network was visualized and analyzed on the Cytoscape software. Nodes in red and blue represent viral and 
peroxisomal proteins, respectively. The size of the nodes corresponds to the betweenness centrality of each 
node. 

The most common metrics in network analysis is the measurement of the degree of a node that 

corresponds to the number of interactions that it has with adjacent nodes, being the nodes with higher 

degree designated as hubs. Another interesting topological property of a network is the measurement 

of the number of all shortest paths that passes a given node and it is designated betweenness 

centrality (Ma’ayan, 2011; Roy, 2012). Other topological properties can be analyzed and conclusions 

should be taken correlating all the information, also taking into consideration the clustering analysis 

and the Gene Ontology annotations, which defines the function, location and biological processes 

associated (Ma’ayan, 2011).  

In the network depicted on Figure 24, the peroxisomal proteins FAR1, MAVS, ALDH3A2, ACSL3, PEX14, 

ABCD3 and ABCD1 and the viral proteins 1C, M2 and E5A exhibit higher degree, being designated as 
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hub nodes. The viral proteins belong to human respiratory syncytial virus A, influenza A and Epstein-

Bar virus, respectively.  

There are currently several databases with viral genome sequences and virus-host interactions (Albà 

et al., 2001; Calderone et al., 2015; Hulo et al., 2011; Pickett et al., 2012; Rozenblatt-Rosen et al., 

2012). However, for the study of viral-host interactions, VirusMentha proves to be user-friendly and 

allows a quick look over the interactions of a specific dataset of target proteins (Calderone et al., 2015). 

Using the list of peroxisomal proteins retrieved from UniProt, we performed a similar analysis by 

retrieving the interactors directly from the VirusMentha browser (Figure 25, differentiated using a 

two-color system (blue for human proteins and red for viral proteins), as before). 

 

Figure 25. Human virus-peroxisome interaction network retrieved from VirusMentha. The network was 
visualized and analyzed on the Cytoscape software. Nodes in red and blue represent viral and peroxisomal 
proteins, respectively. The size of the nodes corresponds to the betweenness centrality of each node.  
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In contrast with the network obtained from merging the IMEx databases’ networks, it was not 

necessary to filter out the network obtained from VirusMentha in order to only show viral-human 

proteins interactions, as the input proteins were human and this browser only shows the viral 

interactors for the input proteins. One drawback of VirusMentha is its inability to identify the 

individual proteins that result from the processing of viral polyproteins. Although, comparatively, the 

network retrieved from the VirusMentha is easier and less time-consuming to extract, but in order to 

objectively compare the applicability and reliability of both methods a more comprehensive virus-host 

PPI network would have to be analyzed.  

Despite the differences of the methods to generate the networks, both identified the same 

peroxisomal and the viral proteins as the ones presenting higher degree, with minor differences in the 

total network. 

As the main objective of this work was to obtain a comprehensive view of peroxisome-virus 

interactions in humans, we proceeded our analyses based on a network that resulted from the 

combination of IMEx partners- and VirusMentha-derived networks. This interactome the viral proteins 

were grouped using a colored scheme that specifies the viral species they belong to (Figure 26). It is 

important to point out that this interactome does not represent coordinated interactions that occur 

simultaneously or on a specific condition. After analyzing the network using the NetworkAnalyzer 

plugin we confirmed that the proteins which present higher degree were the same found in each 

individual network. To analyze the topological characteristics of the network, the size of the nodes 

was adjusted in order to translate the betweenness centrality of each node: the bigger the node, the 

higher betweenness centrality (Figure 26). Taking this into consideration, it is possible to observe that 

FAR1, MAVS, ALDH3A2 and ACLS3 are the peroxisomal nodes with higher betweenness centrality 

(Supplementary Data – Table 4). As some of these proteins are not exclusively peroxisomal, one has 

to consider that some of the interactions revealed by this interactome may not (or have yet be proven 

to) occur at or solely at peroxisomes. One of the exclusive peroxisomal proteins with more interactions 

in the network is FAR1, which is responsible for the reduction of fatty acids (preferentially 16 to 18 

carbons) and presents 15 interactions (Table 1).  

Table 1. Peroxisomal proteins found in the peroxisome-virus interactome with respective function 
and number of interacting viral proteins. * identifies the proteins non-exclusively peroxisomal. 
Functions were retrieved from Entrez Gene, a database created and maintained by the National 
Center for Biotechnology Information (NCBI). Abbrev.: IAV – influenza A virus, HPV – human 
papillomavirus; EBV – Epstein-Barr virus; HRSV - human respiratory syncytial virus; HIV - human 
immunodeficiency virus; HHV - human herpesvirus; MeV - measles virus; HCV – hepatitis C virus; DENV 
- Dengue virus;  RV - rotavirus ; RVFV - Rift Valley fever virus ; HAdV - human adenovirus C; BKV - BK 
polyomavirus; HBV - hepatitis B virus; HMPV - human metapneumovirus;  
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Peroxisomal 

proteins 
Main functions 

Number of 

interacting viral 

proteins 

Viruses 

Number Name 

FAR1 
reduction of fatty acids to fatty alcohols; 

synthesis of monoesters and ether lipids 
15 5 

IAV;  

HPV; 

HRSV;  

MeV 

MAVS* 
regulate expression of interferon-β and 

contributes to antiviral immunity 
12 7 

HBV;  

RV;  

HHV;  

HCV;  

IAV;  

HPV;  

EBV 

ALDH3A2* 
detoxification of aldehydes generated by 

alcohol metabolism and lipid peroxidation 
12 2 

IAV; 

HRSV; 

DENV 

ACSL3* 

convert free long-chain fatty acids into 

fatty acyl-CoA esters; 

lipid biosynthesis and fatty acid 

degradation 

9 4 

EBV;  

HPV; 

HRSV; 

HIV 

ABCD3 

peroxisomal import of fatty acids and/or 

fatty acyl-CoAs; 

peroxisome biogenesis 

6 4 

IAV; 

HCV; 

HIV; 

HPV 

PEX14 peroxisomal import machinery 6 2 
EBV; 

IAV 

ABCD1 

peroxisomal import of fatty acids and/or 

fatty acyl-CoAs; 

peroxisomal transport or catabolism of 

very long chain fatty acids 

5 2 
HPV;  

EBV 

HSD17B4 
involved in peroxisomal β-oxidation 

pathway of fatty acids 
4 2 

IAV;  

HAdV 

AGPS 
catalyzes the second step of ether lipid 

biosynthesis 
3 3 

IAV; 

HRSV;  

HIV 

ACOT8 
peroxisomal thioesterase that appears to 

be involved in the oxidation of fatty acids 
3 3 

HHV;  

HIV; 

MeV 
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TYSND1 

removes the PTS1 (from protein in the 

peroxisomal matrix) and PTS2 (from 

proteins produced in the cytosol) signals; 

facilitates the import of proteins into the 

peroxisome 

2 1 HIV 

ACSL4* 
convert free long-chain fatty acids into 

fatty acyl-CoA esters 
2 2 

HPV; 

HRSV; 

PEX19 
cytosolic chaperone and import receptor 

for peroxisomal membrane proteins 
2 2 

IAV;  

EBV 

TMEM35A undefined 2 1 HPV 

GNPAT synthesis of ether phospholipids 1 1 HRSV 

CAT 
converts the reactive oxygen species 

hydrogen peroxide to water and oxygen 
1 1 DENV 

SCP2* 

peroxisome-associated thiolase; 

oxidation of branched chain fatty acids; 

intracellular lipid transfer protein 

1 1 HCV 

ACSL1* 

convert free long-chain fatty acids into 

fatty acyl-CoA esters, 

lipid biosynthesis; 

fatty acid degradation 

1 1 HRSV 

ACBD5 
transport and distribution of long chain 

acyl-Coenzyme A 
1 1 HIV 

HSDL2 oxidoreductase activity 1 1 BKV 

PEX1 

diverse cellular activities; 

import of proteins into peroxisomes and 

peroxisome biogenesis 

1 2 
IAV; 

EBV 

ECI2* β-oxidation of unsaturated fatty acids 1 1 DENV 

PEX5 peroxisomal protein import 1 1 IAV 

ACAD11* 
acyl-CoA dehydrogenase enzyme 

(preferentially 20 and 26 carbons) 
1 1 RVFV 

LONP2 

maintains the overall peroxisome 

homeostasis; 

proteolytically degrades peroxisomal 

proteins damaged by oxidation 

1 1 IAV 
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1C, E5A M2 and E5B are the viral proteins with higher betweenness centrality in this interactome 

(Supplementary Data – Table 4). From these 4 proteins, the ones with higher degree are the 1C (from 

human respiratory syncytial virus, associated to viral evasion to host defenses) with 7 interactions. 

E5A (from human papillomavirus, associated with viral morphogenesis) and the M2 (from influenza A 

virus, indispensable for viral coating) present 6 interactions. These results indicate that peroxisomes 

may be necessary for different phases of the viral life cycle depending on the virus. 

 

Figure 26. Global interaction network between human peroxisomal and viral proteins. The networks presented 
on Figure 24 and Figure 25 were combined on Cytoscape. Nodes that represent viral proteins were colored 
according with the species to which they belong.  
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Although not much is known concerning the role of peroxisomes on human viruses’ life cycle or on 

the establishment of a robust cellular antiviral immune response, the detailed analysis of this 

interactome revealed novel insights into the specific interactions between many peroxisomal proteins 

and many different virus species and families. 

Different viruses, with distinct characteristics, interact with peroxisomes 

Up to now only few reports highlighted specific interactions between human peroxisomal proteins 

and viral proteins. You at al. (You et al., 2015) reported the interaction between PEX19 and the capsid 

proteins of West Nile and Dengue viruses. The human immunodeficiency virus’ protein Nef was found 

to interact with the peroxisomal hTE (ACOT8) (Cohen et al., 2000). The peroxisomal protein HSD17B4 

was shown to interact with the NS1 proteins of influenza A and B viruses (Wolff et al., 1996). Our group 

has previously demonstrated that a protein from the human cytomegalovirus’ vMIA is able to interact 

with PEX19, as well as with the peroxisomal MAVS (section 3.2. from this thesis and (Magalhães et al., 

2016)). Our group and others have also shown that the protein NS3-4A from the hepatitis C virus 

interacts with the peroxisomal MAVS (section 3.1. from this thesis and (Bender et al., 2015; Ferreira 

et al., 2016)).  

Here, we demonstrate that there are actually many more viruses that have been identified to 

somehow interact with peroxisomes, more specifically, 19 different viral species which belong to 13 

different viral families (Table 2). The viruses here identified are quite distinct among them: 13 of the 

viral species are RNA viruses, 6 have dsDNA genomes and 2 are retroviruses. These viruses infect 

different cells and have dissimilar life cycles, suggesting once more that peroxisomes may be involved 

in distinct steps of virus particle formation, as well as on the establishment of the cellular defense 

against these viruses.  

The influenza A virus, human papillomavirus, human respiratory syncytial virus, human 

immunodeficiency virus, Epstein-Barr virus, hepatitis C virus and Dengue virus are the ones which 

establish the highest number of interactions with peroxisomal proteins within this network. 

Importantly, most of these viruses interact with peroxisomes in more than one manner. In fact, 

analyzing the interactions that each viral species establish with peroxisomal proteins, one can notice 

that influenza A virus, Epstein-Barr virus, human papillomavirus and human immunodeficiency virus 

present different viral proteins that interact with peroxisomal proteins. It is also possible to notice 

that the human respiratory syncytial virus, measles virus and Dengue virus present one protein that 

interacts with several peroxisomal proteins (Table 2). Remarkably, the viral proteins that belong to 

the same viral species are distributed in groups around specific peroxisomal proteins (Figure 26). This 
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is visible with the influenza A virus proteins that surround the peroxisomal proteins ALDH3A2, FAR1, 

ABCD3 and HSD17B4. The Epstein-Barr virus proteins surround PEX14, ACSL3, and the human 

papillomavirus proteins frame ABDC1, ACSL3, FAR1 and MAVS. Although needing to be experimentally 

confirmed, these results suggest that these viruses may rely on these peroxisomal proteins to be able 

to proceed with infection or to control the host cell antiviral response.  

Our results represent an interactome that was obtained from manually-curated databases. This 

network construction is influenced by the rate of curation of every interaction reported, lacking 

sometimes the most updated information. For example, the recently reported interactions between 

the human cytomegalovirus’ vMIA with the peroxisomal PEX19 and MAVS (section 3.2. in this thesis 

and (Magalhães et al., 2016), as well as the interactions occurring between PEX19 and the capsid 

proteins of West Nile and Dengue viruses (You et al., 2015) are not yet included in these databases. 

Furthermore, the interaction between the hepatitis C virus NS3-4A and MAVS represented in the 

network had only been curated from a manuscript describing this interaction solely occurring in 

mitochondria (Li et al., 2005b). Although the manuscripts reporting these interactions specifically, at 

peroxisomes (Ferreira et al., 2016; Magalhães et al., 2016; You et al., 2015) are not yet curated, we 

have added them to this network. 

Lipid metabolism seems to be the most relevant peroxisomal function associated with viral 

infections  

Besides highlighting novel virus-peroxisome interactions, a deeper analysis of this interactome (Figure 

26) allows the identifications of the enriched biological processes within the network. To that end, we 

used ClueGo and found that the peroxisomal proteins presented in this interactome are associated 

with the following biological processes: ether lipid biosynthetic process (p-value=6.3x10-7), long-chain 

fatty acid metabolic process (p-value=9.7x10-10), fatty acid catabolic process (p-value=3.2x10-17) and 

peroxisome organization (p-value=1.4x10-20), being the last two biological processes the most 

enriched in our network (Figure 27). These results suggest that many of the identified interactions 

between viruses and peroxisomes may somehow influence the organelle-dependent lipid metabolism 

as a benefit for the virus life cycle or the cellular control of viral infections.  
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Table 2. Viral species found in the interactome and respective viral family, number of strains, type of genome, number of viral proteins found and number of interacting 
peroxisomal proteins. The color shade of each viral species correspond to the color attributed to each node in the Figure 26. * proteins non-exclusive to peroxisomes. 

Viral Family Viral species 
Number of 

strains 

Type of 

genome 

Number of 

viral proteins 

Peroxisomal proteins interations 

Number Protein name (uniprot ID) 

Orthomyxoviridae Alphainfluenzavirus 4 ssRNA (-) 14 10 

PEX19 (P40855), PEX14 (O75381), FAR1 (Q8WVX9), ALDH3A2* (P51648), AGPS 

(O00116), ABCD3 (P28288), LONP2 (Q86WA8), PEX1 (O43933), PEX5 (P50542), 

HSD17B4 (P51659) 

Herpesviridae 
Human gammaherpesvirus 4 1 dsDNA 7 5 

MAVS* (Q7Z434), ABCD1 (P33897), ACSL3* (O95573), PEX19 (P40855), PEX14 

(O75381) 

Human alphaherpesvirus 1 1 dsDNA 2 2 MAVS* (Q7Z434), ACOT8  (O14734) 

Papillomaviridae Alphapapillomavirus 4 dsDNA 5 7 
FAR1 (Q8WVX9), ABCD3 (P28288), ACSL4* (O60488), ACSL3* (O95573), ABCD1 

(P33897), MAVS* (Q7Z434), TMEM35A (Q53FP2) 

Paramyxoviridae 
Human orthopneumovirus 1 ssRNA (-) 1 7 

GNPAT (O15228), ACSL3* (O95573), ACSL4* (O60488), AGPS (O00116), ACSL1* 

(P33121), FAR1 (Q8WVX9), ALDH3A2* (P51648) 

Measles morbillivirus 1 ssRNA (-) 1 2 ACOT8 (O14734), FAR1 (Q8WVX9) 

Retroviridae 
Human immunodeficiency virus 

1 
4 

retro-

transcribing 
5 6 

ABCD3 (P28288), ACBD5 (Q5T8D3), AGPS (O00116), ACSL3* (O95573), ACOT8 

(O14734), TYSND1 (Q2T9J0)  

Flaviviridae 
Hepacivirus C 3 ssRNA(+) 3 3 SCP2* (P22307), MAVS* (Q7Z434), ABCD3 (P28288) 

Dengue virus 1 ssRNA (+) 1 3 CAT (P04040), ECI2* (O75521), ALDH3A2* (P51648) 

Reoviridae Rotavirus A 1 dsRNA 1 1 MAVS* (Q7Z434) 

Phenuiviridae Rift Valley fever phlebovirus 1 ssRNA(-) 1 1 ACAD11* (Q709F0) 

Adenoviridae Human mastadenovirus C 1 dsDNA 1 1 HSD17B4 (P51659) 

Polyomaviridae Human polyomavirus 1 1 dsDNA 1 1 HSDL2 (Q6YN16) 

Hepadnaviridae Hepatitis B virus 1 
retro-

transcribing 
1 1 MAVS* (Q7Z434) 

Pneumoviridae Human metapneumovirus 1 ssRNA (-) 2 1 MAVS* (Q7Z434) 
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Figure 27. Biological processes enriched in the interaction network between peroxisomal and viral proteins in 
human. The functional enrichment analysis was performed using the ClueGo plug-in on Cytoscape. Bonferroni 
step-sown correction method was used and processes with p-value≤0.05 were selected. (A) Functional groups 
in ClueGO, (B) The biological role of the enriched human proteins and (C) Functional terms ClueGO Chart.  
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Conclusions 

Through a comprehensive analysis of the human virus-peroxisome interactome, we have unraveled 

novel insights on PPIs between peroxisomes and viruses, as well as on the peroxisomal mechanisms 

that may be of relevance for this interplay. A total of 19 different viral species are shown to interact 

with 30 different peroxisomal proteins and most of the identified viruses establish multiple 

interactions with peroxisomal proteins. These viruses present different features and distinct 

mechanisms of interaction with the host, substantiating the involvement of peroxisomes on different 

steps of the interplay between the host cells and several different viruses. The peroxisome-dependent 

lipid metabolism seems to be the most relevant function of this organelle associated with viral 

infections. These results will likely contribute to future studies involving the identification of novel 

peroxisome-based targets for antiviral therapy. 

Materials and Methods  

Data collection 

A list of peroxisomal proteins was extracted from UniProt (Consortium, 2017; UniProt Consortium, 

2015) (http://www.uniprot.org, accessed on February 12th, 2017) using the search terms: 

“peroxisome NOT ppar NOT "peroxisome proliferator activated receptor" AND organism:"Homo 

sapiens (Human)  [9606]"”, from which solely the manually-annotated entries were retrieved. A PPI 

network encompassing the 120 proteins identified was constructed using the Cytoscape software 

(version 3.4.0) (Su et al., 2014). IMEx partners (Orchard et al., 2012) — IntAct (Orchard et al., 2014), 

MINT (Licata et al., 2012; Orchard et al., 2014), UniProt (Consortium, 2017; UniProt Consortium, 2015), 

I2D-IMEx (Brown and Jurisica, 2005; Brown and Jurisica, 2007), bhf-ucl, MatrixDB (Launay et al., 2015), 

InnateDB-IMEx (Breuer et al., 2013) — were selected among the public databases panel of Cytoscape 

as PPI data sources. The use of the UniProtKB accessions allowed to manually combine the networks 

generated from each database.  

The same list of proteins initially retrieved from UniProt was used to query the interactome browser 

VirusMentha (Calderone et al., 2013; Calderone et al., 2015) (http://virusmentha.uniroma2.it, 

accessed on February 12th, 2017). This browser allowed to extract details on virus-human PPIs in a 

tabular format, which contained the information on interactors identification (protein A and protein 
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B), gene and taxonomy, publication(s) that supported the interaction as well as a reliability score for 

each interaction. 

Network visualization 

Upon removal of self and duplicated edges (in this case, a table with the number of removed edges 

was added), the network obtained from public databases was manually filtered in order to solely 

contain proteins from viruses or humans. Subsequently, all the interactions were reviewed to 

eliminate all human-human interactions.  

Cytoscape was also used to visualize the network extracted from VirusMentha. For this, it was 

necessary to manually identify in Cytoscape the fields corresponding to the source protein and the 

target protein, as well as the fields that characterized the interaction. As the output from VirusMentha 

shows solely interactions between the input proteins and viral proteins, it was not necessary to further 

filter the network to present only virus-human interactions.  

Both networks (IMEx and VirusMentha) were also reviewed in order to remove the non-peroxisomal 

proteins VIM, AKAP11, ATAD1 and GBF1. 

The two networks were merged to create a network that represented virtually the whole peroxisome 

proteins-viral proteins interactions. In this network, the nodes from the same virus species were 

identified with the same color. The identification of single proteins that result from the processing of 

a viral polyprotein (which is not directly established in VirusMentha) was performed upon merging 

the two networks, through a comparative analysis of the publications associated with in respective 

interactions. 

Network integration and analysis 

Networks were analyzed using the Cytoscape tool NetworkAnalyzer (version 2.7) (Assenov et al., 

2008), in which we modified the size of the nodes in order to correspond to the betweenness 

centrality. The style of each network was also modified to easily differentiate viral from human 

proteins.  

The Cytoscape plugin ClueGO (version 2.3.2) (Bindea et al., 2009) was used to unravel the biological 

meaning of the interactome. ClueGO functional enrichment analysis was applied to the network and 

the significance of the biological processes was calculated. This was corrected using the Bonferroni 

step-down correction method and only the pathways with p-value≤0.05 were showed. 
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Supplementary Data 

Table 3. Human peroxisomal proteins retrieved from UniProt on February 12th, 2017. 

Entry Entry name Gene names 

P50542 PEX5_HUMAN PEX5 PXR1 

O43933 PEX1_HUMAN PEX1 

Q13608 PEX6_HUMAN PEX6 PXAAA1 

P28328 PEX2_HUMAN PEX2 PAF1 PMP3 PMP35 PXMP3 RNF72 

O00623 PEX12_HUMAN PEX12 PAF3 

O60683 PEX10_HUMAN PEX10 RNF69 

Q7Z412 PEX26_HUMAN PEX26 

P40855 PEX19_HUMAN PEX19 HK33 PXF OK/SW-cl.22 

O00429 DNM1L_HUMAN DNM1L DLP1 DRP1 

Q8IYB4 PEX5R_HUMAN PEX5L PEX5R PXR2 

P33897 ABCD1_HUMAN ABCD1 ALD 

O75381 PEX14_HUMAN PEX14 

Q9Y5Y5 PEX16_HUMAN PEX16 

P56589 PEX3_HUMAN PEX3 

P21549 SPYA_HUMAN AGXT AGT1 SPAT 

P00441 SODC_HUMAN SOD1 

Q92968 PEX13_HUMAN PEX13 

O96011 PX11B_HUMAN PEX11B 

O14734 ACOT8_HUMAN ACOT8 ACTEIII PTE1 PTE2 

Q15067 ACOX1_HUMAN ACOX1 ACOX 

O00628 PEX7_HUMAN PEX7 PTS2R 

Q7Z434 MAVS_HUMAN MAVS IPS1 KIAA1271 VISA 

P22307 NLTP_HUMAN SCP2 

Q969V5 MUL1_HUMAN MUL1 C1orf166 GIDE MAPL MULAN RNF218 

P51659 DHB4_HUMAN HSD17B4 EDH17B4 SDR8C1 

O94972 TRI37_HUMAN TRIM37 KIAA0898 MUL POB1 

Q5T8D3 ACBD5_HUMAN ACBD5 KIAA1996 

P33121 ACSL1_HUMAN ACSL1 FACL1 FACL2 LACS LACS1 LACS2 

Q99424 ACOX2_HUMAN ACOX2 

O15254 ACOX3_HUMAN ACOX3 BRCOX PRCOX 

O95573 ACSL3_HUMAN ACSL3 ACS3 FACL3 LACS3 

Q8N9L9 ACOT4_HUMAN ACOT4 PTE2B PTEIB 

Q9UBJ2 ABCD2_HUMAN ABCD2 ALD1 ALDL1 ALDR ALDRP 

P28288 ABCD3_HUMAN ABCD3 PMP70 PXMP1 

Q709F0 ACD11_HUMAN ACAD11 

Q9UKU0 ACSL6_HUMAN ACSL6 ACS2 FACL6 KIAA0837 LACS5 

O14678 ABCD4_HUMAN ABCD4 PXMP1L 

Q9NUZ1 ACOXL_HUMAN ACOXL 
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O60488 ACSL4_HUMAN ACSL4 ACS4 FACL4 LACS4 

O00116 ADAS_HUMAN AGPS AAG5 

Q9UHK6 AMACR_HUMAN AMACR 

Q9UKA4 AKA11_HUMAN AKAP11 AKAP220 KIAA0629 

P19801 AOC1_HUMAN AOC1 ABP1 DAO1 

P51648 AL3A2_HUMAN ALDH3A2 ALDH10 FALDH 

Q8NBU5 ATAD1_HUMAN ATAD1 FNP001 

Q14032 BAAT_HUMAN BAAT 

Q9NXR7 BRE_HUMAN BRE BRCC45 

P43155 CACP_HUMAN CRAT CAT1 

P04040 CATA_HUMAN CAT 

Q9BTZ2 DHRS4_HUMAN DHRS4 SDR25C2 UNQ851/PRO1800 

Q9NUI1 DECR2_HUMAN DECR2 PDCR SDR17C1 

O95822 DCMC_HUMAN MLYCD 

Q92538 GBF1_HUMAN GBF1 KIAA0248 

P35914 HMGCL_HUMAN HMGCL 

P14735 IDE_HUMAN IDE 

P34913 HYES_HUMAN EPHX2 

Q6YN16 HSDL2_HUMAN HSDL2 C9orf99 SDR13C1 

Q8IV20 LACC1_HUMAN LACC1 C13orf31 FAMIN 

O75521 ECI2_HUMAN ECI2 DRS1 HCA88 PECI 

Q08426 ECHP_HUMAN EHHADH ECHD 

Q13011 ECH1_HUMAN ECH1 

Q8WVX9 FACR1_HUMAN FAR1 MLSTD2 UNQ2423/PRO4981 

Q96K12 FACR2_HUMAN FAR2 MLSTD1 

Q8NAU1 FNDC5_HUMAN FNDC5 FRCP2 

Q9Y3D6 FIS1_HUMAN FIS1 TTC11 CGI-135 

O15228 GNPAT_HUMAN GNPAT DAPAT DHAPAT 

Q9NYQ3 HAOX2_HUMAN HAO2 HAOX2 GIG16 

Q9Y2Q3 GSTK1_HUMAN GSTK1 HDCMD47P 

Q9UJ83 HACL1_HUMAN HACL1 HPCL HPCL2 PHYH2 HSPC279 

Q9UJM8 HAOX1_HUMAN HAO1 GOX1 HAOX1 

Q13907 IDI1_HUMAN IDI1 

Q9BXS1 IDI2_HUMAN IDI2 

O75874 IDHC_HUMAN IDH1 PICD 

P48735 IDHP_HUMAN IDH2 

Q96CN7 ISOC1_HUMAN ISOC1 CGI-111 

Q86WA8 LONP2_HUMAN LONP2 LONP 

Q969Z3 MARC2_HUMAN MARC2 MOSC2 

Q9Y4F3 MARF1_HUMAN KIAA0430 LKAP MARF1 

Q9GZY8 MFF_HUMAN MFF C2orf33 AD030 AD033 GL004 

Q2QL34 MP17L_HUMAN MPV17L 

P39210 MPV17_HUMAN MPV17 

P35228 NOS2_HUMAN NOS2 NOS2A 
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A8MXV4 NUD19_HUMAN NUDT19 

P0C024 NUDT7_HUMAN NUDT7 

Q9UKG9 OCTC_HUMAN CROT COT 

Q9BQG2 NUD12_HUMAN NUDT12 

Q99489 OXDD_HUMAN DDO 

P14920 OXDA_HUMAN DAO DAMOX 

O14832 PAHX_HUMAN PHYH PAHX 

Q8TE04 PANK1_HUMAN PANK1 PANK 

Q9BY49 PECR_HUMAN PECR SDR29C1 PRO1004 

Q6QHF9 PAOX_HUMAN PAOX PAO UNQ1923/PRO4398 

O43808 PM34_HUMAN SLC25A17 PMP34 

Q15126 PMVK_HUMAN PMVK PMKI 

Q9NP80 PLPL8_HUMAN PNPLA8 IPLA22 IPLA2G BM-043 

P30044 PRDX5_HUMAN PRDX5 ACR1 SBBI10 

Q9Y6I8 PXMP4_HUMAN PXMP4 PMP24 

Q8N4Q0 PTGR3_HUMAN ZADH2 PTGR3 

O75192 PX11A_HUMAN PEX11A PEX11 

Q9NR77 PXMP2_HUMAN PXMP2 PMP22 

Q8NFP0 PXT1_HUMAN PXT1 STEPP 

Q92930 RAB8B_HUMAN RAB8B 

O14975 S27A2_HUMAN SLC27A2 ACSVL1 FACVL1 FATP2 VLACS 

Q9NR31 SAR1A_HUMAN SAR1A SAR1 SARA SARA1 

Q96JE7 SC16B_HUMAN SEC16B KIAA1928 LZTR2 RGPR SEC16S 

Q9H4I8 SEHL2_HUMAN SERHL2 SERHL 

Q9P0Z9 SOX_HUMAN PIPOX LPIPOX PSO 

O43581 SYT7_HUMAN SYT7 PCANAP7 

Q86WV6 STING_HUMAN TMEM173 ERIS MITA STING 

Q5T011 SZT2_HUMAN SZT2 C1orf84 KIAA0467 

P09110 THIK_HUMAN ACAA1 ACAA PTHIO 

Q86UB9 TM135_HUMAN TMEM135 

Q53FP2 TM35A_HUMAN TMEM35A TMEM35 

P29401 TKT_HUMAN TKT 

Q2T9J0 TYSD1_HUMAN TYSND1 

A6NGE7 URAD_HUMAN URAD PRHOXNB 

P52758 UK114_HUMAN HRSP12 PSP 

P08670 VIME_HUMAN VIM 

P47989 XDH_HUMAN XDH XDHA 

Q6FIF0 ZFAN6_HUMAN ZFAND6 AWP1 ZA20D3 HT032 
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Table 4. Proteins with higher degree on Figure 26 network. Rows in red and blue represent viral and 
peroxisomal proteins, respectively. * identifies the proteins non-exclusively peroxisomal. 

Protein name Uniprot ID Taxonomy ID Degree BetweennessCentrality 

FAR1 Q8WVX9 9606 15 0.42089452 

MAVS* Q7Z434 9606 12 0.25967505 

ALDH3A2* P51648 9606 12 0.21243801 

ACSL3* O95573 9606 9 0.20915693 

1C P04544 11259 7 0.18051225 

E5A P06460 10600 6 0.16539721 

M2 B4URE8 382835 6 0.13196571 

ABCD3 P28288 9606 6 0.10596282 

PEX14 O75381 9606 6 0.09396271 

ABCD1 P33897 9606 5 0.04419556 
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Peroxisomes are ubiquitous, multifunctional and highly dynamic organelles, essential for cell survival 

and tissue homeostasis, and have been associated to severe metabolic disorders, as well as ageing, 

cancer, neurodegeneration, infection and inflammation (Aubourg and Wanders, 2013; Islinger et al., 

2018).  

Upon viral infection, cells mount an antiviral defense in response to viral genome sensing. RLRs detect 

viral RNA in the cytosol, which results in the activation of their adaptor protein MAVS, both at 

peroxisomes and mitochondria (Dixit et al., 2010; Seth et al., 2005). Consequently, MAVS activation 

induces a signaling cascade that culminates with the expression of IFNs and ISGs that counteract viral 

infection and spreading (Dixit and Kagan, 2013; Yoneyama et al., 2015).  

The main goal of this thesis was to understand and elucidate the importance of peroxisomes during 

viral infections and, most importantly, their role in the cellular antiviral defense. Until the beginning 

of this work, only few reports have addressed this important peroxisomal function. As introduced in 

section 1.2.1., Dixit et al. showed for the first time in 2010 that MAVS is also present at peroxisomes, 

in addition to mitochondria, and further separated the signaling pathway from each organelle to study 

their kinetics. They reported that, upon viral infection, peroxisomal and mitochondrial MAVS act in a 

complementing manner: peroxisomal MAVS induces a rapid but short response, whereas 

mitochondria is responsible for a delayed but long-lasting antiviral response. Additionally, they 

reported that peroxisomes are responsible for the RLR-induced type III IFNs, which complement the 

type I IFNs induced by mitochondria-dependent RLR signaling (Odendall et al., 2014). However, 

another group has more recently challenged these results and reported that activation of MAVS at 

each organelle induces the expression of both type I and type III IFNs, in similar levels. Moreover, they 

suggest that the absence of peroxisomes does not affect the capacity of cells to mount an effective 

antiviral response (Bender et al., 2015). These contradictory results may be due to distinct 

experimental setups, cell lines and methodologies used, but should certainly be clarified in the near 

future.  

Nevertheless, the results obtained in the context of this thesis, have certainly contributed to highlight 

the role of peroxisomes as platforms for the establishment of an effective cellular antiviral defense. 

We have studied two distinct RNA and DNA viruses, HCV and HCMV, respectively. RNA viruses are well 

studied inducers of RLR-dependent immune responses, since viral RNA is directly sensed by RIG-I 

and/or MDA-5, and consequently activate MAVS, at both peroxisomes and mitochondria (Dixit and 

Kagan, 2013; Loo and Gale, 2011; Yoneyama et al., 2015). Additionally, we have also selected a DNA 

virus since, although controversial, previous reports have shown that RLRs may have a function in 

DNA-sensing immune responses (Ablasser et al., 2009; Chiu et al., 2009; Choi et al., 2009; Marques et 
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al., 2018; Melchjorsen et al., 2010) and that DNA viruses encode viral proteins which specifically target 

the RLR pathway (Castanier et al., 2010; Inn et al., 2011; Jin Choi et al., 2018; Zhao et al., 2012). 

In section 3.1., we report that HCV NS3-4A, a known inhibitor of the RLR signaling at mitochondria (see 

section 1.5.2.), is also capable of inhibiting the peroxisomal-dependent RLR response. We show that 

NS3-4A localizes at peroxisomes, cleaving the peroxisomal MAVS at the Cys-508, and consequentially 

decreasing the expression of ISGs (Figure 28). Although peroxisomal and mitochondrial-dependent 

RLR signaling has been reported to have different kinetics, we showed that NS3-4A cleaves both 

peroxisomal and mitochondrial MAVS with a similar rate. We further demonstrate that NS3-4A is able 

to localize at peroxisomes even in the absence of MAVS (section 3.1.). It is well known that HCV life 

cycle is highly dependent on the host cell lipid metabolism, taking advantage of LD and ER. 

Furthermore, NS3-4A, besides inhibiting the host antiviral response, is also essential for the formation 

of the replication complex and the assembly of virions (Morikawa et al., 2011; Targett-Adams et al., 

2010). Thus, it is tempting to hypothesize whether the location of HCV NS3-4A at peroxisomes has 

other proposes that go beyond the impairment of RLR signaling (Figure 28). To address this question, 

peroxisomal metabolic functions should be evaluated in the presence and absence of NS3-4A and 

throughout the course of HCV infection.  

 

Figure 28. Proposed model of HCV NS3-4A interaction with peroxisomes. NS3-4A binds to peroxisomes 
membrane via NS4A transmembrane domain. When at peroxisomes, NS3-4A interacts with MAVS cleaving its 
Cys-508 which releases the cytosolic tail required for the activation of the peroxisomal-dependent RLR signaling 
and consequential downregulation of antiviral effectors expression. The interaction of NS3-4A with peroxisomes 
is independent of MAVS and may occur to control peroxisomal metabolism.   

In section 3.2., we demonstrate that HCMV specifically highjacks the peroxisomal protein transport 

machinery in order to transport vMIA to the organelle’s membrane. vMIA interacts with PEX19 to 

travel to the peroxisomal membrane where it interacts with MAVS and impairs the antiviral response. 
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We furthermore show that the inhibition of peroxisomal MAVS-dependent signaling by vMIA is 

dependent of MFF (Figure 29). As indicated in section 1.1.1., MFF is the adaptor protein of DLP1 that 

is recruited to peroxisomes constriction sites, together with FIS1, allowing the fission of peroxisomal 

membrane by DLP1. Additionally, we demonstrate that vMIA and peroxisomal MAVS interact with 

MFF and, hence, suggest that MFF mediates the interaction between vMIA and MAVS at peroxisomes 

(Figure 29). However, the reason behind this role of MFF in mediating this interaction remains unclear. 

 

Figure 29. Proposed model of vMIA interaction with peroxisomes. HCMV vMIA hijacks PEX19, to travel to 
peroxisomes and be inserted in the peroxisomal membrane. Here, it interacts with MFF which is required for 
vMIA to interact and inhibit the peroxisomal MAVS-dependent antiviral signaling. Moreover, vMIA localization 
at peroxisomes induces peroxisomal fragmentation, which is independent of MAVS and suggests that vMIA may 
target to peroxisomes to modulate peroxisomal functions. 

Importantly, we demonstrate that vMIA impairs (in a MFF-dependent manner) the oligomerization of 

MAVS at peroxisomes, which is essential for the activation of the signaling cascade required for the 

expression of antiviral effectors.  

While targeting peroxisomes to inhibit the RLR signaling, vMIA also induces peroxisomal 

fragmentation. Previously work of Castanier et al. proposed that vMIA, in order to dampen the 

mitochondria-dependent RLR signaling, induces mitochondrial fragmentation (Castanier et al., 2010). 

Moreover, it has been shown that the activation of the RLR pathway induces elongation of the 

mitochondrial network and alterations on mitochondrial dynamics modulate signaling downstream 

from MAVS (Castanier et al., 2010; Onoguchi et al., 2010). Although we have observed the same 

induction of fragmentation at peroxisomes, we show that this is not essential for vMIA to impair the 

peroxisomal MAVS-downstream signaling. These discrepancies imply that peroxisomes and 

mitochondria dynamics affect RLR signaling differently and corroborate that both organelles may play 

different functions in the RLR antiviral signaling.  
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In addition, we also describe that vMIA does not require the presence of MAVS at peroxisomes to 

induce their fragmentation. This result enforces that induction of peroxisomal fragmentation and 

impairment of RLR signaling at peroxisomes are two distinct and independent functions of vMIA. We 

hence speculate whether vMIA modulates peroxisomal morphology with the propose of controlling 

peroxisomal functions in order to enhance viral replication and dissemination (Figure 29). To further 

unravel this theory, the quantification of peroxisomal enzymes and/or products of peroxisomal 

metabolism after transfection of vMIA and during HCMV infection should be performed. A detailed 

mutagenesis analysis of the domains of vMIA that are responsible for the peroxisome’s morphology 

change and/or the inhibition of the peroxisome-dependent antiviral response may also help 

unravelling the real mechanisms by which the virus interacts with this organelle for its own benefit.  

vMIA is also known for its anti-apoptotic function, and it was proposed to inactivate the pro-apoptotic 

protein BAX, leading to the blockage of the mitochondrial outer membrane permeabilization. The Bcl-

2 family member BAK, a pro-apoptotic protein, was reported to re-localize at peroxisomes, in certain 

conditions, controlling the permeabilization of peroxisomal membrane (Hosoi et al., 2017). We have 

also observed (unpublished data) the presence of some of the anti-apoptotic proteins from the Bcl-2 

family at the peroxisomal membrane. With this, we raise the question whether vMIA could have some 

anti-apoptotic role at peroxisomes, although no connection as yet been established between this 

organelle and apoptosis 

The results obtained for HCV and HCMV clearly reinforce the importance of peroxisomes as platforms 

of the RLR immune signaling for both RNA and DNA viruses. Moreover, these are the first reports to 

show that viral proteins target peroxisomes to inhibit the MAVS-dependent antiviral response. 

As far as we known, until now there is no studies reporting that RLRs sense and are required for the 

antiviral defense against HCMV. Nevertheless, during HCMV infection, due to viral protein synthesis, 

there is the accumulation of dsRNA, that induces antiviral innate immune responses (Marshall et al., 

2009). It was shown that HCMV induces RIG-I degradation (Scott, 2009) and HCMV-encoded US9 

glycoprotein targets MAVS, inhibiting IFN-β expression in later stages of infection (Jin Choi et al., 

2018). With the work presented in section 3.2., we demonstration another example of a different 

mechanism that HCMV has developed to inhibit the specific peroxisomal-mediated RLR response, 

which is different from the mechanism reported for the inhibition of mitochondria-dependent RLR 

signaling (Castanier et al., 2010). 

The focus on the role of peroxisomes in innate immunity increased after the discovery of their function 

within the RLR antiviral pathway (Dixit et al., 2010). However, additional functions in innate immunity, 

other than antiviral defense, have been disclosed. Peroxisomes were first associated to phagocytosis, 
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in rat peritoneal macrophages (Eguchi et al., 1979). In drosophila’s cells and murine macrophages, 

peroxisomes were also reported to be essential for microbe engulfment. Peroxisomal-mediated lipid 

metabolism and ROS signaling seem to be essential for macrophagic resolution of infection, and their 

impairment lead to weakened responses to microbes and decreased of organisms survival to infection 

(Di Cara et al., 2017). Nonetheless, peroxisomes were seen also to have an autoregulatory function in 

macrophages, rendering protection against uncontrolled activation (Vijayan et al., 2017). Peroxisomes 

were also shown to be essential for the innate immune responses at the central nervous system 

(Bottelbergs et al., 2012; Verheijden et al., 2015). Altogether, these data represent evidence of 

peroxisomes’ importance to innate immunity and inflammation and show that peroxisome functions 

exceed the antiviral defense. 

Although this thesis mainly focuses on HCV and HCMV, we performed a bioinformatics analysis and 

constructed the interactome of human viruses with peroxisomal proteins (section 3.3). This study 

surprisingly showed that several viruses, with distinct characteristics and dissimilar life cycles, interact 

with different peroxisomal proteins. A detailed analysis demonstrated that, from the several known 

peroxisomal functions, the most enriched in the network is definitely lipid metabolism. These results 

intensely highlight the importance of the interplay between peroxisomes and viruses and can redirect 

future research to explore the role of this organelle in the life cycle of the identified viruses and in the 

antiviral defense against them.  
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Concluding Remarks 

With the work presented in this thesis we unravel the mechanisms by which HCV NS3-4A and HCMV 

vMIA target peroxisomes to impair the peroxisome-dependent RLR antiviral signaling. Additionally, 

we show that the targeting of peroxisomes by these proteins may have other purposes beyond the 

impairment of the cellular antiviral defense 

Moreover, our proteomic analysis highlights the fact that many other viral proteins, encoded by very 

distinct viruses, interact with many different peroxisomal proteins, mainly associated to peroxisomal 

lipid metabolism.  

Altogether, these results empathize the importance of peroxisomes as platforms for the RLR-mediated 

antiviral defense and demonstrate that peroxisomes may be exploited by viruses to enhance viral 

infection and spreading.  

Finally, the follow-up of this work may certainly lead to the discovery of novel peroxisome-derived 

mechanisms, which can ultimately be used as targets for antiviral therapeutics.  
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