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#### Abstract

Summary. - The usual coordinate system in the mesoscale literature is a Cartesian system $x y z$ with its origin at a point on a spherical earth model with the $z$-axis normal and exterior to the earth. The main form of the momentum equation for theoretical analysis has been $\mathrm{d} \mathbf{v} / \mathrm{d} t=-\rho^{-1} \nabla p+\mathbf{g}-2 \vec{\Omega} \times \mathbf{v}+\mathbf{f}_{r}$ where $\mathbf{g}$ is approximated by $-g \hat{\mathbf{z}}$. Several computational models use a version of this equation where $z$ is replaced by a $\sigma$-type coordinate, and applications of such models have used a horizontal domain $\mathcal{D}(L)=2 L \times 2 L$ with $L \gtrsim 650 \mathrm{~km}$ but the results of this paper suggest that the equation is valid with $L \lesssim 100 \mathrm{~km}$. However, the necessity of including the effects of synoptic disturbances and reducing the errors from lateral boundaries impose the use of a large $\mathcal{D}(L)$. This conflict is solved with the use of the correct gravitational acceleration $\mathbf{g}=-g a^{2} \mathbf{R} r^{-3}$ which provides a momentum equation valid on any domain $\mathcal{D}(L)$. This is confirmed with an example which shows that the resulting momentum equation can yield the correct pressure field on the whole earth surface. Practical problems limit the use of the coordinate system $x y z$ to $L \lesssim 500 \mathrm{~km}$. In this case, it is shown that the approximation $\mathbf{g} \sim-g(x \hat{\mathbf{x}}+y \hat{\mathbf{y}}+a \hat{\mathbf{z}}) / a$ can be applied. Some mesoscale models incorporate map projections into model equations to consider the earth curvature. This has motivated the use of such models on a domain with $L \sim 882,1665 \mathrm{~km}$. Formally, the governing equations from map projections are written in terms of a curvilinear coordinate system $x_{p} y_{p} z_{p}$ but it is shown that if $x_{p}, y_{p}, z_{p}$ are taken as $x, y, z$ the resulting momentum equation is valid on a region with $L \lesssim 100 \mathrm{~km}$.


PACS 92.60.Wc - Weather analysis and prediction.
PACS 92.60.Sz - Air quality and air pollution.
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## 1. - Introduction

The fundamental momentum vector equation for an air parcel in any coordinate system fixed to the earth is

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{V}}{\mathrm{~d} t}=-\frac{1}{\rho} \boldsymbol{\nabla} P+\mathbf{g}-2 \vec{\Omega} \times \mathbf{V}+\mathbf{f} \tag{1.1}
\end{equation*}
$$

where $\mathbf{V}, \rho, P$ are the velocity vector, density and pressure, respectively, $\vec{\Omega}$ is the earth's angular velocity, $\mathbf{f}$ is a frictional force and terms with $\Omega^{2}$ are neglected. If we consider a uniform-mass spherical earth, the gravitational acceleration is given by

$$
\begin{equation*}
\mathbf{g}=-g \frac{a^{2}}{r^{3}} \mathbf{R} \tag{1.2}
\end{equation*}
$$

with $g \equiv G M a^{-2}, \mathbf{R}$ being the vector from the earth's center to the parcel, $r=\|\mathbf{R}\|, M$ and $a$ are the mass and radius of the earth and $G$ is the gravitational constant [1]. As a result of relatively small horizontal scales of mesoprocesses, mesometeorological problems do not as a rule involve the use of a spherical coordinate system or, in general, any system which account for the earth's curvature [2]. The usual coordinate system in the standard mesoscale literature is a Cartesian system $x y z$ with its origin at a point $P_{c}$ in latitude $\phi_{c}$ on the terrestrial sphere, the $(x, y)$-plane is normal to $\mathbf{g}$ at $P_{c}$ and the $z$-axis is outside of the earth [2-12]. It is generally acknowledged that when the horizontal scale of the motion $L(|x|,|y| \leq L)$ is of order $10^{3} \mathrm{~km}$ or smaller, the gravitational acceleration $\mathbf{g}$ can be taken as a constant and normal to the $(x, y)$-plane [7]. Thus, the most common form of the momentum equation used in the mesoscale literature [2-12] is

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{v}}{\mathrm{~d} t}=-\frac{1}{\rho} \boldsymbol{\nabla} p-g \hat{\mathbf{z}}-2 \vec{\Omega} \times \mathbf{v}+\mathbf{f} \tag{1.3}
\end{equation*}
$$

where $\hat{\mathbf{z}}, \hat{\mathbf{x}}, \hat{\mathbf{y}}$ are the unit vectors of the $x y z$-system. This is a simple equation to perform theoretical analyses with the effects of rotation included, which has been used by numerical mesoscale models to treat problems with complex topography. In this latter case the $z$-coordinate is replaced by either a $\sigma_{z^{-}}$or $\sigma_{p}$-coordinate to simplify the treatment of lower boundary conditions $[5,6,10,13]$. Following this scheme, several mesoscale computational systems that solve (1.3) in coordinates $x y \sigma_{z}$ or $x y \sigma_{p}$ have been developed $[13-15]$. Although some authors have pointed out that the range of validity of eq. (1.3) may be very small $[16,1]$, some applications of these computational systems to air pollution studies [17] have considered a horizontal domain $\mathcal{D}(L)=2 L \times 2 L$ with $L \gtrsim 650 \mathrm{~km}$ but the results of this paper suggest that eq. (1.3) is valid on a region $\mathcal{D}\left(L_{\max }^{0}\right)$ with $L_{\max }^{0} \lesssim 100 \mathrm{~km}$.

Two problems motivate the use of a large horizontal domain $\mathcal{D}(L)$. The first is the necessity of including the influence of propagating synoptic disturbances on the regional weather; for instance, Pielke suggests a domain of at least 5000 km on a side to reasonably resolve some disturbances in winter [13, p. 445]. The second is that the boundary errors induced by artificial boundaries (which are unavoidable in limited-area numerical models) do not contaminate the results with a large $\mathcal{D}(L)$. The solution of these problems is incompatible with the small domain of validity $\mathcal{D}\left(L_{\text {max }}^{0}\right)$ of the numerical models that solve (1.3) in $x y \sigma$-coordinates [13-15]. The answer to this conflict is the use of the

Table I. - Magnitudes in $\mathrm{ms}^{-2}$ of terms in the $u$-equation for flows with horizontal scale $L(\mathrm{~m})$, $U=10 \mathrm{~ms}^{-1}, H=10^{4} \mathrm{~m}, f=2 \Omega \sin \phi, \phi=45^{\circ}, g=10 \mathrm{~ms}^{-2}$ [9], and $x=L / 2, y=z=0$, $r=\sqrt{x^{2}+a^{2}}, a=6378 \mathrm{~km}$.

|  | $\mathrm{d} u / \mathrm{d} t=$ | $-\frac{1}{\rho} \frac{\partial p}{\partial x}$ | $+f v$ | $-f w$ | $+\frac{\partial}{\partial z} K_{z} \frac{\partial u}{\partial z}$ | $+\frac{\partial}{\partial x} K_{H} \frac{\partial u}{\partial x}$ | $-\frac{g a^{2} x}{r^{3}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $L$ | $U^{2} / L$ | $\Delta P / \rho L$ | $f U$ | $f H U / L$ | $K U / H^{2}$ | $K U / L^{2}$ |  |
| $10^{6}$ | $10^{-4}$ | $10^{-3}$ | $10^{-3}$ | $10^{-5}$ | $10^{-6}$ | $10^{-10}$ | $10^{0}$ |
| $10^{5}$ | $10^{-3}$ | $10^{-2}$ | $10^{-3}$ | $10^{-4}$ | $10^{-6}$ | $10^{-8}$ | $10^{-1}$ |
| $10^{4}$ | $10^{-2}$ | $10^{-1}$ | $10^{-3}$ | $10^{-3}$ | $10^{-6}$ | $10^{-6}$ | $10^{-2}$ |

exact gravity acceleration (1.2). If a parcel is at the point $(x, y, z)$ at time $t$ we have $\mathbf{R}=x \hat{\mathbf{x}}+y \hat{\mathbf{y}}+(z+a) \hat{\mathbf{z}}$ and the correct momentum equation is

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{v}}{\mathrm{~d} t}=-\frac{1}{\rho} \boldsymbol{\nabla} p-g \frac{a^{2}}{r^{3}}[x \hat{\mathbf{x}}+y \hat{\mathbf{y}}+(z+a) \hat{\mathbf{z}}]-2 \vec{\Omega} \times \mathbf{v}+\mathbf{f} \tag{1.4}
\end{equation*}
$$

whose numerical implementation requires a small modification of the numerical mesoscale software developed to the date. Some authors consider that the coordinate system $x y z$ is not well suited for practical applications to large-scale problems, in part, because the latitudinal variation of the Coriolis force has to be included and a large-scale flow will fall below the tangent plane and acquire a $z$-component in the $x y z$-system $[16,1,7]$. However, the vector equation (1.1) is valid for any coordinate system rotating with the earth [1] and this includes the $x y z$-system. Thus, in strict mathematical terms, eq. (1.4) together with the conservation equations of mass, energy, moisture and the equation of state, provides the correct meteorological fields when the correct initial and boundary conditions are used, independently of the magnitude of the domain $\mathcal{D}(L)$. This is illustrated in subsect. $\mathbf{3} 1$, where a simple problem shows that eq. (1.4) can yield the correct pressure field on the whole earth.

Map projections have been used in atmospheric modeling with the purpose of including the earth sphericity into model equations $[6,18,19]$. Accordingly, some mesoscale computational systems that use coordinates $x y \sigma_{z}[20]$ or $x y \sigma_{p}$ [21] include metric factors in the horizontal derivatives of model equations to consider map projections. This has motivated the use of such computational systems on horizontal domains $\mathcal{D}(L)$ with $L$ as large as 885 km [22] or 1665 km [23]. In principle, the use of map projections generates orthogonal coordinate systems $x_{p} y_{p} z_{p}$ which are legitimate to solve model equations. However, in sect. 4 it is shown that if $x_{p}, y_{p}, z_{p}$ are taken as correct approximations of $x$, $y, z$, respectively, the horizontal momentum equations omit the gravitational acceleration and, therefore, their reliability region is similar to $\mathcal{D}\left(L_{\text {max }}^{0}\right)$. Following Atkinson [9], table I yields the magnitude of the terms in the $u$-equation, where the term $g a^{2} x r^{-3}$ was added, for a flow with horizontal length scale $L(\mathrm{~m}), U=10 \mathrm{~ms}^{-1}, H=10^{4} \mathrm{~m}$, $g=10 \mathrm{~ms}^{-2}, a=6378 \mathrm{~km}, \phi=45^{\circ}$ and $x=L / 2, y=z=0$. For flows with $L$ from $10^{5}$ to $10^{6} \mathrm{~m}$ the term $g a^{2} \mathrm{xr}^{-3}$ is dominant while the dissipative terms are very small, so that the latter will be ignored in the next sections.


Fig. 1. - Reference systems $X Y Z, x y z$, spherical coordinates $\lambda \phi r$ and position vectors $\mathbf{R}, \mathbf{r}$ of a parcel.

## 2. - Governing equations for dry and inviscid air

Consider a spherical earth with uniform mass. The primary Cartesian coordinate system $X Y Z$ is defined with its origin at the earth's center, is fixed to the earth and the $Z$-axis coincides with the earth's rotation axis, as shown in fig. 1. If $\hat{\mathbf{X}}, \hat{\mathbf{Y}}, \hat{\mathbf{Z}}$ are unitary vectors on the positive $X, Y, Z$ axes and $\mathbf{R}=X \hat{\mathbf{X}}+Y \hat{\mathbf{Y}}+Z \hat{\mathbf{Z}}$ is the position vector of an air parcel with mass $m$, the gravitational force on $m$ is

$$
\begin{equation*}
\mathbf{f}_{\mathrm{g}}=-G M m \frac{\mathbf{R}}{r^{3}}=-g \frac{a^{2}}{r^{3}} m \mathbf{R}, \quad g \equiv \frac{G M}{a^{2}} \tag{2.1}
\end{equation*}
$$

where $r$ is the magnitude of $\mathbf{R}, M$ and $a$ are the mass and radius of the earth and $G$ is the gravitational constant. Let $\mathbf{V}=\mathrm{d} \mathbf{R} / \mathrm{d} t$ and consider that the flow is inviscid, then the momentum equation of a parcel in the $X Y Z$ system is

$$
\frac{\mathrm{d} \mathbf{V}}{\mathrm{~d} t}+2 \vec{\Omega} \times \mathbf{V}+\vec{\Omega} \times(\vec{\Omega} \times \mathbf{R})=-\frac{1}{\rho} \nabla P-g \frac{a^{2}}{r^{3}} \mathbf{R}
$$

where $\rho$ and $P$ are the density and pressure and $\vec{\Omega}=\Omega \hat{\mathbf{Z}}$ is the earth angular velocity [1]. If we set $\mathbf{V}=U \hat{\mathbf{X}}+V \hat{\mathbf{Y}}+W \hat{\mathbf{Z}}$ and neglect the term $\vec{\Omega} \times(\vec{\Omega} \times \mathbf{R})$, the governing equations are

$$
\begin{align*}
\frac{\mathrm{d} U}{\mathrm{~d} t}-2 \Omega V & =-\frac{1}{\rho} \frac{\partial P}{\partial X}-g \frac{a^{2}}{r^{3}} X  \tag{2.2a}\\
\frac{\mathrm{~d} V}{\mathrm{~d} t}+2 \Omega U & =-\frac{1}{\rho} \frac{\partial P}{\partial Y}-g \frac{a^{2}}{r^{3}} Y \\
\frac{\mathrm{~d} W}{\mathrm{~d} t} & =-\frac{1}{\rho} \frac{\partial P}{\partial Z}-g \frac{a^{2}}{r^{3}} Z
\end{align*}
$$

and $P=\mathcal{R} T \rho$,

$$
\begin{equation*}
\frac{\mathrm{d} \log \rho}{\mathrm{~d} t}+\frac{\partial U}{\partial X}+\frac{\partial V}{\partial Y}+\frac{\partial W}{\partial Z}=0, \quad c_{p} \rho \frac{\mathrm{~d} T}{\mathrm{~d} t}=\frac{\mathrm{d} P}{\mathrm{~d} t} \tag{2.2~b}
\end{equation*}
$$

where $T$ is the temperature, $\mathcal{R}$ is the gas constant and $\mathrm{d} / \mathrm{d} t=\partial / \partial t+U(\partial / \partial X)+$ $V(\partial / \partial Y)+W(\partial / \partial Z)$.

To define the system $x y z$ on a plane tangent to the earth, we consider that the location of a point on the terrestrial sphere is given by the latitude $\phi$ and longitude $\lambda$, as fig. 1 shows, where $\phi$ is positive on the north hemisphere, the reference meridian is on the $(x, z)$-plane and $\lambda$ is positive eastward. The coordinate system $x y z$ has its origin at a point $\left(\lambda_{c}, \phi_{c}\right)$, the $x(y)$-axis is tangent to the parallel circle (meridian) at $\left(\lambda_{c}, \phi_{c}\right)$, is positive eastward (northward), and the $z$-axis is taken out of the earth. If $\hat{\mathbf{x}}, \hat{\mathbf{y}}, \hat{\mathbf{z}}$ are the unit vectors on the positive $x y z$-axes, the position vector of a parcel at the point $(x, y, z)$ is $\mathbf{r}=x \hat{\mathbf{x}}+y \hat{\mathbf{y}}+z \hat{\mathbf{z}}$. From the equation $\mathbf{R}=\mathbf{r}+\mathbf{R}_{c}$ we get the relation between the coordinates $X Y Z$ and $x y z$,

$$
\left(\begin{array}{c}
x  \tag{2.3}\\
y \\
z+a
\end{array}\right)=\mathbb{R}_{c}\left(\begin{array}{c}
X \\
Y \\
Z
\end{array}\right)
$$

where the matrix $\mathbb{R}_{c}$ is given by

$$
\mathbb{R}_{c}=\left(\begin{array}{ccc}
-\sin \lambda_{c} & \cos \lambda_{c} & 0 \\
-\sin \phi_{c} \cos \lambda_{c} & -\sin \phi_{c} \sin \lambda_{c} & \cos \phi_{c} \\
\cos \phi_{c} \cos \lambda_{c} & \cos \phi_{c} \sin \lambda_{c} & \sin \phi_{c}
\end{array}\right)
$$

Let $\rho, p, T$ be the density, pressure, temperature of a parcel in terms of its coordinates $x y z$ and $\mathrm{d} \mathbf{r} / \mathrm{d} t=\mathbf{v}=u \hat{\mathbf{x}}+v \hat{\mathbf{y}}+w \hat{\mathbf{z}}$. Then eq. (2.3) allows us to rewrite the governing equations (2.2a), (2.2b) as follows:

$$
\begin{align*}
\frac{\mathrm{d} u}{\mathrm{~d} t}+2 \Omega\left(w \cos \phi_{c}-v \sin \phi_{c}\right) & =-\frac{1}{\rho} \frac{\partial p}{\partial x}-g \frac{a^{2}}{r^{3}} x  \tag{2.4a}\\
\frac{\mathrm{~d} v}{\mathrm{~d} t}+2 \Omega u \sin \phi_{c} & =-\frac{1}{\rho} \frac{\partial p}{\partial y}-g \frac{a^{2}}{r^{3}} y \\
\frac{\mathrm{~d} w}{\mathrm{~d} t}-2 \Omega u \cos \phi_{c} & =-\frac{1}{\rho} \frac{\partial p}{\partial z}-g \frac{a^{2}}{r^{3}}(z+a) \\
\frac{\mathrm{d} \log \rho}{\mathrm{~d} t}+\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}=0, \quad p & =\mathcal{R} T \rho, \quad c_{p} \rho \frac{\mathrm{~d} T}{\mathrm{~d} t}=\frac{\mathrm{d} p}{\mathrm{~d} t} \tag{2.4b}
\end{align*}
$$

where $\mathrm{d} / \mathrm{d} t=\partial / \partial t+u(\partial / \partial x)+v(\partial / \partial y)+w(\partial / \partial z)$. If $\rho_{s}, p_{s}, T_{s}$ are the density, pressure and temperature expressed in spherical coordinates $\lambda \phi r$ and $u_{s}, v_{s}, w_{s}$ the longitudinal, latitudinal and radial velocity components, the transformation equations

$$
\begin{equation*}
X=r \cos \phi \cos \lambda, \quad Y=r \cos \phi \sin \lambda, \quad Z=r \sin \phi \tag{2.5}
\end{equation*}
$$

allow us to rewrite eqs. (2.2a), (2.2b) as follows:

$$
\begin{align*}
\frac{\mathrm{d} u_{s}}{\mathrm{~d} t}-\frac{u_{s} v_{s}}{r} \tan \phi+\frac{u_{s} w_{s}}{r}-2 \Omega v_{s} \sin \phi+2 \Omega w_{s} \cos \phi & =-\frac{1}{\rho_{s}} \frac{1}{r \cos \phi} \frac{\partial p_{s}}{\partial \lambda}  \tag{2.6}\\
\frac{\mathrm{~d} v_{s}}{\mathrm{~d} t}+\frac{u_{s}^{2}}{r} \tan \phi+\frac{v_{s} w_{s}}{r}+2 \Omega u_{s} \sin \phi & =-\frac{1}{\rho_{s}} \frac{1}{r} \frac{\partial p_{s}}{\partial \phi} \\
\frac{\mathrm{~d} w_{s}}{\mathrm{~d} t}-\frac{u_{s}^{2}+v_{s}^{2}}{r}-2 \Omega u_{s} \cos \phi & =-\frac{1}{\rho_{s}} \frac{\partial p_{s}}{\partial r}-g \frac{a^{2}}{r^{2}} \\
\frac{\mathrm{~d} \log \rho_{s}}{\mathrm{~d} t}+ & \frac{1}{r \cos \phi}\left[\frac{\partial u_{s}}{\partial \lambda}+\frac{\partial}{\partial \phi}\left(v_{s} \cos \phi\right)\right]+\frac{\partial w_{s}}{\partial r}+2 \frac{w_{s}}{r}=0
\end{align*}
$$

$$
p_{s}=\mathcal{R} T_{s} \rho_{s}, \quad c_{p} \rho_{s} \frac{\mathrm{~d} T_{s}}{\mathrm{~d} t}=\frac{\mathrm{d} p_{s}}{\mathrm{~d} t}
$$

where $\frac{\mathrm{d}}{\mathrm{d} t}=\frac{\partial}{\partial t}+\frac{u_{s}}{r \cos \phi} \frac{\partial}{\partial \lambda}+\frac{v_{s}}{r} \frac{\partial}{\partial \phi}+w_{s} \frac{\partial}{\partial r}$.

## 3. - Approximate momentum equations

The momentum equations (2.4a) with respect to the tangent plane $(x, y)$ will be referred to as the exact equations since they consider the exact gravity force (2.1) while the standard mesoscale literature use an approximation of these equations that omits the horizontal components of the gravity acceleration [2-12]. To get the last equations, consider the Taylor series

$$
\begin{aligned}
g a^{2} r^{-3} x & =-g \bar{x}+O\left(\bar{R}^{2}\right), \\
g a^{2} r^{-3} y & =-g \bar{y}+O\left(\bar{R}^{2}\right) \\
g a^{2} r^{-3}(z+a) & =-g+2 g \bar{z}+O\left(\bar{R}^{2}\right),
\end{aligned}
$$

where we use the dimensionless variables $\bar{x}=x / a, \bar{y}=y / a, \bar{z}=z / a, \bar{R}=r / a=$ $\left[\bar{x}^{2}+\bar{y}^{2}+(1+\bar{z})^{2}\right]^{1 / 2}$. Hence we get the zeroth-order momentum equations

$$
\begin{align*}
\frac{\mathrm{d} u^{0}}{\mathrm{~d} t}+2 \Omega\left(w^{0} \cos \phi_{c}-v^{0} \sin \phi_{c}\right) & =-\frac{1}{\rho^{0}} \frac{\partial p^{0}}{\partial x}  \tag{3.1}\\
\frac{\mathrm{~d} v^{0}}{\mathrm{~d} t}+2 \Omega u^{0} \sin \Omega_{c} & =-\frac{1}{\rho^{0}} \frac{\partial p^{0}}{\partial y} \\
\frac{\mathrm{~d} w^{0}}{\mathrm{~d} t}-2 \Omega u^{0} \cos \phi_{c} & =-\frac{1}{\rho^{0}} \frac{\partial p^{0}}{\partial z}-g
\end{align*}
$$

and the complementary equations are

$$
\frac{\mathrm{d} \log \rho^{0}}{\mathrm{~d} t}+\frac{\partial u^{0}}{\partial x}+\frac{\partial v^{0}}{\partial y}+\frac{\partial w^{0}}{\partial z}=0, \quad p^{0}=\mathcal{R} T^{0} \rho^{0}, \quad c_{p} \rho^{0} \frac{\mathrm{~d} T^{0}}{\mathrm{~d} t}=\frac{\mathrm{d} p^{0}}{\mathrm{~d} t}
$$

where the superscript " 0 " is used to distinguish the solutions of these equations from those of eqs. (2.4a), (2.4b). In a similar way we have the first-order equations

$$
\begin{align*}
\frac{\mathrm{d} u^{1}}{\mathrm{~d} t}+2 \Omega\left(w^{1} \cos \phi_{c}-v^{1} \sin \phi_{c}\right) & =-\frac{1}{\rho^{1}} \frac{\partial p^{1}}{\partial x}-g \bar{x}  \tag{3.2}\\
\frac{\mathrm{~d} v^{1}}{\mathrm{~d} t}+2 \Omega u^{1} \sin \phi_{c} & =-\frac{1}{\rho^{1}} \frac{\partial p^{1}}{\partial y}-g \bar{y} \\
\frac{\mathrm{~d} w^{1}}{\mathrm{~d} t}-2 \Omega u^{1} \cos \phi_{c} & =-\frac{1}{\rho^{1}} \frac{\partial p^{1}}{\partial z}-g+2 g \bar{z}
\end{align*}
$$

and

$$
\frac{\mathrm{d} \log \rho^{1}}{\mathrm{~d} t}+\frac{\partial u^{1}}{\partial x}+\frac{\partial v^{1}}{\partial y}+\frac{\partial w^{1}}{\partial z}=0, \quad p^{1}=\mathcal{R} T^{1} \rho^{1}, \quad c_{p} \rho^{1} \frac{\mathrm{~d} T^{1}}{\mathrm{~d} t}=\frac{\mathrm{d} p^{1}}{\mathrm{~d} t}
$$

Some authors have pointed out that the momentum equations (3.1) are not well suited for practical applications $[16,1]$. For instance, McVittie considers that the range of validity of eqs. (3.1) is very small but he did not provide an estimation of such a range. Other authors consider that if the horizontal scale $L(|x|,|y| \leq L)$ is of order $10^{3} \mathrm{~km}$ or smaller, the atmospheric flows can be located in the coordinate system $x y z$ linked to the tangent plane normal to the gravity force [7]. Accordingly, eqs. (3.1) are used in several references [2-12] to theoretical analyses and computational mesoscale models use the same type of momentum equations in $x y \sigma_{z^{-}}$or $x y \sigma_{p^{-} \text {-coordinates (see, e.g., [13-15]). }}^{\text {) }}$ However, some applications of these models to air-pollution studies have used horizontal domains

$$
(x, y) \in \mathcal{D}(L)=[-L, L] \times[-L, L]
$$

with $L \gtrsim 650 \mathrm{~km}$ but the numerical results reported below suggest that zeroth-order equations like (3.1) are valid on a domain $\mathcal{D}(L)$ with $L \lesssim 100 \mathrm{~km}$.

In order to estimate the domain $\mathcal{D}(L)$ of validity of eqs. (3.1) and (3.2), we consider that the velocity field $\mathbf{v}$ is stationary, known, and satisfies the continuity equation and the pertinent boundary conditions. Then the isobars corresponding to the exact and approximate momentum equations are computed and their differences will be used to estimate the desired domains.

We consider the isobars on the plane $\mathcal{P}_{\theta}$ normal to the tangent plane $(x, y)$ as fig. 2 shows. The isobars generated by the intersection of $\mathcal{P}_{\theta}$ with a pressure constant surface $p_{0}$,

$$
\begin{equation*}
p(x, y, z)=p_{0} \tag{3.3a}
\end{equation*}
$$

have the parametric equations

$$
\begin{equation*}
x=\xi \cos \theta, \quad y=\xi \sin \theta, \quad z=f(\xi) \tag{3.3b}
\end{equation*}
$$

where $\xi$ and $\theta$ are the polar coordinates in the $(x, y)$-plane. From (3.3a), (3.3b) we get the isobar equation

$$
\begin{equation*}
\frac{\mathrm{d} f(\xi)}{\mathrm{d} \xi}=-\frac{\cos \theta \partial_{x} p+\sin \theta \partial_{y} p}{\partial_{z} p} \tag{3.4}
\end{equation*}
$$



Fig. 2. - Sketch of the plane $\mathcal{P}_{\theta}$ with $\theta=45^{\circ}$.
where partial derivatives $\partial / \partial \tau$ are denoted by $\partial_{\tau}$ and $\partial_{x} p, \partial_{y} p, \partial_{z} p$ are obtained from the exact equations (2.4a). The solution of (3.4) with the boundary condition

$$
\begin{equation*}
f(\xi=0)=z_{0} \tag{3.5}
\end{equation*}
$$

yields the isobar passing through $\left(\xi=0, z_{0}\right)$. In a similar way the solution of equations

$$
\begin{align*}
& \frac{d f^{0}(\xi)}{\mathrm{d} \xi}=-\frac{\cos \theta \partial_{x} p^{0}+\sin \theta \partial_{y} p^{0}}{\partial_{z} p^{0}}  \tag{3.6}\\
& \frac{\mathrm{~d} f^{1}(\xi)}{\mathrm{d} \xi}=-\frac{\cos \theta \partial_{x} p^{1}+\sin \theta \partial_{y} p^{1}}{\partial_{z} p^{1}}
\end{align*}
$$

with a condition like (3.5) provides the isobars corresponding to the approximate equations (3.1) and (3.2). With this procedure we do not need to know the pressure fields in terms of $x, y, z$ and the differences between $f$ and $f^{0}, f^{1}$ yield an estimation of the reliability region $\mathcal{D}(L)$ of eqs. (3.1) and (3.2). The isobars on the plane $\mathcal{P}_{\theta}$ with $\theta=45^{\circ}$ are computed in order to obtain the largest difference between $f$ and $f^{0}, f^{1}$ as $\xi$ goes from 0 to $\sqrt{2} L$, which is the maximum $\xi$ value for a given $L$. In this way we will estimate upper bounds $L_{\max }^{0}$ and $L_{\max }^{1}$ for the validity domains of the approximate equations (3.1) and (3.2).

There are three domains which illustrate the magnitude of the domains used in mesoscale modelation, namely, the domains $\mathcal{D}_{a}, \mathcal{D}_{b}$ with $L_{a} \sim 665 \mathrm{~km}$ and $L_{b} \sim 882 \mathrm{~km}$ were used in the study of regional transport of atmospheric pollutants [17, 22], and $\mathcal{D}_{c}$ with $L_{c} \sim 1665 \mathrm{~km}$ is used in the operational meteorological analysis of México [23]. This latter domain provides the bound $\xi_{\max }=\sqrt{2} L=2335 \mathrm{~km}$ to define the range of $\xi$ in figs. $3,5,6$.
3.1. Hydrostatic and isothermic atmosphere. - The simplest problem is a hydrostatic and isothermic atmosphere on the terrestrial sphere. It is easier to solve the equations


Fig. 3. - Isobars $f, f^{0}$, $f^{1}$ (eqs. (3.7)-(3.9)) on the plane $P_{\theta=45^{\circ}}$, which pass by the origin ( $\xi=0, z_{0}=0$ ) of the $x y z$-system on the terrestrial sphere.


Fig. 4. - Sketch of the isobars $f^{0}, f^{1}$ of fig. 3 and their height $h^{0}, h^{1}$ with respect to the terrestrial sphere, which coincides with the exact isobar $f$.
in spherical coordinates. The continuity equation $\partial_{t} \rho_{s}=0$ is satisfied by $\rho_{s}$ independent of $t$ and the horizontal momentum equations $\partial_{\lambda} p_{s}=0$ and $\partial_{\phi} p_{s}=0$ imply that $p_{s}$ only depends on $r$. Hence, the pressure constant surfaces are spheres with radius $r$ and center at the origin of the primary system $X Y Z$. Thus the equation of the exact isobar $f(\xi)$ on $\mathcal{P}_{\theta}$ that satisfies (3.5) is

$$
\begin{equation*}
f(\xi)=-a+\sqrt{\left(z_{0}+a\right)^{2}-\xi^{2}} \tag{3.7}
\end{equation*}
$$

This result can be verified by solving (3.4), which becomes

$$
\frac{\mathrm{d} f(\xi)}{\mathrm{d} \xi}=-\frac{\xi}{a+f(\xi)}
$$

with the condition (3.5). From the zeroth-order equations (3.1), $\partial_{x} p^{0}=\partial_{y} p^{0}=0$, $\partial_{z} p^{0}=-\rho^{0} g$, we get $\mathrm{d} f^{0}(\xi) / \mathrm{d} \xi=0$ whose solution with (3.5) is

$$
\begin{equation*}
f^{0}(\xi)=z_{0} \tag{3.8}
\end{equation*}
$$

The first-order equations (3.2), $\partial_{x} p^{1}=-\rho^{1} g \bar{x}, \partial_{y} p^{1}=-\rho^{1} g \bar{y}, \partial_{z} p^{1}=\rho^{1} g(2 \bar{z}-1)$, yield

$$
\frac{\mathrm{d} f^{1}(\xi)}{\mathrm{d} \xi}=\frac{\xi}{2 f^{1}(\xi)-a}
$$

whose solution with condition (3.5) is

$$
\begin{equation*}
f^{1}(\xi)=\frac{1}{2}\left[a-\sqrt{a^{2}+2 \xi^{2}+4 z_{0}\left(z_{0}-a\right)}\right] . \tag{3.9}
\end{equation*}
$$

Figure 3 shows the graph of $\xi$ vs. $f, f^{0}, f^{1}$ for $\xi \in[0,2355 \mathrm{~km}]$ and $z_{0}=0$, we observe that $f^{0}$ moves away rapidly from the exact $f$ as $\xi$ increases, while $f^{1}$ exhibits an appreciable separation for $\xi \geq 10^{3} \mathrm{~km}$.

The error of $f^{0}$ and $f^{1}$ can be shown with the graph of their height with respect to the terrestrial sphere. According to fig. 4 the height of a point $\left(\xi, f^{0}(\xi)\right)$ on the isobar $f^{0}$ passing through $\left(\xi=0, z_{0}=0\right)$ is

$$
\begin{equation*}
h^{0}(\xi)=-a+\sqrt{a^{2}+\xi^{2}} \tag{3.10}
\end{equation*}
$$

and for a point $\left(\xi, f^{1}(\xi)\right)$ on the corresponding isobar $f^{1}$ we have

$$
\begin{equation*}
h^{1}(\xi)=-a+\sqrt{\xi^{2}+\left[a+f^{1}(\xi)\right]^{2}} \tag{3.11}
\end{equation*}
$$

Figure 5 shows the graphs of $\xi$ vs. $h^{0}, h^{1}$. We observe that if the pressure on the earth surface is $p_{0}=1013 \mathrm{mb}$, the zeroth-order equations yield the same pressure value at the point $\left(\xi=940, f^{0}(\xi)\right)$ whose height on the earth surface is $h^{0}(\xi) \sim 600 \mathrm{~km}$, a wrong result and worse results are obtained as $\xi$ tends to $\xi_{\max }=2355 \mathrm{~km}$.

The functions $h^{0}, h^{1}$ defined by the isobars with $p_{0}=1013 \mathrm{mb}$ can be used to estimate upper bounds $L_{\max }^{0}$ and $L_{\max }^{1}$ for the validity domains of the approximate momentum equations. For instance, if we consider that $h_{\max }$ is the maximum height at which the


Fig. 5. - Graph of $\xi$ vs. the height $h^{0}, h^{1}$ of the isobars $f^{0}, f^{1}$ of fig. 3.
pressure $p^{0}\left(\xi, z=f^{0}(\xi)\right)$ is 1013 mb , then eq. (3.10) yields the corresponding $\xi_{\max }^{0}$ coordinate,

$$
\begin{equation*}
\xi_{\max }^{0}=\sqrt{\left(h_{\max }+a\right)^{2}-a^{2}} \tag{3.12a}
\end{equation*}
$$

which provides the bound

$$
\begin{equation*}
L_{\max }^{0}=\xi_{\max }^{0} / \sqrt{2} \tag{3.12b}
\end{equation*}
$$

for the reliability domain $\mathcal{D}\left(L_{\text {max }}^{0}\right)$ of the zeroth-order equations. It is clear that for any point $\left(\xi, z_{0}\right)$ with $\xi<\xi_{\max }^{0}$ the error of numerical results from zeroth-order equations is lower than the error at $\left(\xi_{\text {max }}^{0}, z_{0}\right)$. Let us consider

$$
h_{\max } \sim 2 \mathrm{~km}
$$

then $\xi_{\text {max }}^{0} \sim 160 \mathrm{~km}$ and

$$
L_{\max }^{0} \sim 113 \mathrm{~km}
$$

a result consistent with the small separation between $f$ and $f^{0}$ in fig. 3 for $\xi \in[0,100 \mathrm{~km}]$. This yields the domain $\mathcal{D}(113 \mathrm{~km})$ which is small with respect to the domain $\mathcal{D}_{a}(665 \mathrm{~km})$ used in [17] where momentum equations of zeroth-order type in coordinates $x y \sigma_{z}$ were employed [15, 17].

Let us consider the reliability domain for first-order equations. Instead of computing $\xi_{\max }^{1}$ from eq. (3.11), it can be estimated from fig. 5 for a given $h_{\max }$. If $h_{\max } \sim 2 \mathrm{~km}$


Fig. 6. - Graph of $\xi$ vs. the relative error $\Delta p^{0}, \Delta p^{1}(3.16)$ of the pressure fields $p^{0}$ and $p^{1}$ on the terrestrial sphere $\left(z_{0}=0\right)$ and the sphere with radius $r=10 \mathrm{~km}+a, a=6378 \mathrm{~km}$.
we have $\xi_{\max }^{1} \sim 1000 \mathrm{~km}$ and

$$
L_{\max }^{1} \sim 700 \mathrm{~km}
$$

This result is consistent with the small separation between $f$ and $f^{1}$ in fig. 5 for $\xi \in$ [ $0,1000 \mathrm{~km}$ ]. The domain $\mathcal{D}(700)$ is similar to that $D_{a}$ used in [17] and may be large enough for some applications of computational mesoscale models. This suggests the use of first-order momentum equations, which require a minimum modification of the zeroth-order equations used by some mesoscale models $[14,15]$.

The above results are independent of the explicit expressions of $p^{0}, p^{1}, p$ in terms of $x, y, z$ but if such expressions are known, we can compute the relative error of $p^{0}, p^{1}$ to estimate the reliability domain of the approximate momentum equations. Consider an isothermic and hydrostatic atmosphere with temperature $T_{0}$ and pressure $p_{0}$ on the terrestrial sphere. To compute $p$ and $\rho$, it is easier to solve the equations in spherical coordinates (2.6), namely, $\partial p_{s} / \partial r=-\rho_{s} g a^{2} / r^{2}$ and $p_{s}=\mathcal{R} T_{0} \rho_{s}$ with $p_{s}(r=a)=p_{0}$. The solution

$$
p_{s}(r)=p_{0} e^{-b a(1-a / r)}
$$

where $r=\left[x^{2}+y^{2}+(z+a)^{2}\right]^{1 / 2}$ and $b \equiv g / \mathcal{R} T_{0}$, yields $p(x, y, z)=p_{s}(r)$ which is the solution of the exact momentum equations with the boundary condition $p=p_{0}$ on the terrestrial sphere. In fact, the solution of eqs. (2.4a), (2.4b), or, equivalently,

$$
\partial_{x} \ln p=-b a^{2} x r^{-3}, \quad \partial_{y} \ln p=-b a^{2} y r^{-3}, \quad \partial_{z} \ln p=-b a^{2}(z+a) r^{-3}
$$

is $\ln p=b a^{2} / r+c$ and using $\left.p\right|_{x=y=z=0}=p_{0}$ we get $p=p_{0} e^{-b a(1-a / r)}$ which is the pressure field on the whole terrestrial sphere. This confirms that the governing equations (2.4a), (2.4b) in the $x y z$-system are equivalent to the equations in spherical coordinates (2.6) and, therefore, are valid on any domain $\mathcal{D}(L)$ indeed. Hence we get the pressure value on the isobar $f$ that passes through the $z$-axis point $\left(\xi=0, z=z_{0}\right)$, namely,

$$
\begin{equation*}
p\left(x=y=0, z_{0}\right)=p_{0} \exp \left[-b z_{0} /\left(1+z_{0} / a\right)\right] \tag{3.13}
\end{equation*}
$$

The solution of zeroth-order equations (3.1) with $p^{0}(x=y=z=0)=p_{0}$ is

$$
\begin{equation*}
p^{0}(z)=p_{0} e^{-b z} \tag{3.14}
\end{equation*}
$$

and for the first-order equations we have

$$
\begin{equation*}
p^{1}(\xi, z)=p_{0} \exp \left[-\frac{b}{a}\left(\frac{1}{2} \xi^{2}-z^{2}+a z\right)\right] . \tag{3.15}
\end{equation*}
$$

Consider the relative error of $p^{0}, p^{1}$ on a sphere with radius $r=z_{0}+a$ and center at the origin of the $X Y Z$ system, that is

$$
\begin{equation*}
\Delta p^{i}(\xi)=\left(p^{i} / p-1\right) 100 \quad \text { with } \quad z=-a+\sqrt{\left(a+z_{0}\right)^{2}-\xi^{2}} \tag{3.16}
\end{equation*}
$$

and $p$ is given by (3.13). The values $T_{0}=300 \mathrm{~K}, \mathcal{R}=287 \mathrm{~J} / \mathrm{kg} \mathrm{K}, p_{0}=1013 \mathrm{mb}$, $g=9.8 \mathrm{~ms}^{-2}$ and $a=6378 \mathrm{~km}$ yield $b=0.11382 \mathrm{~km}^{-1}$. Figure 6 shows the graphs of $\xi$ vs. $\Delta p^{0}, \Delta p^{1}$ on the earth surface ( $z_{0}=0$ ) and the sphere with radius $r=z_{0}+a$ and $z_{0}=10 \mathrm{~km}$. We observe that $\Delta p^{0}$ is less than $20 \%$ for $\xi \leq \xi_{\max }^{0} \sim 160 \mathrm{~km}$ and increases rapidly from 20 to $300 \%$ as $\xi$ goes from $\xi_{\max }^{0}$ to 400 km . In contrast, the error $\Delta p^{1}$ is smaller than $20 \%$ for $\xi \leq \xi_{\max }^{1} \sim 1000 \mathrm{~km}$. This confirms that $\xi_{\max }^{0} \sim 160 \mathrm{~km}$, $\xi_{\max }^{1} \sim 1000 \mathrm{~km}$ provide upper bounds $L_{\max }^{0} \sim 113 \mathrm{~km}, L_{\max }^{1} \sim 700 \mathrm{~km}$ for the reliability domains $\mathcal{D}\left(L_{\text {max }}^{0}\right), \mathcal{D}\left(L_{\text {max }}^{1}\right)$ of the approximate equations (3.1) and (3.2).
3.2. Bidimensional steady motion. - Consider the flow on $\mathcal{P}_{\theta}$ obtained from the flow around a circular cylinder,

$$
\mathbf{v}(\xi, z)=U(\bar{\xi}, \bar{z}) \widehat{\boldsymbol{\xi}}+W(\bar{\xi}, \bar{z}) \widehat{\mathbf{z}}
$$

with

$$
\begin{equation*}
U=U_{0}\left(1+\bar{R}^{-2}-2 \bar{\xi}^{2} \bar{R}^{-4}\right), \quad W=-2 U_{0} \bar{\xi}(1+\bar{z}) \bar{R}^{-4} \tag{3.17}
\end{equation*}
$$

Using $\bar{\xi}^{2}=\bar{x}^{2}+\bar{y}^{2}$ and $\widehat{\boldsymbol{\xi}}=\cos \theta \hat{\mathbf{x}}+\sin \theta \hat{\mathbf{y}}$ we get the velocity field $\mathbf{v}=u \hat{\mathbf{x}}+v \hat{\mathbf{y}}+w \hat{\mathbf{z}}$,

$$
\begin{equation*}
u=U(\bar{\xi}, \bar{z}) \cos \theta, \quad v=U(\bar{\xi}, \bar{z}) \sin \theta, \quad w=W(\bar{\xi}, \bar{z}) \tag{3.18}
\end{equation*}
$$

which satisfies the continuity equation $\boldsymbol{\nabla} \cdot \mathbf{v}=0$ and the correct boundary condition $\left.\mathbf{v} \cdot \mathbf{n}\right|_{z=z_{e}(x, y)}=0$ where $\mathbf{n}$ is normal to the terrestrial sphere which has the equation

$$
z_{e}(x, y)=-a+\sqrt{a^{2}-x^{2}-y^{2}}
$$

By replacing (3.18) in eqs. (3.4) and (3.6) we get the isobar equations

$$
\begin{align*}
\frac{\mathrm{d} f(\xi)}{\mathrm{d} \xi} & =-\frac{a^{-1} \mathbb{M} U+2 \Omega W \cos \phi_{c} \cos \theta+\bar{\xi} g / \bar{R}^{3}}{a^{-1} \mathbb{M} W-2 \Omega U \cos \theta \cos \phi_{c}+g(1+\bar{z}) / \bar{R}^{3}},  \tag{3.19}\\
\frac{\mathrm{~d} f^{0}(\xi)}{\mathrm{d} \xi} & =-\frac{a^{-1} \mathbb{M} U+2 \Omega W \cos \phi_{c} \cos \theta}{a^{-1} \mathbb{M} W-2 \Omega U \cos \theta \cos \phi_{c}+g}, \\
\frac{\mathrm{~d} f^{1}(\xi)}{\mathrm{d} \xi} & =-\frac{a^{-1} \mathbb{M} U+2 \Omega W \cos \phi_{c} \cos \theta+\bar{\xi} g}{a^{-1} \mathbb{M} W-2 \Omega U \cos \theta \cos \phi_{c}+g(1-2 \bar{z})},
\end{align*}
$$

where $\mathbb{M}=U \partial_{\bar{\xi}}+W \partial_{\bar{z}}$ and whose solution with the boundary condition (3.5) yields the isobars that pass through $\left(\xi=0, z_{0}\right)$. The graph of $\xi$ vs. $f^{0}, f^{1}, f$ for $\xi \in[0,1000 \mathrm{~km}]$ and $U_{0}=10 \mathrm{~ms}^{-1}$ has no appreciable difference with fig. 3. Thus, if we use the isobar heights $h^{0}$ and $h^{1}$ to estimate the validity region of the approximate momentum equations, such regions are equal to those estimated for the hydrostatic case. In particular, if $h_{\max } \sim 2 \mathrm{~km}$ is the largest height of the isobars $f^{0}, f^{1}$ corresponding to the earth surface pressure $p_{0}$, then $\mathcal{D}\left(L_{\max }^{0}\right) \lesssim 200 \times 200 \mathrm{~km}^{2}$ and $\mathcal{D}\left(L_{\max }^{1}\right) \lesssim 1400 \times 1400 \mathrm{~km}^{2}$.

The similarity between the isobars $f, f^{0}, f^{1}$ from eqs. (3.19) and those for the hydrostatic case is expected because the factors $a^{-1}$ and $\Omega$ reduce significantly the contribution of the velocity components with respect to $g$. This argument can be extrapolated to any large-scale velocity field $\mathbf{v}$ with $u, v \sim 10 \mathrm{~m} \mathrm{~s}^{-1}$ and $w \sim 10^{-2} \mathrm{~m} \mathrm{~s}^{-1}$, so that in general we can expect that the differences between $f, f^{0}, f^{1}$ will be similar to those observed in fig. 3 and, therefore, $\mathcal{D}\left(L_{\max }^{0}\right)$ and $\mathcal{D}\left(L_{\max }^{1}\right)$ will be as above.

## 4. - Equations from map projections

To analyze the role of map projections, we begin with a formal definition of $x_{p} y_{p} H_{p}$ which will be called projection coordinates. Let $x_{p} y_{p}$ be a Cartesian coordinate system on a projection plane $\mathcal{P}$ which is normal to the $H_{p}$-axis. The projection of a point $(\lambda, \phi)$ on the terrestrial sphere is the point $\left(x_{p}, y_{p}\right)$ given by a pair of projections equations

$$
\begin{equation*}
x_{p}=x_{p}(\lambda, \phi), \quad y_{p}=y_{p}(\lambda, \phi) \tag{4.1a}
\end{equation*}
$$

Usually, the center $\left(\lambda_{c}, \phi_{c}\right)$ of the horizontal domain $\mathcal{D}$ on the tangent plane $x y$ is projected on the origin of the $x_{p} y_{p}$-system,

$$
\begin{equation*}
x_{p}\left(\lambda_{c}, \phi_{c}\right)=y_{p}\left(\lambda_{c}, \phi_{c}\right)=0, \tag{4.1b}
\end{equation*}
$$

and the eastward parallel circle and the northward meridian on $\left(\lambda_{c}, \phi_{c}\right)$ are projected on the positive $x_{p^{-}}$and $y_{p}$-axes, respectively. If a point in physical space has spherical coordinates $(\lambda, \phi, r)$, its coordinates $x_{p}, y_{p}$ are given by (4.1a) and $H_{p}$ is defined by

$$
\begin{equation*}
H_{p}=r-a \tag{4.1c}
\end{equation*}
$$

Thus we have four equivalent sets of coordinates to define the position of a parcel, namely, $(x, y, z),(X, Y, Z)$ and $(\lambda, \phi, r)$ which have a simple geometrical interpretation in physical space while $\left(x_{p}, y_{p}, H_{p}\right)$ are coordinates in an abstract space. If we assume that the
projection is conformal, $x_{p} y_{p} H_{p}$ are orthogonal curvilinear coordinates and the governing equations in such coordinates are obtained from the equations in spherical coordinates [18]. If $\rho_{p}, p_{p}, T_{p}$ are the density, pressure and temperature in projection coordinates and $u_{p} v_{p} w_{p}$ are the corresponding velocity components, the governing equations are

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\binom{u_{p}}{v_{p}}+\left(r^{-1} u_{p} \tan \phi+f\right)\binom{-v_{p}}{u_{p}}+r^{-1} w_{p}\binom{u_{p}}{v_{p}}+  \tag{4.2}\\
& +\mathbb{T}\left[h_{\lambda}^{-1} u_{p}\left(\partial_{\lambda} \mathbb{T}^{t}\right)+h_{\phi}^{-1} v_{p}\left(\partial_{\phi} \mathbb{T}^{t}\right)\right]\binom{u_{p}}{v_{p}}+ \\
& +\mathbb{T}\binom{2 \Omega w_{p} \cos \phi}{0}=-\rho_{p}^{-1}\binom{h_{x}^{-1} \partial_{x_{p}} p_{p}}{h_{y}^{-1} \partial_{y_{p}} p_{p}} \\
& \quad \frac{\mathrm{~d} w_{p}}{\mathrm{~d} t}-\frac{u_{p}^{2}+v_{p}^{2}}{r}-2 \Omega u_{s} \cos \phi=-\frac{1}{\rho_{p}} \frac{\partial p_{p}}{\partial H_{p}}-\frac{g a^{2}}{r^{2}} \\
& \frac{\mathrm{~d} \rho_{p}}{\mathrm{~d} t}+\rho_{p} \frac{1}{h_{x} h_{y}}\left[\frac{\partial}{\partial x_{p}}\left(h_{y} u_{p}\right)+\frac{\partial}{\partial y_{p}}\left(h_{x} v_{p}\right)+\frac{\partial}{\partial z_{p}}\left(h_{x} h_{y} w_{p}\right)\right]=0
\end{align*}
$$

and $p_{p}=\mathcal{R} T_{p} \rho_{p}$, where $f=2 \Omega \sin \phi$, the matrix $\mathbb{T}$ and the metric factors $h_{x}, h_{y}$ depend on the projection in question (see appendix) and

$$
\frac{\mathrm{d}}{\mathrm{~d} t}=\frac{\partial}{\partial t}+\frac{u_{p}}{h_{x}} \frac{\partial}{\partial x_{p}}+\frac{v_{p}}{h_{y}} \frac{\partial}{\partial y_{p}}+w_{p} \frac{\partial}{\partial H_{p}}
$$

The solution of these equations with the pertinent boundary and initial conditions generates the meteorological fields in the $x_{p} y_{p} H_{p}$ space but in order to analyze such fields in physical space we have to apply the following coordinate transformations to obtain the fields in Cartesian $x, y, z$ or spherical $\lambda, \phi, r$ coordinates. From (4.1a)-(4.1c) we get $\lambda, \phi, r$ in terms of $x_{p}, y_{p}, H_{p}$,

$$
\begin{equation*}
\lambda=\lambda\left(x_{p}, y_{p}\right), \quad \phi=\phi\left(x_{p}, y_{p}\right) \quad r=H_{p}+a \tag{4.3}
\end{equation*}
$$

From (2.3) and (2.5) we obtain $x, y, z$ in terms of $\lambda, \phi, r$ and combining this result with (4.3) the relation between $x, y, z$ and $x_{p}, y_{p}, H_{p}$ follows

$$
\left(\begin{array}{c}
x  \tag{4.4}\\
y \\
z+a
\end{array}\right)=\mathbb{R}_{c}\left(\begin{array}{c}
\left(H_{p}+a\right) \cos \phi\left(x_{p}, y_{p}\right) \cos \lambda\left(x_{p}, y_{p}\right) \\
\left(H_{p}+a\right) \cos \phi\left(x_{p}, y_{p}\right) \sin \lambda\left(x_{p}, y_{p}\right) \\
\left(H_{p}+a\right) \sin \phi\left(x_{p}, y_{p}\right)
\end{array}\right)
$$

This shows that $x y z$ and $x_{p} y_{p} H_{p}$ are different coordinate systems. However, the references [6,18-21] that solve map-projection equations like (4.2) do not report or suggest the use of the coordinate transformations (4.3) or (4.4) to recover the meteorological fields from (4.2) in $x y z$ - or $\lambda \phi r$-coordinates. Instead, the approximation

$$
\begin{equation*}
x_{p} \sim x, \quad y_{p} \sim y, \quad H_{p} \sim z \tag{4.5}
\end{equation*}
$$



Fig. 7. - Sketch of a point $P$ on the geoid and their coordinates $x y z, \lambda, \phi, r=h_{s}+a$, and $x_{p}, y_{p}, H_{p}=h_{s}$.
is used to work on the Cartesian coordinate system $x y$ with the expectation that the map projection considers the spherical shape of the earth [6]. In fact, the usual horizontal coordinate system in mesoscale modeling is a Cartesian system $x y$ [2-13] but some models attempt to consider the earth sphericity using map projections to define the topography $[14,15]$ and other models define both topography and governing equations like (4.2) with map projections [18-21]. Let us see more carefully this approach.

Although the standard terrain elevation data are referred to an ellipsoid we can consider that the data are known with respect to a spherical earth model defined properly from the ellipsoidal model [24]. Let $h_{s}(\lambda, \phi)$ denote the terrain elevation on the point $(\lambda, \phi)$ of the terrestrial sphere, then the set of points with spherical coordinates $\left(\lambda, \phi, r=h_{s}+a\right)$ define the true earth surface (which is called geoid) as fig. 7 shows. In practice the geoid is known only on a discrete set of points $\left(\lambda_{k}, \phi_{k}, r_{k}=h_{s k}+a\right)$, $k=1, . ., N$.

It is a common practice in mesoscale modeling, to define the topography from a data set $\left\{\lambda_{k}, \phi_{k}, h_{s k}\right\}$, computing a point $\left(x_{p k}, y_{p k}\right)$ with a map projection (4.1a) and consider that the terrain elevation on $\left(x_{p k}, y_{p k}\right)$ is $h_{s}\left(\lambda_{k}, \phi_{k}\right)$ since "map projections generate a minimum distortion of the earth surface". Of course, $\left(x_{p k}, y_{p k}\right)$ is on the projection plane $\mathcal{P}$ in an abstract space $x_{p} y_{p} H_{p}$, but if the terrain height on the domain center $\left(\lambda_{c}, \phi_{c}\right)$ is defined as the datum $h_{s}\left(\lambda_{c}, \phi_{c}\right)$, the plane $\mathcal{P}$ can be identified as the plane $\mathcal{T}$ tangent to the earth at $\left(\lambda_{c}, \phi_{c}\right)$ (see [24] for details). Additionally, if the scale of the $x y$ - and $x_{p} y_{p^{-}}$ systems is the same, then every point $\left(x_{p}, y_{p}\right)$ defines a point in the $x y$-system. According to the definition of projection coordinates, it is clear that a point $P=\left\{\lambda, \phi, h_{s}\right\}$ on the geoid has projection coordinates $x_{p}, y_{p}, H_{p}=h_{s}$, spherical coordinates $\lambda, \phi, r=h_{s}+a$ and the unique and correct coordinates $x, y, z$ of $P$ are given by (4.4). If the projection coordinates $\left(x_{p}, y_{p}, H_{p}\right)$ of $P$ are seen as the coordinates of a point in physical space rather than in the space $x_{p} y_{p} H_{p}$, then such coordinates define the localization of point $P^{*}$ different to $P$. This is clearly illustrated by (4.4) and fig. 7 which show that in
general we have

$$
x \neq x_{p}, \quad y \neq y_{p}, \quad z \neq H_{p} .
$$

Since map projections generate a minimum distortion of the terrestrial sphere, the horizontal coordinates are very similar over a wide range,

$$
x \sim x_{p}, \quad y \sim y_{p}
$$

For instance, figs. 4, 5 of ref. [24] show that the relative error $\left|y-y_{p}\right| / y$ is very small for $y \in[0,1665 \mathrm{~km}]$ and several map projections. Apparently this result justifies the use of the approximation (4.5) but the problem lies in the vertical coordinate. If $\left(x_{p}, y_{p}\right)$ is close to the origin $(x=0, y=0)=\left(\lambda_{c}, \phi_{c}\right)$ the difference $\left|z-H_{p}\right|$ is small but it increases rapidly as $x_{p}$ or $y_{p}$ do. For example, the correct $x y z$-coordinates of the point with projection coordinates $x_{p}=0, y_{p}=650 \mathrm{~km}, H_{p}=0$ are $x=0, y \sim 650 \pm 8 \mathrm{~km}$, $z \sim-33 \mathrm{~km}$. Some of the most accurate terrain data available in the world wide web have the uncertainty $\Delta h_{s}= \pm 30 \mathrm{~m}$ [25] and in ref. [24] it was shown that the approximation $H_{p} \sim z$ is consistent with this uncertainty on a horizontal domain

$$
\begin{equation*}
\mathcal{D}_{h} \sim 60 \times 60 \mathrm{~km}^{2} \tag{4.6}
\end{equation*}
$$

which is very small with respect to the domains $\mathcal{D}_{a}, \mathcal{D}_{b}, \mathcal{D}_{c}$ used in [17, 22, 23].
In order to simplify the lower boundary conditions, most mesoscale models use governing equations with horizontal $x y$-coordinates and a vertical coordinate like

$$
\sigma_{z}=z_{\max } \frac{z-z_{h}(x, y)}{z_{\max }-z_{h}(x, y)}
$$

where $z_{h}(x, y)$ is the correct terrain elevation on the point $(x, y)$ in the tangent plane $\mathcal{T}$ and $z_{\max }$ is the height of the model domain [13]. If the approximation (4.5) is used, $(x, y)$ is replaced by $\left(x_{p}, y_{p}\right)$ and $z_{h}(x, y)$ by the terrain elevation $z_{h p}\left(x_{p}, y_{p}\right)$ from the geoid datum $h_{s}$,

$$
\begin{equation*}
z_{h p}\left(x_{p}, y_{p}\right) \equiv h_{s}\left[\lambda\left(x_{p}, y_{p}\right), \phi\left(x_{p}, y_{p}\right)\right] \tag{4.7}
\end{equation*}
$$

which has an error $\left|z_{h p}\left(x_{p}, y_{p}\right)-z_{h}\left(x_{p}, y_{p}\right)\right|$ between 33 and 200 km for $\left(x_{p}, y_{p}\right) \in \mathcal{D}_{c} \backslash$ $\mathcal{D}_{a}[24]$. This leads to the approximate vertical coordinate

$$
\sigma_{z p}=z_{\max } \frac{z-z_{h p}\left(x_{p}, y_{p}\right)}{z_{\max }-z_{h p}\left(x_{p}, y_{p}\right)}
$$

Following the standard literature, zeroth-order momentum equations were used in ref. [24] to analyze the effect of using a map-projection topography. According to the results of sect. $\mathbf{3}$ the correct analysis has to use the exact momentum equations (2.4). If this is done with the terrain elevation $h_{s}(\lambda, \phi) \equiv 0$, one obtains velocity fields $\mathbf{v}$ and $\mathbf{v}^{0}$ similar to those of ref. [24], which exhibit significant differences on a domain like $\mathcal{D}_{a}, \mathcal{D}_{b}, \mathcal{D}_{c}$, and the additional result that the difference between the exact isobar $f$ and the approximate $f^{0}$ is similar to that observed in fig. 3. Thus, if the topography is defined via map projections (eq. (4.7)) and the approximation (4.5) is valid on the domain $\mathcal{D}_{h}$ (4.6), we
can say that the zeroth-order equations (3.1) in $x y \sigma_{z p}$-coordinates are valid on a domain $\mathcal{D}$ smaller than or equal to $\mathcal{D}_{h}$ (4.6) while the same equations in $x y \sigma_{z}$-coordinates with the correct topography $z_{h}(x, y)$ are valid on $\mathcal{D} \lesssim 200 \times 200 \mathrm{~km}^{2}$ (sect. 3).

If the approximation (4.5) is used to solve the map-projection equations (4.2), we replace $x_{p} y_{p} H_{p}$ by $x y z$ in (4.2) to obtain the equations

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\binom{u_{p}^{*}}{v_{p}^{*}}+\left(r^{-1} u_{p}^{*} \tan \phi+f\right)\binom{-v_{p}^{*}}{u_{p}^{*}}+r^{-1} w_{p}^{*}\binom{u_{p}^{*}}{v_{p}^{*}}+  \tag{4.8}\\
& +\mathbb{T}\left[h_{\lambda}^{-1} u_{p}^{*}\left(\partial_{\lambda} \mathbb{T}^{t}\right)+h_{\phi}^{-1} v_{p}^{*}\left(\partial_{\phi} \mathbb{T}^{t}\right)\right]\binom{u_{p}^{*}}{v_{p}^{*}}+ \\
& +\mathbb{T}\binom{2 \Omega w_{p}^{*} \cos \phi}{0}=-\rho_{p}^{*-1}\binom{h_{x}^{-1} \partial_{x} p_{p}^{*}}{h_{y}^{-1} \partial_{y} p_{p}^{*}} \\
& \frac{\mathrm{~d} w_{p}^{*}}{\mathrm{~d} t}-\frac{u_{p}^{* 2}+v_{p}^{* 2}}{r}-2 \Omega u_{s}^{*} \cos \phi=-\frac{1}{\rho_{p}^{*}} \frac{\partial p_{p}^{*}}{\partial z}-\frac{g a^{2}}{r^{2}} \\
& \frac{\mathrm{~d} \log \rho_{p}^{*}}{\mathrm{~d} t}+\frac{1}{h_{x} h_{y}}\left[\frac{\partial}{\partial x}\left(h_{y} u_{p}^{*}\right)+\frac{\partial}{\partial y}\left(h_{x} v_{p}^{*}\right)+\frac{\partial}{\partial z}\left(h_{x} h_{y} w_{p}^{*}\right)\right]=0
\end{align*}
$$

and $p_{p}^{*}=\mathcal{R} T_{p}^{*} \rho_{p}^{*}$ with

$$
\frac{\mathrm{d}}{\mathrm{~d} t}=\frac{\partial}{\partial t}+\frac{u_{p}^{*}}{h_{x}} \frac{\partial}{\partial x}+\frac{v_{p}^{*}}{h_{y}} \frac{\partial}{\partial y}+w_{p}^{*} \frac{\partial}{\partial z}
$$

where the superscript "*" is used to distinguish the solution of these equations from that of the correct equations (4.2) in the $x_{p} y_{p} H_{p}$ space. We observe that the horizontal momentum equations have no gravity-force term and therefore such equations are similar to the zeroth-order equations (3.1), a conclusion verified by the solution for an isothermic and hydrostatic atmosphere. In this case the equations

$$
\frac{\partial \rho_{p}^{*}}{\partial t}=\frac{\partial p_{p}^{*}}{\partial x}=\frac{\partial p_{p}^{*}}{\partial y}=0, \quad \frac{\partial p_{p}^{*}}{\partial z}=-\frac{g a^{2}}{(z+a)^{2}} \rho_{p}^{*}
$$

with $p_{p}^{*}=p_{0}(1013 \mathrm{mb})$ at $x=y=z=0$ yield $p_{p}^{*}=p_{0} e^{-b a z /(z+a)}$ which is essentially the pressure $p^{0}(z)$ (3.14) from the zeroth-order equations (3.1) if we consider $|z| \ll a$. Thus we can say that the map-projection equations (4.8) are valid on $\mathcal{D}^{0} \sim 200 \times 200 \mathrm{~km}^{2}$, and if these equations are rewritten in coordinates $x y \sigma_{z p}$ the reliability domain is $\mathcal{D}_{h}$ (4.6).

## 5. - Conclusions

There has been an important effort to develope computational mesoscale models which use the Cartesian coordinate system $x y z$, where $z$ is replaced by a $\sigma$-type coordinate, and some of which use the momentum equation (1.3) [13]. Although eq. (1.3) is suitable for theoretical analysis of small-scale processes [2-12], it may not be well suited for the numerical mesoscale modeling of regional atmospheric flows. In agreement with other authors $[1,16]$, the results of subsect. $3 \cdot 1$ suggest that eq. (3.1) is valid on a horizontal
domain $\mathcal{D}\left(L_{\text {max }}^{0}\right) \lesssim 200 \times 200 \mathrm{~km}^{2}$. Of course, the examples of sects. 3, 4 ignore important factors controlling a real flow such as the stratification and, mainly, the time evolution which can generate important qualitative differences between the flows from eqs. (1.3) and (1.4) because of their nonlinearity. However, the numerical modeling of some mesoprocesses requires the use of a large domain $\mathcal{D}(L)$ i) to include the influence of propagating synoptic disturbances on the regional weather and ii) to reduce the error from the lateral boundary conditions inherent to limited-area modeling [10,13]. In principle, this conflict can be solved with the use of the exact momentum equation (1.4), which is valid on any domain $\mathcal{D}(L)$, the correct initial and boundary conditions, the complementary conservation equations and the equation of state. In practice, $\mathcal{D}(L)$ will be limited by i) the available data to define the initial and boundary conditions and ii) the computational resources. For example, if $L=500 \mathrm{~km}$ and the height of the troposphere on the terrestrial sphere is $H=18 \mathrm{~km}$ we have to use a tridimensional model region with a height $H_{M}=|z|_{\text {max }}+H \sim 57.3 \mathrm{~km}$, where

$$
\begin{equation*}
|z|_{\max }=\left|-a+\sqrt{a^{2}-2 L^{2}}\right| \tag{5.1}
\end{equation*}
$$

and $a=6378 \mathrm{~km}$, which increases significantly the computational cost and probably the data from global prediction models are insufficient to define initial conditions.

If $x y z(\widehat{\mathbf{x}} \widehat{\mathbf{z}})$ are denoted by $x^{1} x^{2} x^{3}\left(\widehat{\mathbf{x}}_{1} \widehat{\mathbf{x}}_{2} \widehat{\mathbf{x}}_{3}\right)$, respectively, and we set

$$
\begin{equation*}
\tilde{x}^{1}=x^{1}, \quad \tilde{x}^{2}=x^{2}, \quad \tilde{x}^{3}=\tilde{x}^{3}\left(x^{1}, x^{2}, x^{3}, t\right) \tag{5.2}
\end{equation*}
$$

the contravariant form of the gravitational acceleration (1.2) is

$$
\begin{equation*}
\mathbf{g}=g^{j} \hat{\mathbf{x}}_{j}=g^{j} \frac{\partial \tilde{x}^{i}}{\partial x^{j}} \boldsymbol{\tau}_{i} \tag{5.3}
\end{equation*}
$$

where

$$
\begin{equation*}
g^{i}=-g a^{2} \tilde{x}^{i} r^{-3} \text { for } i=1,2, \quad g^{3}=-g a^{2}(z+a) r^{-3} \tag{5.4}
\end{equation*}
$$

and $\boldsymbol{\tau}_{i}$ are the covariant vectors from the $\tilde{x}^{j}$ 's. Hence, the contravariant form of the momentum equation (1.4) is

$$
\begin{equation*}
\frac{\partial \tilde{u}^{i}}{\partial t}=-\tilde{u}^{j} \tilde{u}_{, j}^{i}-\tilde{G}^{i j} \theta \frac{\partial \pi}{\partial \tilde{x}^{j}}+g^{j} \frac{\partial \tilde{x}^{i}}{\partial x^{j}}-2 \varepsilon^{i j l} \Omega_{j} \tilde{u}_{l} \tag{5.5}
\end{equation*}
$$

where frictional forces are neglected, instead of the contravariant form of the zeroth-order equation (1.3),

$$
\begin{equation*}
\frac{\partial \tilde{u}^{i}}{\partial t}=-\tilde{u}^{j} \tilde{u}_{, j}^{i}-\tilde{G}^{i j} \theta \frac{\partial \pi}{\partial \tilde{x}^{j}}-\frac{\partial \tilde{x}^{i}}{\partial x^{3}} g-2 \varepsilon^{i j l} \Omega_{j} \tilde{u}_{l} \tag{5.6}
\end{equation*}
$$

[5, p. 110]. The practical limitations discussed above impose the use of a domain $\mathcal{D}(L)$ with $L \leq 500 \mathrm{~km}$ which is smaller than the bound $L_{\max }^{1} \lesssim 700 \mathrm{~km}$ of the reliability domain of the first-order equations (3.2). Thus, we can use the linear approximation

$$
\begin{equation*}
g^{1} \sim-g x / a, \quad g^{2} \sim-g y / a, \quad g^{3} \sim-g(1-2 z / a) \tag{5.7}
\end{equation*}
$$

in eq. (5.5). If $L=500 \mathrm{~km}$ we have $|z|_{\max }=39.3 \mathrm{~km}$ and hence $|2 z / a| \leq 0.01$ so that the term $2 z / a$ can be neglected. It has been pointed out that the variations of $\mathbf{g}$ due to height above the ground of location on the earth surface should be considered (see, e.g., [5, p.16], [1, p. 225]). The reliability of the first-order equations (3.2) shows that the horizontal variation of $\mathbf{g}$ is more important than the vertical one in $\widehat{\mathbf{z}}$. In fact, if we use $\mathbf{g} \sim-g a^{2}(z+a)^{-2} \widehat{\mathbf{z}}$ in $-\vec{\nabla} p=\rho \mathbf{g}$ the pressure field $p \sim p_{0} \exp [-b a z /(z+a)]$ is similar to $p^{0}$ (3.14) while the approximation $\mathbf{g} \sim-g(x \hat{\mathbf{x}}+y \hat{\mathbf{y}}+a \hat{\mathbf{z}}) / a$ yields $p \sim p_{0} \exp \left[-\frac{b}{a}\left(\frac{1}{2} \xi^{2}+a z\right)\right]$ which is basically $p^{1}$ (3.15).

The horizontal momentum equations reported in some references (see, e.g., [17, eqs. $(3,4)]$, $[26]$ ) have terms with $g$ but it does not come from the use of the correct gravity acceleration $\mathbf{g}$ (1.2). For instance, from the zeroth-order equation (5.6), $\sigma_{z}=s\left(z-z_{G}\right) /\left(s-z_{G}\right)$, the hydrostatic relation and the chain rule Pielke [5, eq. (6-56)] obtains

$$
\frac{\partial \tilde{u}^{1}}{\partial t}=-\tilde{u}^{j} \frac{\partial \tilde{u}^{1}}{\partial \tilde{x}^{j}}-\overline{\tilde{u}^{j}} \frac{\partial \tilde{u}^{1}}{\partial \tilde{x}^{j}}-\theta \frac{\partial \pi}{\partial \tilde{x}^{1}}+g \frac{\sigma-s}{s} \frac{\partial z_{G}}{\partial x}-\hat{f} u^{3}+f u^{2}
$$

where the terms with $g^{1}, g^{2}$ or their linear approximation (5.7) are absent.
The use of projection coordinates $x_{p} y_{p} H_{p}$ in numerical modeling is correct when the initial and boundary conditions are obtained from real data in coordinates $x y z$ or $\lambda \phi r$ via the inverse of the transformation equations (4.3), (4.4), but if $x_{p} y_{p} H_{p}$ are taken as approximations of $x y z$, as occurs with the definition of topography [24], the resulting momentum equations are basically zeroth-order momentum equations and hence their range of validity is very small. A similar problem may occur with the use of the curvilinear coordinates

$$
x_{s}=\left(\lambda-\lambda_{c}\right) a \cos \phi_{c}, \quad y_{s}=\left(\phi-\phi_{c}\right) a, \quad z_{s}=r-a
$$

Let $L, D$ be the horizontal and vertical scales of a flow on the terrestrial sphere. Some references [7, 27-29] use the coordinates $x_{s} y_{s} z_{s}$ to rewrite the governing equations in spherical coordinates in the expectation that for small $L / a$ and $D / a$ they will be the Cartesian coordinates of the $\beta$-plane approximation [27]. If $x_{s} y_{s} z_{s}$ are replaced by $x y z$, the resulting equations are approximations of the exact ones in $x y z$-coordinates, as occurs with eqs. (4.8). Of course, the equations in coordinates $x_{s} y_{s} z_{s}$ allow the study of dynamical effects from the latitudinal variation of the Coriolis force, for example, but one should be careful in consider such coordinates as $x y z$.
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## Appendix

Let $\mathbf{R}=X \widehat{\mathbf{X}}+Y \hat{\mathbf{Y}}+Z \widehat{\mathbf{Z}}$ be the position vector of an air parcel where $X, Y, Z$ are functions of $x_{p}, y_{p}, H_{p}$. Hence we get the vectors

$$
\mathbf{x}_{p}=\partial_{x_{p}} \mathbf{R}, \quad \mathbf{y}_{p}=\partial_{y_{p}} \mathbf{R}, \quad \mathbf{H}_{p}=\partial_{H_{p}} \mathbf{R}
$$

with magnitudes $h_{x} \equiv\left\|\mathbf{x}_{p}\right\|, h_{y} \equiv\left\|\mathbf{y}_{p}\right\|, h_{z} \equiv\left\|\mathbf{H}_{p}\right\|=1$ and

$$
\widehat{\mathbf{x}}_{p}=\mathbf{x}_{p} / h_{x}, \quad \widehat{\mathbf{y}}_{p}=\mathbf{y}_{p} / h_{y}, \quad \widehat{\mathbf{H}}_{p}=\mathbf{H}_{p}
$$

For $\mathbf{R}=X \widehat{\mathbf{X}}+Y \hat{\mathbf{Y}}+Z \widehat{\mathbf{Z}}$ in spherical coordinates we have

$$
\boldsymbol{\lambda}=\partial_{\lambda} \mathbf{R}, \quad \phi=\partial_{\phi} \mathbf{R}, \quad \mathbf{r}=\partial_{r} \mathbf{R}
$$

with $h_{\lambda}=\|\boldsymbol{\lambda}\|=r \cos \phi, h_{\phi}=\|\boldsymbol{\phi}\|=r, h_{r}=\|\mathbf{r}\|=1$ and

$$
\widehat{\boldsymbol{\lambda}}=\boldsymbol{\lambda} / h_{\lambda}, \quad \widehat{\phi}=\phi / h_{\phi}, \quad \widehat{\mathbf{r}}=\mathbf{r}
$$

Considering that the projection (4.1a) is conformal and $\widehat{\mathbf{x}}_{p} \times \widehat{\mathbf{y}}_{p}=\widehat{\mathbf{H}}_{p}$ we find the relation

$$
\binom{\widehat{\mathbf{x}}_{p}}{\widehat{\mathbf{y}}_{p}}=\mathbb{T}(\lambda, \phi)\binom{\widehat{\boldsymbol{\lambda}}}{\widehat{\phi}}
$$

where

$$
\begin{aligned}
\mathbb{T}(\lambda, \phi) & =\left(\begin{array}{cc}
T_{1} & T_{2} \\
-T_{2} & T_{1}
\end{array}\right) \equiv \frac{1}{\Delta}\left(\begin{array}{cc}
\left(\partial_{\phi} y_{p}\right) h_{\lambda} h_{x}^{-1} & -\left(\partial_{\lambda} y_{p}\right) h_{\phi} h_{x}^{-1} \\
-\left(\partial_{\phi} x_{p}\right) h_{\lambda} h_{y}^{-1} & \left(\partial_{\lambda} x_{p}\right) h_{\phi} h_{y}^{-1}
\end{array}\right) \\
h_{x} & =\Delta^{-1} \sqrt{\left[\left(\partial_{\phi} y_{p}\right) h_{\lambda}\right]^{2}+\left[\left(\partial_{\lambda} y_{p}\right) h_{\phi}\right]^{2}} \\
h_{y} & =\Delta^{-1} \sqrt{\left[\left(\partial_{\phi} x_{p}\right) h_{\lambda}\right]^{2}+\left[\left(\partial_{\lambda} x_{p}\right) h_{\phi}\right]^{2}}
\end{aligned}
$$

and $\Delta=\partial_{\lambda} x_{p} \partial_{\phi} y_{p}-\partial_{\lambda} y_{p} \partial_{\phi} x_{p}>0$. Hence the velocity vector

$$
\frac{\mathrm{d} \mathbf{R}}{\mathrm{~d} t}=\mathbf{V}+\tilde{\mathbf{\Omega}} \times \mathbf{R}
$$

can be written as $\mathrm{d} \mathbf{R} / \mathrm{d} t=u_{p} \widehat{\mathbf{x}}_{p}+v_{p} \widehat{\mathbf{y}}_{p}+w_{p} \widehat{\mathbf{H}}_{p}+\Omega r \cos \phi\left(T_{1} \widehat{\mathbf{x}}_{p}-T_{2} \widehat{\mathbf{y}}_{p}\right)$ where

$$
u_{p}=h_{x} \frac{\mathrm{~d} x_{p}}{\mathrm{~d} t}, \quad v_{p}=h_{y} \frac{\mathrm{~d} y_{p}}{\mathrm{~d} t}, \quad w_{p}=\frac{\mathrm{d} H_{p}}{\mathrm{~d} t}
$$

The map-projection equations reported in $[18,19]$ are obtained from eqs. (4.2), the formulas given in this appendix and the approximation $r=z_{p}+a \sim a$.
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