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Abstract: The users of Ambient Intelligence systems expect an intelligent behavior from their environment, receiving adapted 
and easily accessible services and functionality. This can only be possible if the communication between the user and the system 
is carried out through an interface that is simple (i.e. which does not have a steep learning curve), fluid (i.e. the communication 
takes place rapidly and effectively), and robust (i.e. the system understands the user correctly). Natural language interfaces such 
as dialog systems combine the previous three requisites, as they are based on a spoken conversation between the user and the 
system that resembles human communication. The current industrial development of commercial dialog systems deploys robust 
interfaces in strictly defined application domains. However, commercial systems have not yet adopted the new perspective pro-
posed in the academic settings, which would allow straightforward adaptation of these interfaces to various application domains. 
This would be highly beneficial for their use in AmI settings as the same interface could be used in varying environments. In this 
paper, we propose a new approach to bridge the gap between the academic and industrial perspectives in order to develop dialog 
systems using an academic paradigm while employing the industrial standards, which makes it possible to obtain new generation 
interfaces without the need for changing the already existing commercial infrastructures. Our proposal has been evaluated with 
the successful development of a real dialog system that follows our proposed approach to manage dialog and generates code 
compliant with the industry-wide standard VoiceXML.
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1. Introduction

Ambient Intelligence (AmI) systems and Smart En-
vironments (SmE) build on three key technologies:
ubiquitous computing, ubiquitous communication and
intelligent user interfaces [5,36]. Thus, they usually
consist of a set of interconnected computing and sens-
ing devices that surround the users pervasively in their
environment and are invisible to them, providing ser-

vices that are dynamically adapted to the interaction
context and easily accessed through the interface [4].

In order for the user to perceive the system as intel-
ligent, it is necessary to ensure an effective, easy, safe
and transparent interaction between the user and the
system. With this objective, as an attempt to enhance
and ease human-to-computer interaction, in the last
years there has been an increasing interest in simulat-
ing human-to-human communication by means of the
so-called spoken dialog systems (SDS) [21,33,37,40].
A dialog system can be defined as software that ac-
cepts natural language as input and generates natural
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language as output, engaging in a conversation with
the user. As speech is a common, spontaneous and
simple mean of communication [12], people opt to
employ their voice to access information, and control
AmI applications. Even when there is a possibility to
choose between different modalities, several studies
have shown that oral communication is usually pre-
ferred [7].

One of the core aspects of developing dialog sys-
tems for AmI applications is to design flexible dialog
management strategies. The dialog strategy defines the
system conversational behavior in response to user ut-
terances and environmental states that, for example,
can be based on observed or inferred events or be-
liefs. This is the fundamental task of dialog manage-
ment [46], as the performance of the system depends
to a great extent on the quality of this strategy. How-
ever, there is no clear definition of what constitutes a
good strategy [74], and thus a great effort is employed
in commercial systems to design them and find empir-
ical evidence of their appropriateness. This design is
usually carried out in industry by hand-crafting dialog
strategies tightly coupled to the application domain in
order to optimize the behavior of the dialog system in
that context. However, it is a very time-consuming pro-
cess and has the disadvantage of lack of portability and
adaptation to new contexts.

This has motivated the research community to find
ways for automating dialog learning by using statis-
tical models trained with real conversations. Statisti-
cal approaches can model the variability in user behav-
iors and allow exploring a wider range of strategies.
Although the construction and parameterization of the
model depends on expert knowledge of the task, the fi-
nal objective is to develop dialog systems that have a
more robust behavior, better portability, and are easier
to adapt to different user profiles or tasks.

As the success of statistical approaches depends
on the quality of the data used to develop the dialog
model, considerable effort is necessary to acquire and
label a corpus with the data necessary to train a good
model. In order to mitigate this, user simulators ap-
peared as an efficient means to generate dialogs be-
tween the system and a simulated user [59]. This way,
the user simulator makes it possible to generate a large
number of dialogs in a very simple way, therefore re-
ducing the time and effort required for the evaluation
of a dialog system, as well as allowing to evaluate it in
early development phases.

Unfortunately, dialog systems in industry have been
evolving on a parallel path with those in academic re-

search. This way, commercial systems are being de-
ployed using industry-wide standards and protocols
such as VoiceXML1, for which different programming
environments and tools have been created to help de-
velopers. These programming standards allow the def-
inition of a dialog strategy based on scripted Finite
State Machines. However, the application of statistical
approaches to dialog management makes it possible to
consider a wider space of dialog strategies [23,29,72],
thus allowing to create dynamic and adapted dialogs,
which are easier to adapt to different user profiles and
application domains than the industry rule-based ap-
proaches.

Recently some authors have started to point out the
need for a “synergistic convergence” of architectures,
abstractions and methods from both communities, so
that the interesting ideas and technologies that have
appeared in academic research are not overlooked by
industry practitioners [1,44,46–48].

This paper endeavors to bridge the gap between
the two communities so that research results can be
brought to commercial systems and benefit current
users of AmI applications. As an attempt to improve
the current technology, we propose to combine the
flexibility of statistical dialog management with the fa-
cilities that VoiceXML offers, thus introducing statisti-
cal methodologies for the development of commercial
(and not strictly academic) dialog systems. Our tech-
nique employs a statistical model based on neural net-
works that takes into account the history of the dialog
up to the current dialog state in order to predict the next
system response. The dialog model is learned from a
labeled training corpus for the task and is mainly based
on modeling sequences of the system and user dialog
acts and the definition of a data structure which takes
into account the data supplied by the user through-
out the dialog, and makes the estimation of the model
from the training data manageable. Our statistical di-
alog management technique has been previously ap-
plied to several tasks (including e-health [28], a fast
food domain [35], or travel planning [27]) to verify its
correct operation in very well-known domains related
to commercial applications of dialog systems.

This paper extends our previous work by making
possible to exploit expert knowledge about deploy-
ment of VoiceXML applications, as well as current
development environments and tools, with the advan-
tage that transitions between dialog states are carried

1http://www.w3.org/TR/voicexml20/
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out on a data-driven basis (i.e., it is not a determinis-
tic process). In addition, the system prompts and the
grammars for automatic speech recognition are im-
plemented in VoiceXML-compliant formats (e.g., Java
Speech Grammar Format or JSGF, and Speech Recog-
nition Grammar Specification or SRGS). We also pro-
vide an automatic dialog simulation technique as a so-
lution to acquire the data that is required to learn the di-
alog model and construct the speech grammars to then
complete the VoiceXML application.

The remainder of the paper is organized as follows.
Section 2 describes the related work about industrial
and research perspectives of the development of spo-
ken dialog systems. This section is focused on key
aspects related to our proposal, such as design prac-
tices, objectives and current trends, architectures, dia-
log management techniques, standards, application of
statistical methodologies, and user modeling. Section 3
describes our proposal to develop a spoken dialog sys-
tem based on a statistical methodology for dialog man-
agement, a dialog generation technique to automati-
cally acquire the data that is required to learn the dia-
log model and speech grammars required for the dia-
log system, and the use of the VoiceXML standard to
carry out the implementation of the system. Section 4
presents a detailed explanation of how our proposal has
been applied to develop a practical dialog system that
works as an academic assistant. Section 5 presents the
criteria defined to carry out the evaluation of the devel-
oped dialog system, whereas Section 6 discusses the
evaluation results. Finally, our conclusions and future
work are presented in Section 7.

2. Related work

The spoken dialog industry has reached a maturity
based on standards that pervade technology to provide
high interoperability, which makes it possible to divide
the market in a vertical structure of technology ven-
dors, platform integrators, application developers, and
hosting companies [48].

The design practices of conventional commercial di-
alog systems are currently well established in indus-
try. In these practices, voice user interface (VUI) ex-
perts [3] handcraft a detailed dialog plan based on their
knowledge about the specific task and the business
rules (e.g., to verify the user’s identity before providing
certain information). In addition, designers commonly
define the precise wording for the system prompts ac-
cording to the dialog state and context, and also the ex-

pected types of user’s utterances for each turn. As de-
scribed in [47,73], this approach is well-documented
[13] and has been used to develop hundreds of success-
ful commercial dialog systems.

This standard procedure to develop commercial di-
alog systems can be represented as a graph that de-
scribes the set of dialog states and tables containing the
details of each state. Transitions between dialog states
are determined by the user turns and the result of dif-
ferent system operations (e.g., the results of database
queries).

The main objectives of this approach are usability
and task completion, and the main challenge is to cope
with the limitations of the front-end technology, as
speech recognition errors are common. To solve this
situation, especially when the domain model is quite
simple and known by the users, commercial applica-
tions are usually implemented as directed dialogs, in
which users are restricted and guided to provide spe-
cific pieces of information, thus restricting the possi-
ble user responses and minimizing the probability of
speech recognition errors. This way, each interaction
is designed to accept a restricted set of expected user
reactions to the specific prompt played at that partic-
ular turn, providing the speech recognizer with an ap-
propriately designed grammar with a small list of syn-
onyms (thus, generic system prompts like “how can I
help you today?” are seldom used).

This paradigm has facilitated the development of
standards that are governing the speech industry, such
as VoiceXML, SRGS (Speech Recognition Gram-
mar Specification2), SSML (Speech Synthesis Markup
Language3), SISR (Semantic Interpretation for Speech
Recognition4), and CCXML (Voice Browser Call Con-
trol5). VoiceXML allows creating dialog systems that
feature synthesized speech, digitized audio, recogni-
tion of spoken and DTMF key input, recording of spo-
ken input, telephony, and mixed initiative conversa-
tions. Its major goals are to bring the advantages of
web-based development and content delivery to in-
teractive voice response applications, and to free the
authors of such applications from low-level program-
ming and resource management. It enables integration
of voice services with data services using the familiar
client-server paradigm.

2http://www.w3.org/TR/speech-grammar/
3http://www.w3.org/TR/speech-synthesis/
4http://www.w3.org/TR/semantic-interpretation/
5http://www.w3.org/TR/ccxml/
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Current trends of the industry of spoken dialog sys-
tems today also include the development of reusable
components and prepackaged applications, reducing
deployment costs and risks and, at the same time, sim-
plifying the design and development of more sophisti-
cated applications [1,44,46,48].

On the other side, spoken dialog research has been
moving on a parallel path trying to attain naturalness
and freedom of communication. This way, current re-
search lines include very important topics that can be
classified into the following three categories:

– Understanding human-human communication and
the differences with human-computer interaction
(HCI): understand the mechanisms of human di-
alog through linguistically motivated studies on
human-human corpora.

– Designing interfaces for usable systems: de-
velop general design principles that, once applied,
would result in usable human-machine user in-
terfaces based on speech recognition and speech
synthesis technology.

– Developing these usable systems: formalize pro-
gramming styles, models, engines and tools which
can be used to build effective dialog applications.

In the literature we can find different systems and re-
search projects focused on the integration of speech in-
teraction and dialog systems in AmI and SmE. As de-
scribed in [21,34,40], current research areas and future
trends are focused on assistive, adaptive and proac-
tive system design, dialog management and system-
environment interaction. This is the case of the Homey
project [39], for which an intelligent dialog interface
was designed to develop a dialog with dynamic adap-
tation between a tele-medicine interface and a patient.
Saini et al. [54] report an exploration of the concept of
social intelligence in the context of home dialog sys-
tems for an intelligent home, concluding that endow-
ing a home dialog system with social intelligence may
create a positive bias in user’s perception of technol-
ogy in the environment, increase user acceptance for
the home dialog system, and trigger social behaviors of
the user towards the home dialog system. Montoro et
al. [43] focus on the interpretation and generation pro-
cesses of an interface for AmI systems. In their archi-
tecture, the interface is automatically created for each
specific environment and the interpretation and gener-
ation vary depending on the environment and its con-
text. Espejo et al. [19] describe the implementation of
the Mayordomo multimodal dialog system, which in-
cludes Radio Frequency IDentification (RFID) devices

to locate users and adapt the dialog interaction to cen-
tralize the control of the appliances in a home AmI en-
vironment.

In the following subsections we discuss the main
differences between commercial and academic per-
spectives for the development of conversational in-
terfaces: architecture, design, dialog management ab-
stractions, and system evaluation.

2.1. Different approaches to architectural design

To successfully manage the interaction with the
users, spoken dialog systems usually carry out five
tasks: automatic speech recognition (ASR), natural
language understanding (NLU), dialog management
(DM), natural language generation (NLG) and text-to-
speech synthesis (TTS). These tasks are usually imple-
mented in different modules, as shown in Fig. 1.

Speech recognition is the process of obtaining the
text string corresponding to an acoustic input. It is a
very complex task as there is much variability in the
input characteristics, which can differ depending on
the linguistics of the utterance, the speaker, the interac-
tion context and the transmission channel. Linguistic
variability involves differences in phonetic, syntactic
and semantic components that affect the voice signal.
Inter-speaker variability refers to the big difference be-
tween speakers regarding their speaking style, voice,
age, gender or nationality. Furthermore even the same
person does not always pronounce the same words in
the same way, as people are affected by physical and
psychological factors that are highly variable and usu-
ally not predictable.

Once the SDS has recognized what the user uttered,
it is necessary to understand what he said. Natural lan-
guage processing is the process of obtaining the se-
mantic of a text string. It generally involves morpho-
logical, lexical, syntactical, semantic, discourse and
pragmatic knowledge. In a first stage lexical and mor-
phological knowledge allow dividing the words in their
constituents distinguishing lexemes and morphemes:
lexemes are the part of the words that indicates their se-
mantic and the morphemes are the different infixes and
suffixes that allow obtaining different word classes.
Syntactic analysis yields a hierarchical structure of
the sentences, however in spoken language frequently
phrases are affected by the difficulties that are asso-
ciated to the so-called disfluency phenomena: filled
pauses, repetitions, syntactic incompleteness and re-
pairs.
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Fig. 1. Modular architecture of spoken dialog systems.

Semantic analysis extracts the meaning of a com-
plex syntactic structure from the meaning of its con-
stituents. In the pragmatic and discourse processing
stage, the sentences are interpreted in the context of the
whole dialog.

There is not a universally agreed upon definition of
the tasks that a dialog manager has to carry. Traum and
Larsson [67] state that dialog managing involves four
main tasks: i) updating the dialog context, ii) provid-
ing a context for interpretations, iii) coordinating other
modules and iv) deciding the information to convey
and when to do it. Thus, the dialog manager has to
deal with different sources of information such as the
NLU results, database queries results, application do-
main knowledge, and knowledge about the users and
the previous dialog history. Its complexity depends on
the task and the dialog flexibility and initiative. Given
that speech recognition is not perfect, one of the most
critical operations of the design of the dialog manager
is related to error handling. Speech recognition makes
errors, language understanding makes errors, and so
user interfaces are far from being as effective as hu-
mans. For all of this technology to work, one has to
impose severe limitations on the scope of the applica-
tions, which require a great amount of manual work for
the designers. One common way to alleviate errors is to
use techniques aimed at establishing a confidence level
for the speech recognition result, and to use that for
deciding when to ask the user for confirmation, or re-
ject the hypothesis completely and re-prompt the user.
Too many confirmations as well as too many reprompts
would annoy users. So, it is important to reduce the
number of confirmations and rejections to a minimum
that also preserves a reasonable level of accuracy.

Natural language generation is the process of ob-
taining texts in natural language from a non-linguistic
representation. It is usually carried out in five steps:
content organization, content distribution in sentences,
lexicalization, generation of referential expressions
and linguistic realization. It is important to obtain leg-
ible messages, optimizing the text using referring ex-
pressions and linking words and adapting the vocabu-
lary and the complexity of the syntactic structures to
the user’s linguistic expertise. The simplest approach
consists in using predefined text messages (e.g. error
messages and warnings). Finally, a text-to-speech syn-
thesizer is used to generate the voice signal that will
be transmitted to the user.

Classical architectures defined within the research
community include valuable examples like Galaxy
[51], used as a testbed for the research and develop-
ment of several dialog systems in different domains
(e.g., automobile classified ads [24], restaurant guide
[70], and weather information [25]), different lan-
guages [69], and different access mechanisms [24,
25,70]. This architecture, created as a reference for
the DARPA Communicator Program, is based on the
client-server paradigm and the introduction of a “hub”
to receive and transmit the messages generated by
the different modules of the classical architecture de-
scribed in Fig. 1.

Commercial system architectures evolved in a dif-
ferent way. Early commercial dialog systems were
built using proprietary architectures based on IVR (In-
teractive Voice Response) platforms. Later, the conver-
gence between web technologies and speech applica-
tions thanks to the VoiceXML standard has made pos-
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Fig. 2. Typical architecture of commercial dialog systems.

sible the development of standard web architectures
(the so called Voice Web). This typical architecture
is shown in Fig. 2. As it can be seen, the architec-
ture includes three main components: the application
server, the VoiceXML interpreter context, and the im-
plementation platform. A document server (e.g. a web
server) processes requests from the VoiceXML Inter-
preter, through the VoiceXML interpreter context. As
a result of these requests, the document server returns
VoiceXML documents (including next system actions)
and grammars in VoiceXML-compliant formats (used
to generate the semantic representation of users’ utter-
ances) that are then processed by the VoiceXML inter-
preter. The interpreter context provides all supported
functions that are necessary for the interpreter. The im-
plementation platform is controlled by the VoiceXML
interpreter context and by the VoiceXML interpreter.
This platform typically integrates speech recognition,
speech synthesis, VoiceXML processing, media play-
back, and required infrastructures for connecting to the
Public Switched Telephone Network (PSTN) or VoIP
into a complete package for deployment in an IVR.
This way, a voice service is viewed as a sequence of
interaction dialogs between a user and an implementa-
tion platform. Document servers maintain overall ser-
vice logic, perform database and legacy system opera-
tions, and provide these dialogs.

VoiceXML documents instruct the browser to acti-
vate the speech resources (speech recognition, TTS,
prompt player, etc.) with a specific set of parameters
(e.g., a particular grammar for the speech recogni-
tion engine, a prompt to be synthesized by the text-
to-speech system, or an audio recording to be played).

Once user’s speech has been recognized, and the
recognition results returned to the browser in the form
of a structured set of variables, the browser sends them
back to the web server, together with the request of
another VoiceXML document. The Web server then
replies by sending the requested document to the
browser, and the interaction continues following this
process.

In summary, the research community has focused on
creating new architectures while commercial applica-
tions currently make use of a well defined architecture
to develop dialog systems and take the advantages of
web technologies. Our approach exploits the current
technologies and available standards that have facili-
tated the development of dialog systems, and employ
them to build interfaces that follow the new research
advances.

2.2. Dialog management approaches

The previous description of the development cycle
of commercial SDSs gives an idea of its complexity
and cost. Although dialog management is only a part
of it, it can be considered one of the most expensive
tasks given that this module encapsulates the logic of
the speech application. Firstly, developers collect the
requirements that describe what the system functional
and not functional requirements. In fact, dialog man-
agement relies on the fundamental task of deciding
what action or response a system should take in re-
sponse to user input. The selection of a certain action
depends on multiple factors, such as the output of the
speech recognizer (e.g., measures that define the reli-
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ability of the recognized information), the dialog in-
teraction (e.g., the number of repairs carried out so
far), the application domain (e.g., guidelines for cus-
tomer service), and the responses and status of external
back-ends, devices, and data repositories. Given that
the actions of the system directly impact users, the dia-
log manager is largely responsible for user satisfaction.
This way, the design of an appropriate dialog manage-
ment mechanism is at the core of dialog system engi-
neering.

The simplest dialog management strategy is pro-
grammatic dialog management, in which a generic
program implements the application with an interac-
tion model based on finite-state machines [3]. The user
actions determine the transitions between the system
responses, which are the nodes of the finite-state ma-
chine. Users’ actions represent the user responses to
the system prompts, which are coded in recognition
grammars.

These early applications only supported strict di-
rected dialog interaction, in which at each turn the sys-
tem directs the user by proposing a small number of
choices, which also result in a limited grammar or vo-
cabulary at each turn. Directed dialog was efficient in
terms of accuracy and cost of development. Although
libraries and dialog modules are generally created in
the form of sample code or templates, which could
be reused and adapted to different applications, the
weakest point of this approach is its lack of versatility
[1,48].

Unlike the finite-state approach, frame-based dialog
managers do not have a predefined dialog path but use
a frame structure comprised of one slot per piece of
information that the system can gather from the user
[37]. The core idea is that humans communicate to
achieve goals and during the interaction the mental
state of the speakers may change. Thus, frame-based
dialog managers model dialog as a cooperation be-
tween the user and the system to reach common goals.
Utterances are not considered text strings, but dialog
acts in which the user communicates his intentions. In
this approach, the system interprets speech in order to
acquire enough information to perform a specific ac-
tion. Its advantage is that it can capture several data at
once and the information can be provided in any order
(more than one slot can be filled per dialog turn and
in any order). This is the approach used by most cur-
rent commercial systems. The Form Interpretation Al-
gorithm (FIA), the basis for the VoiceXML standard,
is an example of a functional model of frame-based
dialog management.

A related approach is to the so-called “information
state” dialog theory [67]. The information state of a
dialog represents the information needed to uniquely
distinguish it from all others. It comprises the accumu-
lated user interventions and previous dialog actions on
which the next system response can be based. The in-
formation state is also sometimes known as the con-
versation store, discourse context or mental state. Fol-
lowing the information state theory, the main tasks of
the dialog manager are to update the information state
based on the observed user actions, and based on them,
to select the next system action.

Additionally, when it is necessary to execute and
monitor operations in a dynamically changing appli-
cation domain, an agent-based approach can be em-
ployed. The modular agent-based approach to dialog
management makes it possible to combine the benefits
of different dialog control models, such as finite-state
based dialog control and frame-based dialog manage-
ment [11]. Similarly, it can benefit from alternative
dialog management strategies, such as the system-
initiative approach and the mixed-initiative approach
[68].

Statistical approaches for dialog management pre-
sent several important advantages. Rather than main-
taining a single hypothesis for the dialog state, they
maintain a distribution over many hypotheses for the
correct dialog state. In addition, statistical method-
ologies choose actions using an optimization process,
in which a developer specifies high-level goals and
the optimization works out the detailed dialog plan.
Finally, statistical dialog management systems have
shown, in research settings, more robustness to speech
recognition errors, yielding shorter dialogs with higher
task completion rates [72].

Automating dialog management is useful for devel-
oping, deploying and re-deploying commercial appli-
cations. In fact, the application of machine learning
approaches to dialog management strategy design is a
rapidly growing research area. Machine-learning ap-
proaches to dialog management attempt to learn op-
timal strategies from corpora of real human-computer
dialog data using automated “trial-and-error” methods
instead of relying on empirical design principles [74].
The main trend in this area is an increased use of data
for improving the performance of the system.

As described in [46], there are three main categories
of elements of the spoken dialog interaction where
the use of massive amounts of data can potentially
improve automation rate, and ultimately, the penetra-
tion and acceptance of speech interfaces in the wider
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consumer market. They are task-independent behav-
iors (e.g., error correction and confirmation behavior),
task-specific behaviors (e.g., logic associated with cer-
tain customer-care practices), and task-interface be-
haviors (e.g., prompt selection). However, these three
categories have in common today the lack of robust
guiding principles which are validated by empirical ev-
idence. Thus, rule-based approaches are not suitable in
order to exploit the full potential of the available data.
Statistical methodologies can be used to tackle this
problem while still allowing designers to have enough
control to ensure VUI completeness.

The most widespread methodology for machine-
learning of dialog strategies consists of modeling
human-computer interaction as an optimization prob-
lem using Markov Decision Processes (MDP) and re-
inforcement methods [31,32,64]. The main drawback
of this approach is that the large state space of prac-
tical spoken dialog systems, makes its direct repre-
sentation intractable [75]. Partially Observable MDPs
(POMDPs) outperform MDP-based dialog strategies
since they provide an explicit representation of uncer-
tainty [52]. This enables the dialog manager to avoid
and recover from recognition errors by sharing and
shifting probability mass between multiple hypotheses
of the current dialog state.

Another disadvantage of the POMDP methodology
is that the optimization process is free to choose any
action at any time. As a result, there is no obvious way
to incorporate domain knowledge or constraints such
as business rules. In addition, in the worst case spu-
rious actions might be taken with real users, an espe-
cially serious concern if POMDP-based systems are
going to handle financial or medical transactions. They
are also limited to small-scale problems, since the state
space would be huge and exact POMDP optimization
is again intractable [75].

An approach that scales the POMDP framework
for implementing practical spoken dialog systems by
the definition of two state spaces is presented in [76].
Approximate algorithms have also been developed to
overcome the intractability of exact algorithms but
even the most efficient of these techniques such as
Point Based Value Iteration (PBVI) cannot scale to the
many thousand states required by a statistical dialog
manager [71]. Composite Summary Point Based Value
Iteration (CSPBVI) has suggested the use of a small
summary space for each slot where PBVI policy opti-
mization can be applied. However, policy learning in
this technique can only be performed offline, i.e. at de-
sign time, because policy training requires an existing

accurate model of user behavior. An alternative tech-
nique for online training based on Q-learning is pre-
sented in [66], which allows the system to adapt to real
users as new dialogs are recorded. This technique does
not require any model of user behavior so user simu-
lation techniques are proposed to iteratively learn the
dialog model.

Other authors have combined conventional dialog
managers with a fully-observable Markov decision
process [30,65], or proposed using multiple POMDPs
and selecting actions using hand-crafted rules [71].
In [73], the authors combine the robustness of the
POMDP with the developer control afforded in con-
ventional approaches: the (conventional) dialog man-
ager and POMDP run in parallel, but the dialog man-
ager is augmented so that it outputs one or more al-
lowed actions at each time-step. The POMDP then
chooses the best action from this limited set. Results
from a real voice dialer application show that adding
the POMDP machinery to a standard dialog system
yields a significant improvement. Other interesting ap-
proaches for statistical dialog management are based
on modeling the system by means of Hidden Markov
Models (HMMs) [14] or using Bayesian networks
[38,45].

Our methodology for dialog management (Sec-
tion 3.1) is based on the estimation of a statistical
model from the sequences of the system and user dia-
log acts obtained from a set of training data. The au-
tomatic dialog generation technique, described in Sec-
tion 3.2, facilitates the acquisition and also adaptation
of the dialog system to deal with new domains. The
next system response is selected by means of a classi-
fication process that considers the complete history of
the dialog, which is one of the main advantages regard-
ing the previously described statistical methodologies
for dialog management. Another main characteristic is
the inclusion of a data structure that stores the infor-
mation provided by the user. The main objective of this
structure is to easily encode the complete information
related to the task provided by the user during the dia-
log history, then considering the specific semantics of
the task and including this information in the proposed
classification process.

2.3. Evaluation and user modeling

Evaluation of spoken dialog systems is a very cum-
bersome task, given that it requires a thorough plan
from the beginning of the design process to cover ev-
ery possible step of the system in combination with ev-
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ery possible user action. This means that the behavior
of the application needs to be validated in all possible
situations and conditions. In short, VUI completeness
entails that all possible combinations of user inputs
and conditions need to be anticipated. This way, test-
ing a sophisticated SDS is often incomplete and bugs
always seem to appear after deployment given that it is
impractical, time-consuming and burdensome to make
a SDS explore all different types of actions with real
users. Thus, it is very difficult to carry out comparative
evaluations of spoken dialog systems even if they have
the same application domain, given that success rates
must be considered in combination with dialog effi-
ciency and dialog style measures, time and effort re-
quired for developers, adaptation to new requirements
or tasks, etc.

A technique that has attracted increasing interest in
the research community during the last decade is based
on the automatic generation of dialogs between the di-
alog manager and an additional module, called the user
simulator, which represents user interactions with the
dialog system. The user simulator makes it possible to
generate a large number of dialogs in a very simple
way. Therefore, this technique reduces the time and ef-
fort that would be needed for the evaluation of a dialog
system with real users each time the system is modi-
fied.

The construction of user models based on statistical
methods has provided interesting and well-founded re-
sults in recent years and is currently a growing research
area. A probabilistic user model can be trained from a
corpus of human-computer dialogs to simulate user an-
swers. Therefore, it can be used to learn a dialog strat-
egy by means of its interaction with the dialog man-
ager. In the literature, there are several corpus-based
approaches for developing user simulators, learning
optimal management strategies, and evaluating the di-
alog system [15,23,50,62]. A summary of user simu-
lation techniques for reinforcement learning of the di-
alog strategy can be found in [59].

In [16,17], Eckert, Levin and Pieraccini introduced
the use of statistical models to predict the next user ac-
tion by means of a n-gram model. The proposed model
has the advantage of being both statistical and task-
independent. Its weak point consists of approximating
the complete history of the dialog by a bigram model.
In [32], the bigram model is modified by considering
only a set of possible user answers following a given
system action (the Levin model). Both models have the
drawback of considering that every user response de-
pends only on the previous system turn. Therefore, the

simulated user can change objectives continuously or
repeat information previously provided.

In [60–63], Scheffler and Young propose a graph-
based model. The arcs of the network symbolize ac-
tions, and each node represents user decisions (choice
points). In-depth knowledge of the task and great man-
ual effort are necessary for the specification of all pos-
sible dialog paths.

Pietquin, Beaufort and Dutoit combine character-
istics of the Scheffler and Young model and Levin
model. The main objective is to reduce the manual
effort necessary for the construction of the networks
[49,50]. A Bayesian network is suggested for user
modeling. All model parameters are hand-selected.

Georgila, Henderson and Lemon propose the use
of HMMs, defining a more detailed description of the
states and considering an extended representation of
the history of the dialog [22]. Dialog is described as
a sequence of Information States [6]. Two different
methodologies are described to select the next user
action given a history of information states. The first
method uses n-grams [16], but with values of n from 2
to 5 to consider a longer history of the dialog. The best
results are obtained with 4-grams. The second method-
ology is based on the use of a linear combination of
290 characteristics to calculate the probability of every
action for a specific state.

Cuayáhuitl et al. [14] present a method for dia-
log simulation based on HMMs in which both user
and system behaviors are simulated. Instead of train-
ing only a generic HMM model to simulate any type
of dialog, the dialogs of an initial corpus are grouped
according to the different objectives. A submodel is
trained for each one of the objectives, and a bigram
model is used to predict the sequence of objectives.

In [56], a new technique for user simulation based
on explicit representations of the user goal and the user
agenda is presented. The user agenda is a structure that
contains the pending user dialog acts that are needed to
elicit the information specified in the goal. This model
formalizes human-machine dialogs at a semantic level
as a sequence of states and dialog acts. An EM-based
algorithm is used to estimate optimal parameter values
iteratively. In [58], the agenda-based simulator is used
to train a statistical POMDP-based dialog manager.

Möller et al. [42] proposed the SpeechEval User
Simulation, an integrated approach to statistically
model user behavior and predict user satisfaction by
letting a user simulation interact directly with the SDS
under test. The central knowledge bases for the user
simulation are acquired semi-automatically from cor-
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pora, from which extract domain grammars to be used
in ASR and NLU, domain ontologies, utterance tem-
plates for understanding and for template-based gener-
ation, as well as learning dialog act classifiers.

Our approach to develop a user simulator and au-
tomatically acquire a dialog corpus (Section 3.2) only
requires the definition of the semantics for the task for
both the user simulator and the dialog manager, so a
previous dialog corpus is not required. The user and
the dialog models are iteratively built from the interac-
tion of both modules. The labeled corpus for the spe-
cific task is automatically obtained after the interac-
tion, detecting whether a dialog is successful or not
with the definition of a set of stop conditions.

3. Our proposal to introduce statistical
methodologies in commercial dialog systems

As previously discussed, in commercial settings ap-
plication developers, together with VUI designers, typ-
ically hand-craft dialog management strategies using
rules and heuristics. As it is extremely challenging to
anticipate every possible user input, hand-crafting di-
alog management strategies is an error-prone process
that needs to be iteratively refined and tuned, which re-
quires much time and effort. The statistical approach
provides application developers a tool for automating
the design of dialog management strategies by learning
these strategies from feedback data.

On the other hand, backend integration is also a
large part of the engineering of a SDS, as most appli-
cations need to interact with external content manage-
ment systems and tools, such as databases, customer
relationship managers (CRMs), computer telephony
integration (CTI) with call-center agents, diagnostic
tools, Internet repositories, etc. The use of widespread
interfaces for these external interactions can leverage
the engineering task and enhance user experience (e.g.,
reducing delays in the response of the backend).

In the following subsection we propose a method-
ology for statistical modeling dialog, which has the
advantages of machine learning approaches and, at
the same time, makes it possible to use the current
technologies and available standards because it gen-
erates VoiceXML code that is compliant with com-
mercial platforms. The proposed methodology is based
on a classification process that selects the best sys-
tem answers based on observed user-system interac-
tions. Then, the selected dialog state is generated using

VoiceXML so that it can be correctly interpreted in the
industry platforms.

Additionally, as the success of statistical approaches
depends on the quality of the data used to develop the
dialog model, considerable effort is necessary to ac-
quire and label a corpus with the data necessary to train
a good model. In addition, the usability of many com-
mercial spoken dialog systems is still limited, as devel-
opers frequently do not have the time to perform user
tests during the development cycle. In order to avoid
these negative effects, we also propose an approach to
develop a user simulator and automatically acquire a
dialog corpus. This way, the user and dialog models
are iteratively built from the interaction of both mod-
ules. Following our approach, a labeled corpus for the
specific task is automatically obtained after the inter-
action, detecting whether a dialog is successful or not
with the definition of a set of stop conditions. It only
requires the definition of the semantics for the task for
both the user simulator and the dialog manager, thus a
previous dialog corpus is not necessary.

3.1. Our approach for statistical dialog management

A conventional dialog manager maintains a state n
such as a form or frame and relies on two functions for
control, G and F . For a given dialog state n, G(n) = a
decides which system action to output, and then after
observation o has been received, F (n, o) = n0 decides
how to update the dialog state n to yield n0. This pro-
cess repeats until the dialog ends. The important point
is that G and F are written by hand, for example by
means of a language such as VoiceXML.

In a statistical approach, the conventional dialog
manager is extended in three respects: firstly, its ac-
tion selection function G(n) = a is changed to out-
put a set of one or more (M ) allowable actions given
a dialog state n, G(n) = {a1, a2, . . . , aM}. Next, its
transition function F (n, o) = n0 is extended to allow
for different transitions depending on which of these
action was taken, F (n, a, o) = n0. A (human) dialog
designer still designs the contents of the state n and
writes the functions G and F .

As stated in the introduction, our approach to in-
tegrate statistical methodologies in commercial appli-
cations is based on the automatic learning of the dia-
log strategy by means of a labeled corpus for the sys-
tem’s task. In most dialog systems, the dialog manager
makes decisions based only on the information pro-
vided by the user in the previous turns and its own di-
alog model. For example, this is the case with most
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dialog systems for slot-filling tasks. The methodology
that we propose for the selection of the next system
response for this kind of task is detailed in [27]. We
represent the dialogs as a sequence of pairs (Ai, Ui),
where Ai is the output of the dialog system (the system
answer) at time i, expressed in terms of dialog acts;
and Ui is the semantic representation of the user turn
(the result of the understanding process of the user in-
put) at time i, expressed in terms of frames. This way,
each dialog is represented by:

(A1, U1), . . . , (Ai, Ui), . . . , (An, Un)

where A1 is the greeting turn of the system, and Un

is the last user turn. From now on, we refer to a pair
(Ai, Ui) as Si, the state of the dialog sequence at time
i.

In this framework, we consider that at time i, the ob-
jective of the dialog manager is to find the best system
answer Ai. This selection is a local process for each
time i which takes into account the previous history
of the dialog, i.e., the sequence of states of the dialog
preceding time i:

Âi = argmax
Ai∈A

P (Ai|S1, . . . , Si−1) (1)

where the set A contains all the possible system an-
swers.

The main problem to resolve this equation is regard-
ing the number of possible sequences of states, which
is usually very large. To solve the problem, we define
a data structure in order to establish a partition in this
space, i.e., in the history of the dialog preceding time
i). This data structure, which we call Dialog Register
(DR), contains the information provided by the user
throughout the previous history of the dialog. After ap-
plying the above considerations and establishing the
equivalence relation in the histories of dialogs, the se-
lection of the best Ai is given by:

Âi = argmax
Ai∈A

P (Ai|DRi−1, Si−1). (2)

Each user turn supplies the system with information
about the task; i.e., the user asks for a specific concept
and/or provides specific values for certain attributes.
However, a user turn can also provide other kinds of in-
formation, such as task- independent information (for
instance, Affirmation, Negation, and Not-Understood
dialog acts). This kind of information implies some de-
cisions which are different from simply updating the

DRi−1. Hence, for the selection of the best system re-
sponse Ai, we take into account the DR that results
from turn 1 to turn i−1, and we explicitly consider the
last state Si−1.

We propose to solve Eq. (2) by means of a classi-
fication process. This way, every dialog situation (i.e.,
each possible sequence of dialog acts) is classified tak-
ing into a set of classes C, which groups together all
the sequences that provide the same set of system ac-
tions (answers). The objective of the dialog manager
at each moment is to select a class of this set c ∈ C,
thus the answer of the system at that moment is the
answer associated with the selected class. To imple-
ment this procedure we use a multilayer perceptron
(MLP) [53] where the input layer receives the input
pair (DRi−1, Si−1) corresponding to the dialog regis-
ter and the state. The values of the output layer can be
seen as an approximation of the a posteriori probability
of the input belonging to the associated class c ∈ C.

As stated before, the DR contains information about
concepts and attributes provided by the user through-
out the previous history of the dialog. For the dia-
log manager to determine the next answer, we have
assumed that the exact values of the attributes are
not significant. They are important for accessing the
databases and for constructing the output sentences of
the system. However, the only information necessary
to predict the next action by the system is the presence
or absence of concepts and attributes. Therefore, the
information we used from the DR is a codification of
this data in terms of three values, {0, 1, 2}, for each
field in the DR according to the following criteria: (0)
The concept is unknown or the value of the attribute is
not given; (1) the concept or attribute is known with a
confidence score that is higher than a given threshold;
(2) the concept or attribute has a confidence score that
is lower than the given threshold.

3.2. User simulation to learn the dialog model

We propose to use a dialog simulation technique in
order to automatically acquire the corpus that is re-
quired to learn the dialog model and train the neu-
ral network for the statistical dialog manager. Our ap-
proach for acquiring a dialog corpus is based on the
interaction of a user simulator and a dialog manager
simulator [26]. Both modules use a random selection
of one of the possible answers defined for the seman-
tics of the task (user and system dialog acts). At the
beginning of the simulation, all system answers are
defined as equiprobable. When a successful dialog is

11



simulated, the probabilities of the answers selected by
the dialog manager during that dialog are incremented
before starting a new simulation.

This technique simulates the user intention level,
i.e., the simulator provides concepts and attributes that
represent the intention of the user utterance. An er-
ror simulation module has been implemented to in-
clude semantic errors in the generation of dialogs.
Once the user simulator has selected the information
to be provided to the user, the error simulator modifies
the frames created and provides a confidence score for
each concept and attribute in the semantic representa-
tion of the user turn.

The model employed for introducing errors and con-
fidence scores is inspired in the one presented in [57].
Both processes are carried out separately following the
noisy communication channel metaphor by means of a
generative probabilistic model P (c, Ua|Ũa), where Ua

is the true incoming user dialog act, Ũa is the recog-
nized hypothesis, and c is the confidence score associ-
ated with this hypothesis.

On the one hand, the probability P (Ũa|Ua) is ob-
tained by Maximum-Likelihood using the initial la-
beled corpus acquired with real users. To compute it,
we consider the recognized sequence of words wU and
the actual sequence uttered by the user w̃U . This prob-
ability is decomposed into a component that generates
the word-level utterance that corresponds to a given
user dialog act, a model that simulates ASR confusions
(learned from the reference transcriptions and the ASR
outputs), and a component that models the semantic
decoding process.

P (Ũa|Ua)

=
∑
w̃U

P (Ua|w̃U )
∑
wU

P (w̃U |wU )P (wU |Ua).

On the other hand, the generation of confidence
scores is carried out by approximating P (c|Ũa, Ua) as-
suming that there are two distributions for c. These
two distributions are defined manually generating con-
fidence scores for correct and incorrect hypotheses.
These definitions are based on a sampling over the dis-
tributions found in the training data corresponding to
our initial corpus.

P (c|Ua, Ũa) =

{
Pcorr(c) if Ũa = Ua,

Pincorr(c) if Ũa �= Ua.

A maximum number of turns per dialog is consid-
ered for acquiring a corpus using our user simulator,

taking into account the requirements of the task for real
users. A user request for closing the dialog is selected
once the system has provided the information defined
in the objective(s) of the dialog. The dialogs that fulfill
this condition before the maximum number of turns are
considered successful. The dialog manager considers
that the dialog is unsuccessful and decides to abort it
when the following conditions take place: i) The dialog
exceeds the maximum number of user turns; ii) The an-
swer selected by the dialog manager corresponds to a
query not made by the user simulator; iii) The database
query module generates an error because the user sim-
ulator has not provided the mandatory data to carry out
the query; iv) The answer generator generates an error
because the selected answer involves the use of a data
not provided by the user simulator.

3.3. Implementation by means of the VoiceXML
standard

As discussed above, to improve the current technol-
ogy we propose to merge statistical approaches with
VoiceXML. Our goal is to combine the flexibility of
statistical dialog management with the facilities that
VoiceXML offers, which would help to introduce sta-
tistical approaches for the development of commer-
cial (and not strictly academic) dialog systems. To this
end, our proposal employs the described statistical di-
alog management technique to decide the next system
prompt. In addition, the system prompts and the gram-
mars for ASR are implemented in VoiceXML compli-
ant formats, for example, JSGF or SRGS.

In contrast to other hybrid approaches, our main aim
is not to incorporate knowledge about best strategies in
statistical dialog management, but rather to take advan-
tage of an implementation language which has been
traditionally used to build rule-based systems (such
as VoiceXML), for the development of statistical di-
alog strategies. Expert knowledge about deployment
of VoiceXML applications, development environments
and tools can still be exploited using our technique.
The only change is in the transition between states,
which is carried out on a data-driven basis.

Figure 3 shows the architecture designed for the
integration of the statistical methodology for dia-
log management with the functionalities provided
by VoiceXML. As can be observed, a VoiceXML-
compliant platform (such as Voxeo Evolution6) is used

6http://evolution.voxeo.com/
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Fig. 3. Architecture for the integration of the proposed statistical methodology for dialog management with VoiceXML.

to create Interactive Voice Response applications and
the provision of telephone access. Static VoiceXML
files and grammars can be stored in the voice server.
We propose to simplify these files by generating a
VoiceXML file for each specific system prompt, as can
be observed in the bottom left corner of the figure.
Each file contains a reference to a grammar that de-
fines the valid user’s inputs for the corresponding sys-
tem prompt, as observed at the right top corner of the
figure.

The dialog system selects the next system prompt
(i.e. VoiceXML file) by verifying the probabilities as-
signed by the statistical dialog manager to each sys-
tem prompt given the current state of the dialog. This
module is stored in an external web server and is
implemented using a data structure to store the in-
formation that is provided by the user in each dia-
log turn (i.e., the Dialog Register) and a call to the
trained neural network using this information and the
last system prompt, i.e., the codification of the pair
(DRi−1, Si−1), which represents the current state of

the dialog. The result generated by the statistical dia-
log manager informs the IVR platform about the most
probable system prompt to be selected for the current
dialog state. The platform just selects the correspond-
ing VoiceXML file and reproduces it to the user.

4. Development of a practical dialog system

To test our proposal, we have used the definitions
of the Universidad Al Habla (UAH – University on
the Line) dialog system. UAH is a spoken dialog sys-
tem developed to provide spoken access to academic
information about the Department of Languages and
Computer Systems in the University of Granada, Spain
[8,10]. The system is comprised of the five typical
modules of current spoken dialog systems described
in Section 2, concerned with automatic speech recog-
nition, dialog management, database access, data stor-
age, and oral response generation. An additional mod-
ule was developed to automatically create dynamic
ASR grammars [9].
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Table 1

Information provided by the UAH system

Category Information provided by the user (names and examples) Information provided by the
system

Subject
Name Compilers Degree, professors, respon-

sible professor, semester,
credits, web page

Degree, in which it is
teached in case that there
are several subjects with the
same name

Computer science

Group name and optionally
type, in case he asks for
information about a specific
group

A
Theory A

Timetable, professor

Professors
Any combination of name
and surnames

Zoraida
Zoraida Callejas
Ms. Callejas

Office location, contact
information (phone, fax,
email), groups and subjects,
doctoral courses

Optionally semester, in case
he asks for the tutoring
hours

First semester
Second semester

Tutoring hours

Doctoral studies
Name of a doctoral program Software development Department, responsible

Name of a course if he asks
for information about a
specific course

Object-oriented
programming

Type, credits

Registration Name of the deadline Provisional registration
confirmation

Initial time, final time, de-
scription

The information that the system provides can be
classified in four main groups: subjects, professors,
doctoral studies and registration, as shown in Table 1.
As can be observed, the system must ask the user for
different pieces of information before producing a re-
sponse. The way in which the user is queried for this
information follows in most cases a system-directed
initiative.

A set of 500 dialogs was acquired with an initial
version of the UAH system by means of its interac-
tion with students and professors of the University
of Granada. A rule-based strategy for dialog manage-
ment was designed for this initial system based on
VoiceXML files [8]. This system has been used as a
baseline to compare with the system developed follow-
ing the approach presented in this paper. The acquisi-
tion process using this initial system resulted in a spon-
taneous Spanish speech dialog corpus with 125 differ-
ent speakers, with small dialectal variants. The total
number of user turns was 2110. The recorded material
has a duration of 9.5 hours. The characteristics of the
acquired corpus are summarized in Table 2. Figure 4
shows an example of a dialog extracted from this cor-
pus.

In order to apply the proposed statistical dialog man-
agement methodology, we defined a semantic repre-
sentation for the UAH task. As in many other dialog
systems, the semantic representation of the user and
system turns is represented in terms of frames [41]. A
frame is a structure for representing semantic knowl-
edge relate to a concept or situation. Each concept in
a domain has usually associated a group of attributes
(slots) and values [20]. This way, using this represen-
tation, one or more concepts usually represent the in-
tention of the utterance, and a sequence of attribute-
value pairs contains the information about the values
given by the user. Therefore, the NLU module takes
the sentence supplied by the recognition process as in-
put and generates one or more frames as output. The
confidence scores provided by the NLU module to de-
termine the reliability of the data provided by the user
are shown between brackets. In the case of the sys-
tem turns, the NLG module of this systems translates
the semantic representations of the system dialog acts,
generated by the dialog manager, to sentences in Span-
ish.

In the case of user turns, we defined four con-
cepts related to the different queries that the user can
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Table 2

Main characteristics of the corpus acquired with the initial version
of the UAH system

Number of users 125

Number of user turns 2110

Average number of user turns per dialog 4.2

Average number of words per user turn 6.7

Duration of the recording (hours) 9.5

S1: Welcome to the UAH system. You can con-
sult information about subjects, professors, doc-
toral studies and registrations.
U1: I want to know information about subjects in
Computer Science
S2: Which subject do you want to consult?
U2: Language Processors I
S3: Here you can consult the information of the
subject. Anything else?
U3: Can you inform me about the schedules of
Group D?
S4: I give the information for the Group D of Lan-
guage Processors I: Monday 9:00-11:00, Wednes-
day 11:00-13:00. Anything else?
U4: Can you tell me the name of the professor?
S5: I give the information for the Group D of Lan-
guage Processors I. The name of the professor is
David Griol. Anything else?
U5: No, thank you.
S6: Thank you for using the UAH system.

Fig. 4. An example of dialog for the UAH task (translated from
Spanish).

perform to the system (Subject, Professors, Doctoral
studies, Registration), three task-independent concepts
(Affirmation, Negation, and Not-Understood), and
eight attributes (Subject-Name, Degree, Group-Name,
Subject-Type, Professor-Name, Program-Name, Se-
mester and Deadline). An example of the semantic in-
terpretation of a user’s sentence is shown below:

User Turn:
I want to know information about the subject Language Pro-
cessors I of Computer Science.
Semantic Representation:
(Subject)

Subject-Name: Language Processors I
Degree: Computer Science

The labeling of the system turns is similar to the la-
beling defined for the user turns. A total of 30 task-
dependent concepts was defined:

– Task-independent concepts (Opening, New-Query,
Affirmation, Negation, Not-Understood and Clos-
ing).

– Concepts used to inform the user about the result
of a specific query (Subject, Professors, Doctoral-
Studies and Registration).

– Concepts defined to require the user the at-
tributes that are necessary for a specific query
(Subject-Name, Degree, Group-Name, Subject-
Type, Professor-Name, Program-Name, Semester
and Deadline).

– Concepts used for the confirmation of concepts
(Confirmation-Subject, Confirmation-Lecturers,
Confirmation-DoctoralStudies, Confirmation-Re-
gistration) and attributes (Confirmation-Subject-
Name, Confirmation-Degree, Confirmation-Group-
Name, Confirmation-SubjectType, Confirmation-
ProfessorName, Confirmation-ProgramName,
Confirmation-Semester and Confirmation-Dead-
line)

An example of the semantic interpretation of a sys-
tem prompt is shown below:

System Turn:
Do you want to know the name of the professor of the
Group 1 of Language Processors I?
Semantic Representation:
(Professors)

Group-Name: 1
Subject-Name: Language Processors I

The DR defined for the UAH task is a sequence of
12 fields, corresponding to the four concepts (Subject,
Professors, Doctoral-Studies and Registration) and
eight attributes (Subject-Name, Degree, Group-Name,
Subject-Type, Professor-Name, Program-Name, Se-
mester and Deadline) defined for the task.

Using the codification previously described for the
information in the DR, every dialog begins with a di-
alog register in which every value is equal to “0” and
the greeting turn of the system. We represent this ini-
tial DR as 0000− 00000000, where the first part rep-
resents the possible concepts in the task and the sec-
ond part denotes the possible attributes, as it is showed
following.
. . . . . .
S1: Welcome to the UAH system. You can consult informa-
tion about subjects, professors, doctoral studies and regis-
trations.
A1: (Opening)
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DR0: 0000-00000000
. . . . . .

Each time the user provides information, this is used
to update the previous DR and to obtain the new one.
For instance, given a user turn with a query about sub-
jects providing the name of the subject and the degree,
the new dialog register could be as follows. Confidence
scores provided by the NLU module to determine the
reliability are shown between brackets.
. . . . . .
U1: I want to know information about the subject Language
Processors I in the Computer Science degree.
Task-Dependent Information: (Subject) [0.81]
Subject-Name: Language Processors I [0.36]
Degree: Computer Science [0.93]
Task-Independent Information: None
DR1: 1000-21000000
. . . . . .

In this case, the confidence score assigned to the at-
tribute Subject-Name is very low. Then, a “2” value is
added in the corresponding position of the DR1. The
concept (Subject) and the attribute Degree are recog-
nized with a high confidence score, adding a “1” value
in the corresponding positions of the DR1. Then, the
input of the MLP is generated using DR1, the codifica-
tion of the labeling of the last system turn (A1), and the
task-independent information provided in the last user
turn (none in this case). The output selected for the
MLP would consist in this case of a confirmation of the
name of the subject. This process is repeated to predict
the next system response afterwards each user turn.

5. Evaluation methodology and measures

It is very difficult to define new procedures and
measures unanimously accepted by the scientific com-
munity for the evaluation of voice-based systems. In
fact, this field can be considered to be in an initial
phase of development. In [63] and [59], a set of sta-
tistical measures to evaluate the quality of the sim-
ulated corpus is proposed. Three dimensions are de-
fined: high-level features (dialog and turn lengths), di-
alog style (speech-act frequency; proportion of goal-
directed actions, grounding, formalities, and unrecog-
nized actions; proportion of information provided, re-
provided, requested and rerequested), and dialog effi-
ciency (goal completion rates and times). The simula-
tion presented in [2,55,56] is evaluated by testing the
similarity between real and simulated data by means
of statistical measures (dialog length, task completion
rate and dialog performance).

We have adapted the previously described measures
considering the information that is available in the
definition of the dialog system. Our proposed mea-
sures can be classified into three groups: task suc-
cess/efficiency measures, high-level dialog features,
and dialog style/cooperativeness measures.

– Task success/efficiency measures: These mea-
sures study the goal achievement rates and goal
completion times for the services provided by the
system.

– High-level dialog features: These features evalu-
ate how long the dialogs last, how much infor-
mation is transmitted in individual turns, and how
active the dialog participants are.

– Dialog style/cooperativeness measures: These
measures analyze the frequency of different speech
acts and study what proportion of actions is goal-
directed, what part is taken up by dialog formali-
ties, etc.

By means of task success/efficiency measures in our
evaluation, we investigate the success rate and effi-
ciency of the services provided by the system. We are
particularly interested in goal achievement rates and
goal completion times. Only the dialogs were consid-
ered successful if they fulfill the complete list of ob-
jectives that has been previously defined for it.

Six high-level dialog features have been defined for
the evaluation of the dialogs: the average number of
turns per dialog, the percentage of different dialogs
without considering the attribute values, the number of
repetitions of the most seen dialog, the number of turns
of the most seen dialog, the number of turns of the
shortest dialog, and the number of turns of the longest
dialog. Using these measures, we tried to evaluate the
success of the simulated dialogs as well as its effi-
ciency and variability with regard to the different ser-
vices.

For dialog style features, we define and count a set
of system/user dialog acts. On the system side, we have
measured the confirmation of concepts and attributes,
questions to require information, and system answers
generated after a database query. On the user side, we
have measured the percentage of turns in which the
user carries out a request to the system, provides infor-
mation, confirms a concept or attribute, the Yes/No an-
swers, and other answers not included in the previous
categories.

The previous measures evaluate the overall qual-
ity of the acquired dialogs and provided services as
a whole. In addition, we have carried out a specific
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<?xml version="1.0" encoding="UTF-8"?>
<vxml xmlns="http://www.w3.org/2001/vxml"
xmlns:xsi="http://www.w3.org/2001/
XMLSchema-instance"
xsi:schemaLocation="http://www.w3.org/2001/vxml
http://www.w3.org/TR/voicexml20/vxml.xsd"
version="2.0" application="app-UAH.vxml">
<form id="subject_form">
<field name="subject_name">
<grammar type="application/srgs+xml"
src="/grammars/subjects.grxml"/>
<prompt>Tell me the name of the subject.</prompt>
<filled>
<return namelist="subject_name"/>
</filled>
</field>
</form>
</vxml>

#JSGF V1.0;
grammar subjects;
public <subject_name> = [<desire>]
[<information>] {this.subjects=$subject_name}]
[<connector> {this.subjects=$degree}]
<desire> = I want [to know] | I would like
[to know] | I would like | I want | I need
| To know about;
<information> = information about the subject |
information about | the subject;
<subject_name> = Language Processors | Compilers |
Computers Basics | Physics for Computer Science |
Computer Technology | Statistics | Databases |
Operating Systems I | Operating Systems II |
Formal Languages and Automata Theory |
Requirements Engineering | Computer Networks |
Artificial Intelligence | Logic Design | ... ;
<connector> = of the | of | ... ;
<degree> = Computer Science | Biotechnology |
Telecommunication | ... ;

Fig. 5. VoiceXML document to prompt the user for the name of a subject (left) and grammar to recognize this specific information (right).

evaluation of the operation of our dialog management
methodology. From our previous work on statistical di-
alog management [27], we propose four measures to
evaluate the performance of the dialog manager.

The first measure, which we call Unseen Situations,
makes reference to the percentage of dialog situations
that are present in the test partition but are not present
in the corpus used for learning the dialog manager. The
other three measures are calculated by comparing the
answer automatically generated by the dialog manager
for each input in the test partition with regard to the
reference answer annotated in the corpus. This way,
the evaluation is carried out turn by turn. These three
measures are:

– Exact Responses: the percentage of responses
provided by the dialog manager that are equal to
reference answer in the corresponding turn of the
training corpus;

– Correct Responses: the percentage of answers
provided by the dialog manager that are coherent
with the current state of the dialog although they
are not the same that the reference answer;

– Error Responses: the percentage of answers pro-
vided by the dialog manager that would cause the
failure of the dialog.

6. Evaluation of the developed dialog system

A total of 500 successful dialogs were generated us-
ing the proposed user simulation technique and two
types of scenarios: S1 and S2. Scenarios of type S1

define one objective for the dialog (e.g., to know the
name of the professor of a specific subject and group),
whereas those of type S2 define two (e.g, to consult
the information about a subject and carry out a query
about a specific deadline). The 47 different prompts
the system can provide where then automatically gen-
erated by means of a specific VoiceXML file using
the proposed technique. For example, Fig. 5 shows the
VoiceXML document to prompt the user for the origin
city, and the grammar used for ASR.

Figure 6 shows an example of a simulated dialog
from the acquired corpus corresponding to a scenario
with two objectives (to know timetables of a given pro-
fessor and subject, and information about the registra-
tion in its specific degree). The confidence scores gen-
erated by the error simulator are shown between brack-
ets. Sentences in natural language, that are equivalent
to the labeled system and user turns, have been incor-
porated to clarify the explanation.

After the welcome prompt of the system, the user
simulator asks for information about professors. The
error simulator assigns a low confidence to what it has
understood (0.1), so its selects to confirm this query
in S2. Then, the user simulator confirms that they had
asked about professors and a high confidence value is
assigned to this response in turn U2. Next, the sys-
tem asks for the name of the professor (S3), which
is provided by the user simulator in turn U3. Again,
a low confidence value is assigned to this informa-
tion, and the name of the professor is confirmed in
turn S4. Once the user simulator has confirmed that
the provided value for the name of the subject is valid
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S1: Opening
Welcome to the UAH system. You can consult
information about subjects, professors, doctoral
studies and registrations.
U1: Professors [0.1]
I want to know information about professors.
S2: (Confirmation:Professors)
Do you want to know information about profes-
sors?
U2: Affirmation [0.9]
Yes
S3: (Question:Professor_Name)
Tell me the name of the professor.
U3: Professor_Name: Zoraida Callejas [0.1]
Zoraida Callejas
S4: (Confirmation:Professor_Name)
Do you want to know the information about Zo-
raida Callejas?
U4: Affirmation [0.9]
Yes
S5: (Answer:Professors) (New-Query)
Zoraida Callejas teaches the subject Object Ori-
ented Programming and Design. Her office num-
ber is 3.23 Anything else?
U5: (Question:Registration) [0.9]

Degree: Computer Science[0.9]
The registration information in Computer Science
S6: (Answer:Registration) (New-Query)
You have until Dec 8th 2011 to register. Anything
else?
U6: Negation
S7: (Closing:Nil:Nil)
Thank you for using the UAH system.

Fig. 6. An example of a dialog acquired by means of the simulation
technique.

(turn U4), the system provides the specific informa-
tion in turn S5. In the following turn the user simu-
lator asks for registration deadlines for a specific de-
gree (turn U5). Given that the error simulator assigns
a high confidence value to this information, the sys-
tem directly provides an answer to this query in turn
S6. Once the user simulator indicates that no addi-
tional information is required to fulfill the objectives
of this dialog, the system generates a closing prompt
(S7).

In order to employ this corpus to successfully use
neural networks as classifiers for the statistical dialog
manager, a number of considerations had to be taken
into account, such as the network topology, the training

algorithm, and the selection of the parameters of the
algorithm. To train and evaluate the neural networks,
we used the April toolkit, developed by the Techni-
cal University of Valencia [18]. Using April, topology
and algorithm parameters (i.e. learning rate and mo-
mentum) are estimated with an exhaustive search, us-
ing as stop criteria the mean squared error (MSE) ob-
tained in each epoch for the validation set. The gra-
dient is computed in incremental mode, this way the
weights are updated after each input, also a momentum
is added to the backpropagation so that the networks
can overcome local minimums. Different experiments
were conducted using different network topologies of
increasing number of weights: a hidden layer with 2
units, two hidden layers of 2 units each, two hidden
layers of 4 and 2 units, a hidden layer with 4 units,
etc. Several learning algorithms were also tested: the
incremental version of the backpropagation algorithm
(with and without momentum term) and the quickprop
algorithm. The influence of their parameters such as
learning rate or momentum term was also studied.

We firstly tested the influence of the topology of the
MLP, by training different MLPs of increasing number
of weights using the standard backpropagation algo-
rithm (with a sigmoid activation function and a learn-
ing rate equal to 0.2), and selecting the best topol-
ogy according to the mean square error (MSE) of the
validation data. The minimum MSE of the validation
data was achieved using an MLP of one hidden layer
of 32 units. We followed our experimentation with
MLPs of this topology, training MLPs with several al-
gorithms: the incremental version of the backpropaga-
tion algorithm (with and without momentum term) and
the quickprop algorithm. The best result on the valida-
tion data was obtained using the MLP trained with the
standard backpropagation algorithm and a value of LR
equal to 0.3.

6.1. Results of the high level and dialog style features

To compare the corpora acquired with the initial
rule-based DM developed for the UAH system and the
system including the statistical DM, we computed the
mean value for each corpus with respect to each of
the evaluation measures shown in the previous sec-
tion. Two-tailed t-tests have been used to compare the
means across the two corpora as described in [2]. All
differences reported as statistically significant have p-
values less than 0.05 after Bonferroni corrections.

As stated in Section 5, the first group of experiments
covers the following statistical properties: i) Dialog
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Table 3

Results of the high-level dialog features defined for the comparison of both systems

Initial System Statistical System

Average number of user turns per dialog 4.22 3.05

Percentage of different dialogs 84.45% 78.82%

Number of repetitions of the most seen dialog 5 7

Number of turns of the most seen dialog 4 2

Number of turns of the shortest dialog 2 2

Number of turns of the longest dialog 14 12

Table 4

Percentages of the different types of system dialog acts in both systems

Initial System Statistical System

Confirmation of concepts and attributes 13.51% 11.23%

Questions to require information 18.44% 16.57%

Answers generated after a database query 68.05% 72.20%

length, measured in the average number of turns per
dialog, number of turns of the shortest dialog, num-
ber of turns of the longest dialog, and number of turns
of the most seen dialog; ii) Different dialogs in each
corpus, measured in the percentage of different dialogs
and the number of repetitions of the most seen dialog;
iii) Turn length, measured in the number of actions per
turn; iv) Participant activity as a ratio of system and
user actions per dialog.

Table 3 shows the results of the comparison of the
high-level dialog features. One of the most significant
differences is the average number of user turns. In the
two types of scenarios, the dialogs acquired using the
simulation technique are shorter than those acquired
with real users. This fact can be explained due there
are a set of dialogs acquired with real users in which
the user asked for additional information not included
in the definition of the corresponding scenario once its
objectives were achieved.

The number of different dialogs is also lower us-
ing the statistical system, due to the reduction in the
number of turns, as it can be observed in the number
of repetitions of the most seen dialog. This is because
users have more variability in order to provide the dif-
ferent information that is needed to access the different
queries in the initial system.

The mean values of the turn length and dialog length
for the real and statistical corpus are almost the same.
The dialogs acquired with the automatic generation
technique are statistically shorter, as they provide 1.24
actions per user turn instead of the 1.08 actions pro-
vided by the real users. The shape of the distributions
showed that the real dialogs have the largest standard

Table 5

Percentages of the different types of user dialog acts in both systems

Initial System Statistical System

Request to the system 31.74% 33.43%

Provide information 21.72% 19.98%

Confirmation 10.81% 9.34%

Yes/No answers 33.47% 35.77%

Other answers 2.26% 1.48%

deviation given that the task length of these dialogs is
more disperse. The dialogs acquired using the auto-
matic generation technique have the minor deviation
since the successfully simulated dialogs are usually
those that use the minor number of turns to achieve the
objective(s) predefined.

Regarding the dialog participant activity, the real
and statistical corpora have almost exact values for
the ratio of user versus system actions. The propor-
tion of system actions in the corpus acquired using the
automatic dialog generation technique is only slightly
higher (49.8% for the initial corpus and 50.3% for the
simulated corpus).

Tables 4 and 5 respectively show the frequency of
the most dominant user and system dialog acts in the
initial and the statistical systems. In both cases, it can
be observed that there are slight differences in the dia-
log acts distribution. Table 4 compares the percentage
of most dominant system dialog acts (classified into
confirmations of concepts and attributes, questions to
require data from the user, and answers obtained after
a query to the database) automatically provided by the
dialog manager after this evaluation. There is a higher
percentage of confirmations and questions in the cor-
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Table 6

Percentages of goal directed and grounding actions in both systems

Initial System Statistical System

Goal directed actions 62.24% 71.56%

Grounding actions 36.48% 26.98%

Rest of actions 1.28% 1.46%

pus acquired with the initial system because there is
a set of the dialogs in which the users asked for ad-
ditional information although it was not stated in the
used scenario, which also implies this difference in the
percentage of the most dominant user dialog acts in the
simulated corpus. There is also a reduction in the sys-
tem requests in the statistical system. This explains a
higher proportion of the inform and confirmation sys-
tem actions in this system.

Regarding the percentage of most dominant user di-
alog acts (classified into requests to the system, pro-
vide information, confirmations, yes/no answers, and
other answers), from the results obtained in Table 5,
it can be observed that users need to confirm and pro-
vide less information using the statistical system. This
explains the higher proportion for the rest of user ac-
tions in this system. It can also be observed a higher
proportion of yes/no actions for the dialogs acquired
with the statistical system. These actions are mainly
used to confirm that the specific information has been
correctly provided using this system.

Finally, we grouped all user and system actions into
three categories: “goal directed” (actions to provide or
request information), “grounding” (confirmations and
negations), and “rest”. Table 6 shows a comparison be-
tween these categories. As can be observed, the dialogs
provided by the statistical system have a better quality,
as the proportion of goal-directed actions is higher.

6.2. Evaluation of the dialog management
methodology

Two dialog managers were developed using respec-
tively each one of the two corpora of 500 dialogs ac-
quired using respectively the initial and the statistical
UAH systems. A 5-fold cross-validation process was
used to carry out the evaluation of both managers. Each
one of the acquired corpus was randomly split into five
subsets 20% of the corpus). Our experiment consisted
of five trials. Each trial used a different subset taken
from the five subsets as the test set, and the remaining
80% of the corpus was used as the training set. A val-
idation subset (20%) was extracted from each training
set.

Table 7

Results of the evaluation of the dialog management methodology for
the initial and statistical UAH systems

Initial System Statistical System

Unseen situations 20.98% 18.24%

Exact Responses 85.76% 90.89%

Correct Responses 94.33% 97.43

Erroneous Responses 3.55% 2.57%

Table 7 shows the results of the evaluation of the dif-
ferent measures proposed. From the results, it can be
seen that the number of unseen situations (not present
in the training corpus) is reduced in the statistical sys-
tem due to by using the statistical dialog system, the
variability of the different dialogs is reduced (given
that the number of turns is also reduced). This is the
main cause of obtaining better results for the rest of
measures in the evaluation of the dialog manager de-
veloped for the statistical system.

The results of the Exact Responses and Correct Re-
sponses measures show the satisfactory operation of
the developed dialog manager for both systems. The
codification developed to represent the state of the dia-
log and the good operation of the MLP classifier make
it possible for the answer generated by the manager to
agree with the reference answer for the corresponding
turn by a percentage of 85.76% and 90.89% respec-
tively for the initial and statistical systems.

Finally, the number of answers generated by the
MLP that can cause the failure of the system is only
a 2.57% for the statistical system. An answer that is
coherent with the current state of the dialog is gener-
ated in 97.43% of cases for this system. These last two
results also demonstrate the correct operation of the
classification methodology developed to deal with the
uncertainty of the complete set of possible situations
during a dialog.

6.3. Evaluation with real users

Finally, we evaluated the behavior of our two sys-
tems with real users using the same set of type S1 and
S2 scenarios designed for the user simulation. A total
of 150 dialogs were recorded from interactions of six
users employing the initial version and the system de-
veloped using the approach presented in this paper. An
objective and subjective evaluation were carried out.
We considered the following measures for the objec-
tive evaluation:

– Successful dialogs. This is the percentage of suc-
cessfully completed tasks. In each scenario, the
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Table 8

Results of the objective evaluation of the initial and statistical UAH systems with real users

Successful dialogs nT Confirmation rate ECR nCE nNCE

Initial system 85% 11.4 34% 82% 0.84 0.18

Statistical system 94% 8.2 26% 91% 0.88 0.09

user has to obtain one or several items of informa-
tion, and the dialog success depends on whether
the system provides correct data (according to the
aims of the scenario) or incorrect data to the user.

– Average number of turns per dialog (nT).
– Confirmation rate. It was computed as the ra-

tio between the number of explicit confirmations
turns (nCT) and the number of turns in the dialog
(nCT/nT).

– Average number of corrected errors per dialog
(nCE). This is the average of errors detected and
corrected by the dialog manager. We have consid-
ered only those errors that modify the values of
the attributes and that could cause the failure of
the dialog.

– Average number of uncorrected errors per dia-
log (nNCE). This is the average of errors not cor-
rected by the dialog manager. Again, only errors
that modify the values of the attributes are con-
sidered.

– Error correction rate (ECR). The percentage
of corrected errors, computed as nCE/ (nCE +
nNCE).

Table 8 presents the results of the objective evalu-
ation. These results show that both systems could in-
teract correctly with the users in most cases. However,
the statistical system obtained a higher success rate,
improving the initial results by 9% absolute. Using
the statistical system, the average number of required
turns is also reduced from 11.4 to 8.2. These values are
slightly higher for both systems regarding the results
obtained with the user simulator as in some dialogs the
real users provided additional information which was
not mandatory for the corresponding scenario or asked
for additional information not included in the defini-
tion of the scenario once its objectives were achieved.

Table 9 shows a comparison for the three categories
defined to classify system actions (“goal directed”,
“grounding”, and “rest”. As can be observed, the re-
sults obtained in the evaluation with real users are
more similar to the ones obtained with the user simula-
tor. This way, dialogs provided by the statistical system
has again a better quality, as the proportion of goal-
directed actions is higher.

Table 9

Percentages of goal directed and grounding actions in both systems

Initial System Statistical System

Goal directed actions 64.17% 73.23%

Grounding actions 34.69% 25.24%

Rest of actions 1.14% 1.53%

The confirmation and error correction rates were
also improved by the statistical system, as context in-
formation makes possible to require less information
to the user, reducing the probability of introducing
ASR errors. The main problem detected was that when
there was a user input misrecognized with a very high
ASR confidence, this erroneous information was for-
warded to the dialog manager. However, as the success
rate shows, this fact did not have a considerable impact
on the system operation.

As stated above, data-driven approaches to dialog
optimization require an objective criterion that can be
easily measured. However, this type of objective crite-
ria is often not sufficient to completely characterize a
system’s behavior with respect to the subjective expe-
rience of the user. One of the ultimate goals of design-
ing and building spoken dialog systems is therefore
the optimization of the caller experience. This way, we
also asked the users to complete a questionnaire to as-
sess their subjective opinion about the system perfor-
mance. The questionnaire had five questions: i) Q1:
How well did the system understand you?; ii) Q2: How
well did you understand the system messages?; iii) Q3:
Was it easy for you to get the requested information?;
iv) Q4: Was the interaction rate adequate?; v) Q5:
Was it easy for you to correct the system errors? The
possible answers for each one of the questions were
the same: Never/Not at all, Seldom/In some measure,
Sometimes/Acceptably, Usually/Well, and Always/Very
Well. All the answers were assigned a numeric value
between one and five (in the same order as they appear
in the questionnaire). Table 10 shows the average re-
sults of the subjective evaluation using the described
questionnaire.

From the results, it can be observed that both sys-
tems are considered to correctly understand the dif-
ferent user queries and obtain a similar evaluation re-
garding the facility of correcting errors introduced by
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Table 10

Results of the subjective evaluation of the initial and statistical UAH
systems with real users (1 = worst, 5 = best evaluation)

Q1 Q2 Q3 Q4 Q5

Initial System 4.6 3.6 3.8 3.4 3.2

Statistical System 4.7 4.1 4.4 4.5 3.6

the ASR module. However, the statistical system has a
higher evaluation rate regarding the facility of obtain-
ing the data required to fulfill the complete set of ob-
jectives of the scenario and the suitability of the inter-
action rate during the dialog.

7. Conclusions and future work

In order to perceive their environment as intelligent,
users must be able to communicate with it using nat-
ural and flexible interfaces. A solution that is widely
adopted in AmI applications is to use spoken dialog
systems, which allow the user to establish an oral con-
versation with the system. However, current commer-
cial dialog systems are expensive to develop and are
usually designed for specific application domains.

In this paper, we have described a technique for
developing interactive dialog systems which is com-
prised of two main proposals: i) an hybrid dialog man-
agement approach that combines a well known stan-
dard like VoiceXML with statistical estimation of op-
timized dialog strategies, and ii) a user simulation ap-
proach that allows to automatically generate the dialog
corpus with which the statistical classifier is trained,
thus avoiding the high cost of gathering and labeling a
corpus with real users.

The main objective of our work was to reduce the
gap between academic and commercial systems by
reducing the effort required to define optimal dialog
strategies and implement the system. Our proposal
combines the benefits of statistical methods for dia-
log management and VoiceXML. The former provide
an efficient means to explore a wider range of dialog
strategies, whereas the latter makes it possible to bene-
fit from the advantages of using the different tools and
platforms that are already available and simplify sys-
tem development.

We have applied our technique to develop a dia-
log system that provides academic information, and
automatically create VoiceXML documents to prompt
the user for data, as well as the necessary grammars
for ASR while following a statistical transition model
which optimizes the dialog strategy. The evaluation re-

sults show that the technique can predict coherent sys-
tem answers in most of the cases, which are also highly
rated by real users.

For future work we are interested in applying our
proposal to multi-domain tasks in order to measure the
capability of our methodology to adapt efficiently to
AmI contexts that vary dynamically. We also want to
combine our proposal to facilitate the interaction using
also additional input and output modalities which are
different to speech, both including in the DR new fea-
tures related to these additional modalities and com-
bining our proposal with languages and standards de-
fined for multimodal interaction like XHTML+Voice.
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