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Regulatory model for AAL 
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Abstract In this work, authors define a set of principles that should be contained 
in context-aware applications (including biometric sensors) to accomplish the le-
gal aspect in Europe and USA. Paper presents the necessity to consider legal as-
pect, related with pri-vacy or human rights, into the development of the incipient 
context based services. Clearly, context based services and Ambient Intelligence 
(and the most promising work area in Europe that is Ambient Assisted Living, 
ALL) needs a great effort in research new identification procedures. 
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1 Introduction 
In Europe, the concept of Ambient Intelligent (AmI) includes the contextual 
information but expand this concept to the ambient surrounding the people. So, 
electronic or digital part of the ambience (devices) will often need to act 
intelligently on behalf of people. It is also associated to a society based on 
unobtrusive, often invisible interactions amongst people and computer-based 
services taking place in a global computing environment. Context and context-
awareness are central issues to ambient intelligence [40]. AmI has also been 
recognized as a promising approach to tackle the problems in the domain of 
Assisted Living [41].  

Ambient Assisted Living (AAL) born as an initiative from the European Union 
to emphasize the importance of addressing the needs of the ageing European 
population, which is growing every year as [42]. The program intends to extend 
the time the elderly can live in their home environment by increasing the 
autonomy of people and assisting them in carrying out their daily activities. 
Moreover, several prototypes encompass the functionalities mentioned above: 
Rentto et al. [43], in the Wireless Wellness Monitor project, have developed a 
prototype of a smart home that integrates the context information from health 
monitoring devices and the information from the home appliances. Becker et al. 
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[44] describe the amiCa project which supports monitoring of daily liquid and 
food intakes, location tracking and fall detection. The PAUL (Personal Assistant 
Unit for Living) system from University of Kaiserslautern [45] collects signals 
from motion detectors, wall switches or body signals, and interprets them to assist 
the user in his daily life but also to monitor his health condition and to safeguard 
him. The data is interpreted using fuzzy logic, automata, pattern recognition and 
neural networks. It is a good example of the application of artificial intelligence to 
create proactive assistive environments. There are also several approaches with a 
distributed architecture like AMADE [46] that integrates an alert management 
system as well as automated identification, location and movement control 
systems. 

All these approaches are promising applications from an engineering point off 
view, but, no legal aspects are considered in the development. Clearly, an 
important point is the necessity to identify the users of these systems. Before the 
inclusion of biometric sensors, identity and location were the main problems of 
privacy in context applications. Works in the literature have addressed these pri-
vacy problems from two different views, the first one centered in the development 
of frameworks [9] [10] and the second one centered in searching some degree of 
user anonymity [12] [13] [14].  

In [14], these two ideas are combined in a framework with anonymity levels. 
Authors focus on the privacy aspects of using location information in pervasive 
computing applications. The tracking of user location generates a high amount of 
sensitive information. Authors consider privacy of location information as control-
ling access to this information. The approach is a privacy-protecting framework 
based on frequently changing pseudonyms, so users avoid being identified by the 
locations they visit. Agre [8] has advocated an institutional approach that casts 
privacy as an issue not simply of individual needs and specific technologies, but 
one that arises from recurrent patterns of social roles and relationships. 

The inclusion of biometric technology has legal implications because it has the 
potential to reveal much more about a person than just their identity. For instance, 
retina scans, and other methods, can reveal medical conditions. Thus biometric 
technology can be a potential threaten to privacy [15]. European and American 
judges [16] have categorized privacy as taking three distinct forms. These includes 
[17]: a) physical privacy or freedom from contact with other people; b) decisional 
privacy or the freedom of the individual to make private choices about the person-
al and intimate matters that affect her without undue government interference and 
c) informational privacy or freedom of individual to limit access to certain person-
al information about oneself.  Obviously, biometrical technology is related with 
the a) and c) issues. Biometric identification, of course, is not a new technology. 
Introduced more than a century ago, fingerprint technology is perhaps the most 
common biometric identification technique. Thus the social risk [18] associated to 
this technology is not new. However, technological advances, among other factors 
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[19], have increased the social risk associated to technique because: a) they have 
reduced the social tendency to reject its use; b) they have allowed their widespread 
use [20] and c) they have enabled to obtain more sensitive information on the sub-
ject. 

The Ontario’s Privacy Commissioner, Dr. Ann Cavoukian, in the 90’s, ad-
dresses the ever-growing and systemic effects of Information and Communication 
Technologies, creating a new concept “Privacy by Design” [21]. The idea is that 
privacy cannot be assured solely by compliance with regulatory frameworks; ra-
ther, privacy assurance must ideally become an organization’s default mode of op-
eration. In ubiquitous computation, the initially concept extends to systems, busi-
ness practices; and physical design and infrastructure. Principles of Privacy by 
Design should be applied with special emphasis into sensitive information such as 
biometric information and in particular medical information. The objectives of 
Privacy by Design are ensuring privacy and personal control over one’s informa-
tion and it is based on the following foundational principles:   proactive not reac-
tive; preventative not remedial; privacy as the default; privacy embedded into de-
sign; full functionality; end-to-end lifecycle protection; visibility and 
transparency; and respect for user privacy. These principles should help to the de-
velopment of some applications in some scenarios, but they need strong founda-
tions to be applied in any situation. Specified rules, in specific domains, allows 
faster developments and general principles define these specific rules.  

Some results of public consultation by the European Commission, late 2009, 
on how the current legal framework for data protection could best deal with the 
challenges of globalisation and technological change, suggest that ‘Privacy by De-
sign’ will probably be introduced as a new principle – not only relevant for re-
sponsible controllers, but also for vendors and developers. Specific areas such as 
RFID, social networking sites or cloud computing, open the scope for “Privacy by 
Default” settings.    

2 Legal issues in Biometric Identification  
Any legal system geared towards fundamental rights protection in the use of bio-
metrics techniques should take account of the following features of this technolo-
gy as it is drawn up [34]: 

 That biometric data are unique and permanent. One of the major problems cur-
rently posed by biometrics is that an item of biometric data cannot be revoked
when it is compromised, then it’s necessary that legislators make provision for
cases in which biometric data are usurped, establishing appeal or remedial me-
chanisms for victims.
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 Biometrics is based on probability. This is the reason for the application of a
false-rejection rate and a false-acceptance rate. The legal system should include
effective appeal procedures for victims of erroneous rejection.

In addition, the regulatory model should neutralise the risks involved in the
personalization respect the potential breaches of the fundamental rights (inter alia, 
non discrimination, due legal process). In Europe, this problem has been analysed, 
case by case [35] in the light of the Directive 95/46/EC of the European Parlia-
ment and of the Council of 24 October 1995 on the protection of individuals with 
regard to the processing of personal data and on the free movement of such data, 
and it’s possible conclude that the legal solution to this problem is based in the 
following principles:  

 Special protection to particular categories of data: data which are capable by
their nature of infringing fundamental freedoms or privacy should not be
processed unless the data subject gives his explicit consent; whereas, however,
derogations from this prohibition must be explicitly provided for in respect of
specific needs, in particular where the processing of these data is carried out for
certain health-related purposes by persons subject to a legal obligation of pro-
fessional secrecy or in the course of legitimate activities by certain associations
or foundations the purpose of which is to permit the exercise of fundamental
freedoms ( Recitals 33 and 34 of the Directive)

 Automated individual decisions- The data subject shall have the right not to be
subject to a decision which produces legal effects concerning him or her or sig-
nificantly affects him or her and which is based solely on automated processing
of data intended to evaluate certain personal aspects relating to him or her, such
as his or her performance at work, reliability or conduct, unless the decision is
expressly authorised pursuant to national or Community legislation or, if neces-
sary, by the European Data Protection Supervisor. In either case, measures to
safeguard the data subject's legitimate interests, such as arrangements allowing
him or her to put his or her point of view, must be taken. (Article 19 of the
Regulation (EC) No 45/2001 of the European Parliament and of the Council of
18 December 2000 on the protection of individuals with regard to the
processing of personal data by the Community institutions and bodies and on
the free movement of such data).

 Accountability: mean that a responsible organization should be able to demon-
strate compliance with its data protection obligations. This would stimulate the
use of Privacy Impact Assessments and Privacy Audits.

3 Principles of a regulatory model  
Society as a whole needs to be aware of the obligations and rights that are ap-

plicable in relation to the use of context-aware applications with biometric sen-
sors. Therefore it makes sense to create a regulatory model for the collection, use 
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and dissemination of biometric information. In that regard, there’re several options 
like laissez faire approach, self-regulation, public regulation [36][37][38]. Under a 
laissez faire regime, no authority requires businesses to disclose their biometric 
policies to consumers. Therefore, it would be difficult for customers to compre-
hensively weigh the alternatives. The self regulation is not sufficient because en-
tails one big drawback: the lack of enforcement. The last alternative deals with 
binding legislation with effective, proportionate and dissuasive sanctions for in-
fringements. This model should duly take into account: 

 Central axiological elements: The protection of human dignity, fundamental
rights and in particular the protection of personal data, are the key issues of
regulatory model.

 Principles: This regulatory model and a range of implementing measures needs
to be adopted to complete the legal framework, should duly take into account
some general principles.

From our point of view, the general principles that should be taken into ac-
count could resume in the following ones: 

 Public objective driven vs. technology driven: the legal treatment for context-
aware applications should not be ‘technology-driven’, in the sense that the al-
most limitless opportunities offered by new technologies should always be
checked against relevant human rights protection principles and used only inso-
far as they comply with those principles [39].

 Proportionality: requires that measures implemented should be appropriate for
attaining the objective pursued and must not go beyond what is necessary to
achieve it. The use of biometrics should not in principle be chosen if the objec-
tive can also be reached using other, less radical means.

 Reasonability: reasonableness of a measure is therefore to be adjudged in the
light of the nature and legal consequences of the relevant remedy and of the re-
levant rights and interests of all the persons concerned

 Data governance: is a useful principle that covers all legal, technical and orga-
nizational means by which organizations ensure full responsibility over the way
in which data are handled, such as planning and control, use of sound technolo-
gy, adequate training of staff, compliance audits, etc. [39]

 Human rights protection by design: human rights protection requirements
should be an integral part of all system development and should not just be
seen as a necessary condition for the legality of a system [39].

 Best Available Techniques: shall mean the most effective and advanced stage
in the development of activities and their methods of operation which indicate
the practical suitability of particular techniques for providing in principle the
basis for ITS applications and systems to be compliant with Human rights pro-
tection requirements [39].
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 Precautionary: where there is scientific uncertainty as to the existence or extent 
of risks to human rights, the institutions may take protective measures without 
having to wait until the reality and seriousness of those risks become fully ap-
parent. 

 Technology neutrality: regulatory framework must be flexible enough to cover 
all techniques that may be used to provide context-aware applications. 

These principles should be considered in context aware applications to include 
legal requirements in analysis and design phases of software development, and, at 
the same time, national and international regulations should consider the new ca-
pacities of technology applied in this kind of systems. 

4 Regulatory model for AAL Developments  
Several AAL developments have been carried out in our laboratory, a com-

plete description could be consulted in [47][48][49]. In these applications, the 
provisioning of the services occurs automatically in the Context Engine as the 
right context is found to each user: Role, Zone, Location, etc…  

In [48], elders can specify personal activities they would like the house to au-
tomate (temperature control, light control, music control, etc.). For a grandfather 
sitting in a wheelchair with an RFID-tag, who usually takes his medications be-
tween 10am and 11am, the following rule is discovered by the system: 

 
ScenarioI: Taking Medication + Elderly  

Event part: When the wheelchair (it is supposed to be the elderly 

person) with RFID-tag is detected in the TV room, 

Condition part: (and) it is the first time between 5 am and 6 am, 

Action part: (then) turn on the TV room light,(and) turn on the TV 

and display the morning news, (and) displays the MEDICATION’S ALERT 

on the PDA screen 

       
 
 
 
 
 

 
 
 

 

Scenario II: Routine Doctor Appointment + Elderly+ Blind 

Figure 3 – Services offered to adult users in the kitchen  
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Event part: When Mrs. Rose Mary is getting close to the kitchen 

its PDA is located, 

Condition part: (and) it is about to be the 15th day of the current 

month 

Action part: (then) turn on the PDA and the VoIP functionality 

will alert through a voice message “Mrs Rose Mary you have an ap-

pointment today with Dr. Princeton at 4pm” 

 
 

 
                   

 
 

As an illustrative example, the rule of scenario I is evaluated in order to offer 
the appropriate services to the elderly woman who is in the TV room. The intelli-
gent home is able to know the location of each person at home (using cameras or 
wifi), identify each one (using cameras or wifi), correspond each mobile device 
with people who carry out, and apply context-rules to inform each user. In this 
simple example, some legal consideration should be done, following the principles 
of the proposed regulatory model: 

 Public objective driven vs. technology driven: the device could offer higher 
level functionalities in an automatic way but considering public goal and “the 
principle of the independence of will”, the device should be configured in order 
to capture the information defined by the user. 

 Proportionality: the identification system does not need a personal recognition 
based on cameras only the identification of the device is necessary. 

 Reasonability: in this application the message send to the user could be turn off 
(other applications need to be always turn on, for example, in a hospital the 
message should send to medical assistance to be considered in any case ). 

 Data governance: the whole system is under personal data privacy law. 
 Human rights protection by design: user should be able to configure the way in 

which the alarm is showed in order to avoid the publicity of the personal situa-
tion to other people at home. 

  Best Available Techniques: the designed devices should consider the mini-
mum effort from the user and a low cost. 

 Precautionary: the technology involved should be tested to avoid healthy prob-
lems as to interfere with medical devices. 

Figure 4 – Services offered to adult users in the kitchen  
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 Technology neutrality: the functionalities should be open to any device with
similar technology.

These legal principles define the deployment of the system and technology and 
devices to be used, they impose several requirements on software development 
and they bring a new way to define AAL applications. 

5 Conclusions 
In this paper, we present the necessity to consider legal aspect, related with pri-

vacy or human rights, into the development of the incipient context based services. 
Clearly, context based services and Ambient Intelligence (and the most promising 
work area in Europe that is Ambient Assisted Living, ALL) needs a great effort in 
research new identification procedures. These new procedures should be non-
intrusive, non-cooperative, in order to the user be immersed in an Intelligent Envi-
ronment that knows who is, where is and his/her preferences. These new para-
digms should be development accomplished the legal issues to allow users be citi-
zen maintaining their legal rights. 
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