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A model of surface growth given by a two-dimensional discrete, driven, damped sine-Gordon 
equation is studied using Langevin dynamics. Our large-scale simulations show that the equilib­
rium Kosterlitz-Thouless roughening transition splits into two crossovers (or transitions) under the 
external force of, e.g., vapor-surface chemical potential difference. Three different regimes are char­
acterized in terms of roughness, growth rate, and height-height correlations-the onset of a rough 
phase is accompanied by the suppresion of oscillatory growth. Our results are interpreted consis­
tently within a renormalization group framework. We discuss the generality of our conclusions and 
propose specific comparisons with experiments. 

I. INTRODUCTION 

Roughening transitions play significant roles in three­
dimensional (3D) crystal growth. Therefore, their study 
is very important both from fundamental and applied 
viewpoints. 1 Equilibrium roughening transitions are by 
now well understood2 and most of them belong to the 
Kosterlitz-Thouless (KT) class. 3 Much less is known 
about the nature of the transition in the presence of ex­
ternal driving (corresponding, e.g., to the chemical po­
tential difference between surface and vapor or to liquid 
undercooling when growing from melts). Kinetic rough­
ening was first studied in Refs. 4-6 in the framework 
of the renormalization group (RG). A more careful mi­
croscopic analysis 7 led to the conclusion that the tran­
sition was smeared by the driving, and experiments on 
hcp helium-4 (Ref. 8) were interpreted as supporting this 
conclusion. Recent analyses yielded basically the same 
conclusion9 in spite of some disagreement on the details 
of the RG procedure. IO Our aim here is to gain insight 
into this problem by Langevin Dynamics (LD) simula­
tions on large two-dimensional (2D) lattices. 

With the above motivation, we consider the following 
2D discrete sine-Gordon potential introduced inll 

v = ~ L(cPi - cPj)2 - LCOScPi' 
(i,j) i 

(1) 

with cPi continuous variables on a square lattice. The first 
term describes the interaction energy between a column 
at site i and its nearest neighbors, representing surface 
tension, and the second term favors cPi to be 21l'n (so 
we can identify cP = 21l'h, h being the height) and is di-
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rectly related to periodic pinning potential effects of the 
lattice. The equilibrium roughening temperature was de­
termined in Refs. 11 and 12, in very good agreement with 
RG predictions. Furthermore, recent experimentsl3 on 
growth of GaAs by metalorganic vapor phase epitaxy ex­
hibit morphologies very similar to those reported in Ref. 
11. These data suggest that this model captures much of 
the essential physics of surface growth phenomena. 

The remainder of the paper is organized as follows. In 
Sec. 11, we summarize our simulation procedure, namely, 
Langevin molecular dynamics. Subsequently, we present 
our results in detail, discussing the dependence of growth 
rate, roughness, and height-height correlation function on 
temperature. By this means, we are able to character­
ize the behavior of our model in terms of three different 
regimes, thus providing a quite comprehensive picture of 
its dynamics. In Sec. Ill, we discuss our results in the 
framework of RG ideas, and consistently interpret our 
findings in terms of competition between renormalized 
driving strength and renormalized periodic potential. All 
of these considerations lead us to the conclusion that the 
equilibrium KT transition splits in two rapid crossovers, 
which we summarize in Sec. IV. We close this section 
and the paper by comparing our results on our surface 
growth model to similar phenomena in related models, 
and by proposing how our predictions can be experimen­
tally verified. 

11. LANGEVIN MOLECULAR 
DYNAMICS RESULTS 

We study model (1) by LD, i.e., by numerically inte­
grating the coupled Langevin equations of motion for cPi, 
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~i - a4>i = 2:(4)j - 4>i) + sin4>i + I + ei(t), (2) 
(i,j) 

where dot means time derivative, I represents the driv­
ing, and ei(t) is a Gaussian white noise of zero mean and 
variance (ei(t)ej(t') = 2aT c5ij c5(t-t'), in units such that 
kB = 1. A dissipation coefficient a has been introduced 
with the requirement that we are in the overdamped 
regime. Our numerical procedure is a fast 14 implementa­
tion of a stochastic Runge-Kutta method,15 which allows 
the study of very large lattices on workstations, without 
resorting to a massively parallel computer. 11 These major 
computational advances make LD an attractive method 
for nonequilibrium statistical mechanics problems, such 
as surface growth and many other condensed matter 
issues. 16 In particular, it allows us to realistically explore 
mesoscopic dynamics, as well as simple thermodynamic 
quantities. We integrated Eqs. (2) for long times, up to 
104 time units, for a number of values of temperature, 
driving, and dissipation. L x L lattices up to L = 1024 
sites with periodic boundary conditions were used, most 
of the simulations being performed on L = 256 systems 
after it was verified that our main results did not depend 
strongly on L. 

Figure 1 collects the results of our simulations for the 
growth rate. The instantaneous growth rate, v(t), is de­
fined as the lattice average of 4>, (4))/, and the growth 
rate, v, is the average of v (t) over the duration of the run 
excluding transients. Three regimes are clearly distin­
guishable: Regime I (low temperature), where the surface 
does not grow on the timescale of our simulations; regime 
11 (middle temperature), where growth is nonlinear with 
respect to the driving (Le., v < aI); and regime III (high 
temperature), where v '" al. Results for very differ­
ent (overdamped) dissipation values are qualitatively the 
same. The crossover between regimes 11 and III can be 
estimated (data for I = 0.01 are not very reliable be-
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FIG. 1. Scaled growth rate v/{aI) vs temperature. Driving 
values are as indicated in the figure. Dissipation is er = 1 
(empty symbols) or er = 10 (full squares). The inset is v vs 
I; lines are isotherms for T = 3,5,7,10,18,26,31 from the 
bottom to the top (the last two on top of each other). 

cause fluctuations of v are of the order of magnitude of 
v itself) to occur around T = 81T. In our units, this is 
the equilibrium roughening temperature. 11 On the other 
hand, the transition from regime I to regime 11 is quite 
sharp for all values of I. 

The inset in Fig. 1, where isotherms are plotted, sheds 
light on the three regimes: Thus, the 11-+111 crossover is 
revealed in this plot by the superposition of all isotherms 
above T = 81T, where the growth rate is linearly propor­
tional to the driving for all values of I [Le., the free Ohmic 
response regime, v = aI (Ref. 16)]. Below this tem­
perature, isotherms tend asymptotically to this T = 81T 
one with increasing driving. Finally, regime 11 is seen to 
have two subregimes separated by a smoother crossover 
(associated with the marked change in slope in the v-T 
plot, see Fig. 1): For low temperatures, v is not linear 
in I, while higher temperatures exhibit linear behavior 
(but not the free Ohmic response of regime Ill). Regime 
11 is analogous to one-dimensional (ID) nucleation of 
solitons;17 in terms of that physical picture, for tem­
peratures just above the 1-+11 transition growth is field 
induced, becoming thermally induced for higher temper­
atures. As for regime I, the fact that for the very long 
times of our simulations the surface does not grow agrees 
with the expected extremely small probability of ther­
mally creating a critical nucleus in 2D. 

Figure 2 shows the signatures of the three regimes in 
the roughness, w 2 == ((4>; - (4)i)n)/. Plotted values are 
those of w 2 at t = 700, a long time after transients have 
ceased; longer runs give the same results. The most 
striking feature is the presence of a well-defined jump 
in the roughness dependence on temperature. The tem­
perature at which this jump takes place decreases with 
increasing driving and coincides with that of the 1-+11 
crossover for all values of I. Remarkably, the tempera­
ture dependence of roughness in region I is independent 
of the driving within an accuracy better than 1 %. After 
the jump, in region 11, there are clearly visible oscilla­
tions in the roughness dependence on I. The origin of 
these oscillations can be understood by examining the 
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FIG. 2. Roughness w 2 vs temperature for the same drivings 
and dissipation as in Fig. 1. 
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simulation for a case in region 11 shown in Fig. 3. Note 
that in this regime, height is approximately linearly pro­
portional to time, see inset in Fig. 3; however, it can 
also be appreciated from the plot that the growth is not 
truly linear but has an oscillatory component. The same 
phenomenon is found everywhere in region 11, with both 
the period and the amplitude of the oscillations decreas­
ing with increasing temperature. It is very important to 
note that the evolution of roughness in this regime is not 
independent of that of the height, as demonstrated in 
Fig. 3: Maxima (minima) of the roughness always occur 
shortly after the surface crosses (2n + 1)7r (2n7r). This 
provides an insight to the growth mechanism operating in 
this region, which is confirmed by direct plots of the sur­
face height profile. Namely, growth from 2n7r proceeds 
by developing fluctuations, which reach the immediately 
following potential minimum, thus giving rise to an in­
crease of the roughness. Driving is responsible for these 
fluctuations appearing preferentially in the direction of 
the growth. When there are many parts of the surface at 
the next minimum, they help raise the rest of the surface 
to that height, leading to a decrease in the roughness. 
The analogy with ID nucleation theory17 is evident again 
and, correspondingly, oscillatory growth becomes undis­
tiguishable from thermal fluctuations when crossing over 
from field-induced to thermally induced growth. 

Further information can be extracted from the height 
difference correlation function, C(r) == ([</l(r + r') -
</l(r')]2), which is power law above the roughening tem­
perature and exponential, with finite correlation length, 
below the equilibrium transition.1 ,2 Figure 4 shows that 
in region I correlations are of finite range, saturating 
rapidly with distance. Moreover, the correlation function 
does not depend (after an initial transient) on the dura­
tion of the run, Le., it does not evolve in time. On the 
other hand, in regions 11 and III correlations show power­
law behavior for small r. Simulations for the highest tem­
peratures, near the 11-+111 transition, support the fact 
that the correlation is still evolving in time and the cor­
relation length is developing towards its maximum, the 
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FIG. 3. Roughness vs surface height for 1= 0.1, ex = 1, and 
T = 7. The inset is height vs time for the same simulation. 
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FIG. 4. Height difference correlation functions G(r) for 
I = 0.1 and ex = 1, for different values of temperature. 

system size. On the contrary, close to the 1-+11 crossover, 
numerical results indicate that the correlation length is 
finite. Importantly, at the 11-+111 crossover temperature, 
the slope of the correlation function passes through the 
universal value 8 (in our units) (Refs. 4 and 11) related 
to the equilibrium roughening transition. From our sim­
ulations, this value turns out to be almost independent 
of the temperature in a large range of driving forces (see 
Fig. 1), suggesting that the 11-+111 crossover is insensitive 
to the driving. 

Ill. DISCUSSION 

We now attempt to understand the above numerical 
findings on the basis of previous theoretical work.4- 1O 

We propose that the appearance of the three regimes 
arises from the competition of different terms in inter­
action (1) for dominance under renormalization. Thus, 
the 1-+11 transition corresponds to the (renormalized) 
driving strength being such that it allows the surface 
to overcome the (thermally softened) periodic potential. 
To use a simple analog, it is the inflection point where 
the tilt of a washboard allows a marble to begin run­
ning down. This interpretation is consistent with the 
fact that the crossover temperature decreases with in­
creasing driving: Larger drivings are able to overcome 
larger potential barriers. In regime I, the periodic pin­
ning potential is the dominant effect, and therefore, the 
results should be independent of the driving, as indeed is 
the case. Then we enter region 11. The motion of the sur­
face, in spite of being able to evolve from one well to the 
next and grow, is still not free, as the effective potential 
is not renormalized to zero. This is why growth in this 
region shows oscillations and the growth rate increases 
with increasing temperature. Furthermore, the "wash­
board picture" is directly connected with the oscillations 
in height and roughness reported above: The surface, al­
though it never stops growing, stays longer in the (still 
present, but metastable) minima of the potential, and its 
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motion is assisted by fluctuations; thus, the oscillatory 
behavior characteristic of field-induced growth. As tem­
perature increases, the effective potential is smaller, and 
the influence of thermal fluctuations becomes more visi­
ble, leading to disappearance of the oscillations into ther­
mally induced growth. Eventually, temperature reaches 
a value around 871" at which the periodic potential renor­
malizes to zero and becomes (RG) irrelevant for all driv­
ing values. This point marks the transition to fully free 
growth, II--+III in our language, which is also manifested 
by C(r). This is consistent with the II--+III transition 
being a purely thermal phenomenon and hence indepen­
dent of the driving. Alternatively, we can say that the 
II--+III transition is to an infinitely rough growing inter­
face, which averages the periodic potential to zero. We 
have attempted to formalize our ideas in the framework 
of the overdamped limit, and we have found that if the 
force is introduced adiabatically, it renormalizes indepen­
dently of the potential strength, much in the same way 
we have described. Note that below the KT transition 
there may be other transitions that RG is incapable of de­
scribing. Furthermore, the two candidate transitions are 
also related to dynamical symmetry changes in motion. 

IV. CONCLUSIONS 

In summary, our large-scale LD simulations strongly 
indicate that the equilibrium roughening transition splits 
into two transitions (or crossovers) in the presence of 
driving. We have provided a physical interpretation 
of our numerical simulations that is consistent with an 
RG picture. It is important to note that the frame­
work we provide here is also consistent with experimen­
tal results, in particular regarding the dependence of 
the growth rate on temperature: See, e.g., Fig. 5 in 
Ref. 8, which may provide direct evidence for the I--+II 
crossover; oscillatory growth has also been demonstrated 
experimentally.21 From this viewpoint, the notion of a 
smeared t~ansi tion 7 ,10 is incomplete for understanding 
the dynamics of surface growth. Instead, a picture like 
the one we propose in terms of two crossovers better de­
scribes the physics. 

We suggest that this transition splitting scenario may 
be quite general in this class of systems. Simulations of a 
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