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Measurement of Myocardial Wall Thickening from 
PET/SPECT Images: Comparison of Two Methods 

Marissa L. Bartlett, Irene Buvat, Juan Jose Vaquero, David Mok, Vasken Dilsizian, and 
Stephen L. Bacharach 

Purpose: We compared two methods for measuring myocardial wall thick-
ening from nuclear medicine perfusion scans. The first method uses the percent 
change in peak activity, and the second method models a profile measured 
across the myocardium. 

Method: Mathematical simulations of the myocardium were used. In addi-
tion, images with PET or SPECT resolution were created from real MR im-
ages. Known amounts of noise were then added. 

Results: The percent peak thickening (%PT) is nonlinear with true percent 
thickening, especially for PET resolutions [7 mm full width at half-maximum 
(FWHM)]. For the peak method, low levels of noise (10%) introduced an error 
of 8%PT for PET and of 16%PT for SPECT. Additional smoothing reduced 
these errors. For the fitted model, at 10% noise, the error in thickening was 
large: 2.3 mm for PET and 7.8 mm for SPECT. 

Conclusion: The fitted model works well only with good resolution and low 
noise (e.g., 7 mm FWHM and 10%). The peak method is also sensitive to noise, 
especially for poorer resolutions. Additional smoothing gives more reliable 
results for the peak method but not the fitted method. The peak method is 
therefore the more generally reliable, but even this method may only allow 
classification of myocardial thickening into broad categories. 

Index Terms: Heart-Emission computed tomography-lmage registration. 

There is currently much interest in quantifying 
myocardial thickening from perfusion images of the 
heart. Two methods have been proposed: one that 
measures the change in myocardial brightness from 
end-diastole (ED) to end-systole (ES) (1) and an-
other that estimates the width of a myocardial pro-
file by modeling its shape (2). Both of these ap-
proaches are of use in obtaining an estímate of myo-
cardial thickening, but both also have important 
limitations. The aim of this article is to compare 
these two methods and to describe the strengths 
and weaknesses of each. 
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The first method involves measuring the maxi-
mum (i.e., peak) pixel value in sorne section of the 
myocardium, at ED and again atES. The difference 
between these two values is related to myocardial 
thickening. However, because pixel values depend 
on uptake as well as on myocardial width, it is not 
possible to estímate absolute thickening with this 
method. Instead, the percent thickening is calcu-
lated as the change in peak value from ED to ES 
divided by the peak value at ED. This method has 
been widely adopted for planar imaging, SPECT, 
and PET and is reported to give clinically useful 
results (3-8). 

Changes in peak intensity can be used as a mea-
sure of myocardial thickening because the maxi-
mum brightness of the myocardium is related to its 
width via the partial volume effect (9). For widths 
less than about twice the full width at half-
maximum (FWHM) of the system resolution, a 
change in width causes a change in peak pixel 
value. However, the relationship between peak in-
tensity and width is highly nonlinear, especially for 
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better resolutions (10, 11). Ata given resolution, the 
same thickening can result in very different changes 
in peak intensity (including no change at all) de-
pending on the myocardial width. This nonlinearity 
becomes less marked as the resolution degrades, 
although only at the cost of smaller changes in peak 
intensity for the same changes in width. 

Because of these difficulties, another approach 
has been proposed (2). In this method, a count pro-
file is measured across the myocardium from endo-
to epicardium. This profile is fit to a model that is 
assumed to represent the real myocardial uptake 
underlying the PET or SPECT heart image. The 
theory is that, for a system with perfect resolution, 
a profile across the myocardium resembles a square 
wave in which the height of the square wave indi-
cates the (uniform) value of uptake in the myocar-
dium and nonzero values on either side of the 
square wave indicate the activity in the blood pool 
and outside the heart. A profile measured from a 
PET or SPECT image is thus a blurred version of 
this underlying square wave profile; so a blurred 
square wave can be fit to the measured profile to 
estímate the myocardial width. This method was 
reported by Porenta et al. (2) to estímate myocardial 
width reasonably well but to have large errors for 
thickening estimates. 

In this article, these two methods are compared: 
the peak method and the fitted square wave model. 
W e made use of mathematical simulations and al so 
of gated cardiac MR images. The MR images were 
manually segmented and then used to create artifi-
cial PET and SPECT images. Myocardial width and 
thickening could be measured very accurately from 
the segmented MR images and compared with re-
sults from the MR-based PET and SPECT images 
for each of the two methods. The effects of image 
resolution, background, shape of profile, and noise 
were investigated for each of the two methods. 

MATERIALS AND METHODS 

Both of the proposed methods depend on con-
structing profiles across the myocardium. By "pro-
file," we mean a plot of image intensity versus dis-
tance, starting in the center of the left ventricle 
blood pool and moving perpendicular to the heart 
wall toa pointjust outside the epicardium. The first 
method-the peak method-consists simply of 
measuring the peak value of such an activity profile, 
at ED and again at ES. The percent change in peak 
value is then calculated, i.e., (peak value at ES -
peak value at ED)/peak value at ED. 

The second method-the fitted model method-is 
more complicated and requires severa! steps. Our 
implementation was as follows: (a) Estímate back-
ground on each si de of the myocardium as the mode 
of profile values <60% of the peak (profile values 

extended -50 mm from the center ofthe heart); (b) 
set up a template of a square wave with the esti-
mated background levels on each side; (e) convolve 
the template with a Gaussian of the required 
FWHM; (d) calculate the correlation of the blurred 
template with the measured pro file; and (e) repeat 
steps b-d with a series of templates of different 
widths. The estimated width is the width of that 
template that correlates best with the measured pro-
file. 

Our implementation of the fitted model method 
differed slightly from that of Porenta et al. (2) in that 
we estimated background separately prior to fitting 
the measured profile. We chose this implementation 
because, at the high noise levels and high resolution 
we wished to study, we found that fitting for all the 
parameters simultaneously caused the fitting to oc-
casionally fail. Porenta et al. (2) presumably did not 
encounter this difficulty because they smoothed to 
a resolution of 10.5 mm and also averaged time 
points together to reduce noise. 

Images 

Gated multislice MR images were collected from 
five men, three with coronary artery disease and 
two volunteers with no known cardiac disease (av-
erage age 44 years, range 24-61 years). The images 
were acquired on a 1.5 T GE Signa as short axis 
slices, 10 mm thick, with pixel size ranging from 
1.37 to 1.56 mm. A cine multislice technique was 
used (flip angle = 40°; TR, RR interval; TE, 20 ms). 
The gating sequence was initiated at ED from an 
ECG signal. For all but one subject, the gated im-
ages were collected over the whole cardiac cycle (8 
or 16 gates/cycle), and the size of the heart cavity 
was used to visually select the ES image. In one 
case, images were collected only from ED toES (10 
gates). Between 1 and 3 midventricular slices were 
selected in each subject, giving a total of 11 slices. 
Sorne subjects had only one slice selected, because 
certain of the MR slices were not of the very high 
quality necessary to accurately identify the myocar-
dial edges. 

Myocardial borders were hand drawn on each ED 
and ES MR image. Myocardial pixels were set to 
100 and all other pixels to 15 (a myocardial/ 
background ratio typical of our clinical fluorode-
oxyglucose PET studies). The myocardium was 
then divided into 16 equal-angle sectors, and the 
true width of each sector was measured using a 2D 
version of the method by Beyar et al. (12). 

The MR images were also used to create artificial 
PET and SPECT images. The resulting PET/ 
SPECT images were "artificial" in the sen se that 
the underlying activity levels were forced to be uni-
form. Also, no attempt was made to model the ef-
fects of scattered photons or, for the SPECT im-
ages, the effects of attenuation. However, the car-
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diac anatomy, wall thickness, cardiac motion, 
etc.-all the morphological features in space and 
time-were those of the actual subjects. 

These MR-based PET and SPECT images were 
created in the following way: After manual segmen-
tation, the MR image was convolved with a 2D filter 
to give typical PET or SPECT acquisition resolu-
tions of 7 and 14 mm FWHM, respectively. If re-
quired, noise was added as described herein. To 
form profiles, each image was zoomed by a factor of 
4 using a sine interpolation (13), recast in polar co-
ordinates around a manually eh osen center, and di-
vided into 16 sectors. Por each sector, a profile 
across the myocardium was created by averaging 
pixel values along the width of the sector. That is, 
pixels at radius r = 1 in a given sector were aver-
aged to produce the first point in that profile, values 
at radius r = 2 were averaged to produce the sec-
ond point, and so on, radially outward from the 
center of the blood pool. 

lt is common for additional smoothing to be ap-
plied after image acquisition to reduce noise. There-
fore, we investigated both smoothed (postrecon-
struction) and unsmoothed profiles derived from 
the PET and SPECT MR-based images. We chose a 
simple Gaussian filter with an PWHM wide enough 
to mimic the resultant resolution often obtained in 
clinical PET and SPECT images. Specifically, pro-
files were smoothed so as to add an additional 7 mm 
to the PWHM: Por example, profiles from MR-
based PET images were blurred with a 12.1 mm 
PWHM Gaussian, so that the final PWHM was 14 
mm (by sum of squares). Thus, profiles from PET 
images had PWHMs of 7 mm (the acquisition reso-
lution) and 14 mm (after additional smoothing), and 
profiles from SPECT images had PWHMs of 14 mm 
(the acquisition resolution) and 21 mm (after addi-
tional smoothing). 

Noise 

It was important that the noise added to the MR-
based images represent real image noise. Conse-
quently, images of a uniform phantom were col-
lected by PET or SPECT scanners, as appropriate. 
The PET noise images were collected on a GE Ad-
vance PET scanner in 3D mode with a 2 mm pixel 
size, a slice thickness of 4.25 mm, and an image 
resolution of 7 mm PWHM. The SPECT noise im-
ages were collected on an ADAC Vertex with 3.2 
mm pixels andan image resolution of 14 mm. Mul-
tiple slices of the phantom were collected at multi-
ple time points, to give many realizations of the 
same uniform noise. Each noise image was pro-
ces sed as follows: (a) The whole image was resam-
pled to 1.56 mm/pixel (to match MR pixel size); (b) 
the mean value was subtracted so that the image 
values varied around zero; (e) the image values 

were multiplied by the required factor to scale the 
SD to the desired noise level. 

Because the phantoms were scanned and recon-
structed on the clinically used PET and SPECT 
scanners, the characteristics ofthe noise (frequency 
components and correlation) matched those that 
would be observed in PET or SPECT clinical im-
ages. The additional smoothing described was ap-
plied postreconstruction in the same way as clinical 
images are smoothed postreconstruction, thus again 
preserving the appropriate noise characteristics. 

W e al so compared the mean pixel value in the 
phantom to myocardial values typical in a patient: 
The SD ofthe phantom's pixel values could then be 
used to calculate typical patient noise levels. In 
PET, we found noise levels of ~25-40%, assuming 
myocardial activities of 500-1,000 nCi/cc for a sin-
gle gated slice. Averaging three slices or three time 
points (e .g., 2) would reduce this to noise levels of 
15-25%. Por SPECT, typical noise was in a similar 
range: 20-30% for a single gated slice. We therefore 
decided to study noise levels of 10, 20, and 40%. 
Por each noise level, for each of 11 slices, we cre-
ated 10 noisy realizations ofboth ED andES images 
(i.e., a total of660 images), plus 1 noise-free version 
of each slice at ED and ES (22 images). This was 
done at both PET and SPECT resolutions. 

Profiles were measured from each of the images 
listed and were processed both with and without 
additional smoothing. To avoid confusion, profiles 
will be referred to by the amount of noise in the 
image from which they were obtained. 

Mathematical Simulations 

As well as images, we used simple mathematical 
simulations to investigate the effect of different 
background levels and to investigate the importance 
of the underlying shape of the profile. The effect of 
background was studied by constructing myocardi-
al profiles as square waves with nonzero values on 
either side of the central value. The effect of profile 
shape was studied by constructing "square" waves 
with linearly sloping sides. The slope was specified 
as the distance under the side, starting at half the 
central value, measured as a percentage of the 
width of the profile (PWHM). The same slope was 
applied to both sides of the profile. These simulated 
profiles were then blurred with a Gaussian, 7.5 mm 
PWHM. Based on a review of real PET short axis 
images, we studied background levels of O, 10, 15, 
20, and 50% of myocardial activity. Similarly, a re-
view of the 176 profiles from the unblurred MR im-
ages suggested that typical slopes in the sides of an 
underlying profile were 20-40%. We therefore in-
vestigated O, 10, 20, and 40% side slope. 
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RESULTS 

Image Resolution 

To investigate the theoretical relationship be-
tween the peak of a profile and its width, we used 
mathematical simulations of a square wave with 
zero background and perpendicular sides. In Fig. 1, 
the profile peak is plotted against width for a num-
ber of different resolutions. Clearly, the relation-
ship is highly nonlinear, especially for sharper res-
olutions. Therefore, the same percent thickening 
can give very different percent changes in peak, 
depending on the initial myocardial width. Recall 
that the peak method can measure only percent 
thickening. We will refer to the units of this calcu-
lation as percent peak thickening (%PT). As an ex-
ample, for 7 mm resolution, Fig. 1 shows that a 
thickening from 5 to 10 mm (100% thickening) will 
be measured as (91 - 60)/60 = 51%PT, whereas the 
same 100% thickening from 10 to 20 mm will be 
measured as (100 - 91)/91 = 10%PT. 

We used the noise-free versions ofthe MR-based 
PET and SPECT images to study the consequences 
of this nonlinearity in real hearts. Figure 2 plots the 
%PT against the true percent thickening for both 
unsmoothed and smoothed profiles from MR-based 
PET and SPECT images. Linear correlation coeffi-
cients and standard errors of the estima te (SEE) are 
given in Table l. 

The data in Fig. 2 carne from real subjects and 
therefore include many different myocardial 
widths. Because of this, the data do not follow a 
single curve: In fact, they are made up oí several 
curves, each specific to the initial (or final) width of 
the profile. In Fig. 2a, for example, sectors with a 
true width of > 14 mm at ES-plotted with filled 
symbols-clearly fall on a particular characteristic 
curve different from that for sectors with thinner 
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FIG. 1. Profile peak intensity versus myocardial width (sim-
ulated as the width of a square wave) for a range of resolu-
tions that cover typical PET and SPECT resolutions. 

widths. The scattering of data points evident in Fig. 
2 thus arises because the data represent a combina-
tion of many such curves, each corresponding toa 
different initial width. In particular, it should be em-
phasized that this spread is not the result of noise 
(the data contributing to this figure were noise-
free). The different curves tend to overlap for 
smaller values of the true percent thickening and to 
diverge as the percent thickening increases. Thus, 
for three ranges of true percent thickening-- 50-
25%, 25-100%, and 100-175%-in Fig. 2a, the 
SEEs are 4, 9, and 18%PT, respectively. The de-
pendence of measured percent thickening on abso-
lute width decreases as the resolution degrades. 
Thus, the spread of points is least for Fig. 2d, cor-
responding toa resolution of 21 mm. 

Por the fitted model, Fig. 3 shows plots of esti-
mated versus true values for width and thickening 
from noise-free MR-based images of both PET and 
SPECT acquisition resolution. Table 1 gives the 
correlation coefficient and SEEs for these plots, as 
well as the same results for profiles that have been 
subject to additional smoothing. Fig. 3 shows that 
the fitted model method works well with noise-free 
data at 7 mm resolution but poorly at 14 mm reso-
lution: The SE Es for thickening are 1.0 and 2. 7 mm, 
respectively. 

Background 

The same partial volume effect that causes myo-
cardial activity to be blurred into the background 
will also cause background activity to be blurred 
into the myocardium. Background activity can 
therefore affect the shape (and peak value) of the 
profile. To investigate this, profiles were simulated 
with different background levels for all the ED and 
ES widths measured from the subjects (i.e., the true 
widths). Again, these profiles were all noise-free. 
The percent thickening or thickening was calculated 
for backgrounds that were O, 10, 15, 20, and 50% of 
the true myocardial intensity. Por the peak method, 
which assumes negligible background, the percent 
thickening measured with no background was sub-
tracted from the percent thickening measured with 
each of the other background levels to give the error 
due to background. The fitted model automatically 
estimates the background. To determine how errors 
in this estimate might affect thickening, the tem-
plate was forced to use 15% as a background esti-
mate while the true background was set toO, 10, 15, 
20, and 50%, as described earlier. 

Por the peak method, we found a consistent neg-
ative bias that increased from -10%PT for 10% 
background to - 30%PT for 50% background (Fig. 
4a). The SD associated with each background level 
was about the same size as the bias. The fitted 
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FIG. 2. Results from the peak method: estimated percent peak thickening (%PT) versus true percent thickening from noise-free 
images. The filled symbols denote sectors with end-systolic width of >14 mm. a: PET (7 mm FWHM acquisition resolution), no 
additional smoothing; b: PET (7 mm FWHM acquisition resolution), smoothed toa resolution of 14 mm FWHM; e: SPECT (14 mm 
FWHM acquisition resolution), no additional smoothing; d: SPECT (14 mm FWHM acquisition resolution), smoothed to a 
resolution of 21 mm FWHM. 

model (Fig. 4b) seems to be quite insensitive to er-
rors in estimating background. Even in the extreme 
case in which the model was artificially forced to 
assume a 15% background while the true back-
ground was 50%, the error in thickening was only 
1.1 ± 1.2 mm. More realistically, when applied to 
the MR-based images with 10% noise, the algorithm 
estimated background to within ± 5%. From Fig. 
4b, this estímate of background would result in 
no significant bias in thickening and an SD of 
~0.7 mm. 

Shape of Profile 

The fitted model assumes that the underlying 
shape of a myocardial profile is a true square wave. 
However, this may not in general be true: For ex-
ample, tracer uptake may vary from endo- to epi-
cardium. The peak method makes no assumption 
regarding profile shape, but it may be affected if the 
underlying shape is not consistent between profiles. 
To investigate this, we created simulated profiles 
with sloping sides for all the ED and ES widths 

TABLE l. Performance of two methods for measuring wall thickening in noise-free images 

Fitted model 

Peak method-thickening Width Thickening 

Cor. Coeff. SEE (%PT) Cor. Coeff. SEE (mm) Cor. Coeff. SEE (mm) 

PET 
Acquisition resolution 7mm 0.74 9.4 0.95 1.0 0.96 1.0 
Added smoothing 14mm 0.95 7.2 0.85 2.0 0.78 2.6 

SPECT 
Acquisition resolution 14mm 0.92 8.1 0.68 2.2 0.67 2.7 
Added smoothing 21 mm 0.96 6.3 0.10 2.5 0.32 2.8 

Estimates from noise-free MR-based images versus true values: linear correlation coefficients and standard errors of the estímate 
(SEE) for the two methods, for PET and SPECT acquisition resolutions, with and without additional smoothing. 
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FIG. 3. Results from the fitted model method: estimated versus true values of width and thickening from noise-free images. a: 
Estimates of width for PET (7 mm FWHM acquisition resolution) with no additional smoothing; b: estimates of thickening for PET 
(7 mm FWHM acquisition resolution) with no additional smoothing; e: estimates of width for SPECT (14 mm FWHM acquisition 
resolution) with no additional smoothing; d: estimates of thickening for SPECT (14 mm FWHM acquisition resolution) with no 
additional smoothing. 

measured from the subjects. For each side slope, 
the percent thickening or thickening was calculated 
and compared with the result for perpendicular 
sides. Neither method was strongly influenced by 
the presence of sloping sides. For the peak method, 

4a -¡:;¡ 
-"' 10 .o 
e 
Q) o N 

O> -10 -"' .o 
.<::: 
-~- -20 ;;:1--c.. 
g'cf -30 ·e-
Q) 
-"' -40 o ;s 
;J. -50 
.!O 

e -60 
(¡¡ o 5 10 20 30 40 

background 
(% o! myocardial aclivily) 

-¡:;¡ 
-"' .o 
"O 
Q) 
(¡j 
E 
-~ 
Q) 

O> 
-"' 

we found a bias of <2%PT and a variability that 
increased from 7 to 10%PT as the side slope in-
creased from 10 to 40%. For the fitted model, the 
results were very similar for all side slopes: a bias of 
-0.3 mm or less and a variability of ~0.5 mm. 
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FIG. 4. The effect of background activity on the measurement of percent thickening. a: Peak method: change in measured 
percent peak thickening (%PT) versus background (bkg) activity (as a percentage of myocardial activity); b: fitted model: change 
in measured thickening versus background activity (as a percentage of myocardial activity). For the fitted model, the model was 
forced to use a background of 15%. 
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Noise 

To investigate the effects of noise, we compared 
the (percent) thickening measured from the noise-
free MR-based images with that measured from 
noisy versions ofthe same images. Table 2 gives the 
SEEs of these results (note the SEE units are dif-
ferent for the two methods: %PT for the peak 
method and mm for the square wave fitted model). 
This table gives information about the expected un-
certainty in (percent) thickening for a known level 
of image noise. 

For the peak method, comparing PET acquisition 
resolution (7 mm) with SPECT acquisition resolu-
tion (14 mm) for profiles that were not subject to 
additional smoothing, we found that the poorer ac-
quisition resolution resulted in a greater sensitivity 
to noise. At 10% noise, for example, the SEE for 
unsmoothed profiles was 8 and 16%PT for PET and 
SPECT, respective! y. Table 2 al so indicates the ef-
fect of extra smoothing applied to the measured 
profiles. Smoothing decreased the SEEs for lower 
noise: e.g., at 10% noise, SEE is 8%PT for un-
smoothed PET profiles compared with 6%PT for 
smoothed PET profiles; for SPECT, the same com-
parison is 16 and 12%PT. For higher noise, how-
ever, this behavior changes. At 20% noise, there is 
less difference in SEE, comparing unsmoothed and 
smoothed profiles, and for 40% noise, smoothing 
actually worsens the SEE: for PET profiles, 25 and 
83%PT, unsmoothed and smoothed, respective! y. 

For the fitted method, poorer resolution mark-
edly increased the SEE due to noise. For 10% 
noise, the spread of thickening values is 2.3 mm for 
7 mm FWHM, 7.8 mm for 14 mm FWHM, and 9.6 
mm for 21 mm FWHM. 

DISCUSSION 

Image Resolution 

The most important characteristic of the peak 
method is that peak brightness is not linear with 
myocardial width (Fig. 1). For a given resolution, 

thickening of a thin ED wall will cause a relatively 
large change in peak intensity, whereas the same 
thickening of a thick ED wall will cause only a small 
change in peak intensity. This relationship leads to 
the spread of percent thickening values seen in Fig. 
2, because each absolute myocardial width gener-
ates a different curve of percent thickening values. 
For example, ES widths of > 14 mm-plotted as 
filled symbols in Fig. 2-clearly líe on a separate 
curve from other smaller widths. The relationships 
in Fig. 1 also explain the decrease in spread of per-
cent thickening in Fig. 2c and d: Poorer resolution 
causes the curve of peak versus width to become 
more linear albeit with a lower slope. The greater 
linearity means that, for a given percent thickening, 
the %PT at small ED widths will be nearly the same 
as the %PT at larger ED widths. As discussed later, 
however, the lower slope also means that %PT will 
be more sensitive to noise. 

With the fitted model method, both width and 
absolute thickening can be estimated, and both 
should exhibit a linear relationship with the true 
values, with a slope of close to 1 (Fig. 3). However, 
the fitted model method works well only for good 
resolution images, on the order of 7 mm FWHM. 
This is presumably because, as the resolution de-
grades, a given change in width will make less and 
less difference to the final shape of the blurred pro-
file. Hence, the fitted method will have more and 
more difficulty estimating the width accurately. 

The results quoted here assume a constant image 
resolution. In fact, resolution varíes across a PET 
or SPECT image, increasing the variability in re-
sults somewhat for both methods. Ifthe variation in 
resolution is known, for a particular imaging sys-
tem, the effect could be estimated from the results 
for two different resolutions given in Table l. 

Background 

The fitted model method automatically estimates 
background, whereas the peak method effectively 
assumes that background is negligible. As a result, 
the peak method is sensitive to background: A fixed 

TABLE 2. Effect of noise on performance of two methods for measuring wall thickening 

Fitted model 

Peak method (%PT) Width (mm) Thickening (mm) 

10% 20% 40% 10% 20% 40% 10% 20% 40% 

PET 
Acquisition resolution 7mm 8 15 25 1.6 4.1 8.4 2.3 5.8 11.5 
Added smoothing 14mm 6 15 83 4.2 7.2 9.5 5.8 10.0 13.4 

SPECT 
Acquisition resolution 14 mm 16 29 42 5.6 9.3 11.6 7.8 12.1 16.0 
Added smoothing 21 mm 12 24 96 6.9 10.0 11.5 9.6 13.6 16.1 

Estimates from noisy images versus estimates from noise-free images: standard error of the estímate (SEE) for different noise levels 
(10%, 20%, 40%), for PET and SPECT acquisition resolutions, with and without additional smoothing. Note that the units of the SEE 
are different for the two methods: % peak thickening (%PT) for the peak method and mm for the square wave fitted model. 
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background causes variability and bias in the %PT 
(Pig. 4), and variations in background will add extra 
variability. In contrast, the fitted method is rela-
tively insensitive to background. 

Shape of Profile 

The effects of variations in tracer uptake were 
investigated by considering variations in the shape 
ofthe underlying profile. We found a small increase 
in variability in both techniques: < 10%PT for the 
peak method and even smaller for the fitted 
method. The latter result agrees with the findings of 
Porenta et al. (2) who applied the fitted model to 
short axis and to transaxial PET images and found 
equally good results for both. It is perhaps surpris-
ing that the peak method is affected at all by 
changes in shape since this method does not make 
any assumptions about the exact shape of the pro-
file. However, the peak method does assume that 
the underlying shape will be consistent for all pro-
files. Por the same resolution, a sector in which the 
activity varies slowly up to its maximum may reg-
ister a greater drop in maximum activity than a sec-
tor in which the activity profile in creases rapidly. 

Noise 
Por the peak method, a noise level of 10% gives 

rise to a larger variability for SPECT acquisition 
resolutions (16%PT) than for PET acquisition reso-
lutions (8%PT). This result arises because worsen-
ing resolution decreases the slope of the relation-
ship between peak intensity and myocardial width 
(Pig. 1). Thus, percent thickening is calculated with 
smaller (peak) values that are more sensitive to 
noise. Postacquisition smoothing can be used to re-
duce noise. However, this will also cause the slope 
between peak and width to decrease, causing an 
increased sensitivity to noise. The net result is then 
a trade-off between the increased sensitivity to 
noise and a lower effective noise level. Prom Table 
2 it can be seen that this trade-off is favorable for 
10% noise, with additional smoothing improving the 
SEE. At 40% noise, however, the same trade-off is 
unfavorable (Table 2): The reduction in noise level 
now has a smaller effect than the increased sensi-
tivity to noise. 

Except under the most favorable circumstances 
(7 mm PWHM resolution, 10% noise), the fitted 
model has large associated variability. As already 
discussed, its performance degrades sharply with 
poorer resolutions. This means that the net effect of 
additional smoothing is to increase the fitted mod-
el's SEE for all noise levels. 

Overall Variability 
Errors due to system resolution, background, 

profile shape, and noise level add (by sum of 

squares) to give the total error for each method. 
However, errors in any variable are most meaning-
ful in terms of the range of values associated with 
that variable. In the five subjects we studied, we 
observed a total range of 100%PT (- 2~0%PT) for 
the peak method and a total range of 20 mm thick-
ening (- 5-15 mm) for the fitted model. 

Using the results presented in this article, the to-
tal error in the peak method for 10% noise is about 
one-quarter of the percent thickening range. This 
increases to about one-third of the range for 20% 
noise. These total uncertainties apply to profiles 
with postacquisition smoothing, at both PET and 
SPECT resolutions. The fitted model, for 7 mm 
PWHM resolution, has a total error of about one-
sixth ofthe range for 10% noise and about one-third 
ofthe range for 20% noise. Purther, the fitted model 
method performs very poorly for 14 mm PWHM 
resolution: The total error is almost halfthe range of 
thickening even for 10% noise. 

The peak method requires either a poor system 
resolution or additional smoothing to make the as-
sumption of linearity valid. This will increase sen-
sitivity to background activity and also to noise. 
However, except at high initial noise levels, the re-
duction in noise due to smoothing will lead to a net 
improvement. At best, the peak method has an er-
ror of 25-30% of its range. Thus, the peak method 
would appear to be useful for identifying a few 
broad ranges of thickening, but may not be suffi-
ciently reliable for accurate quantification. 

It is striking that the fitted model is comparable 
with the peak method only for low noise and good 
resolution: In all other circumstances, the peak 
method has a lower error. These results are in 
agreement with Porenta et al. (2) who found large 
errors in thickening from images with a resolution 
of 10.5 mm PWHM. lt should also be noted that 
other effects not considered in this article-scatter 
and (for SPECT) attenuation-will degrade the im-
age contrast, effectively increasing the noise level. 
This may further emphasize the relative robustness 
of the peak method. 

CONCLUSION 

Two methods of estimating myocardial thicken-
ing were compared. The peak method can estimate 
only percent thickening, whereas the fitted model 
method gives estimates of both width and absolute 
thickening. However, the fitted model works well 
only with good resolution and low noise. The peak 
method, therefore, is the more generally reliable of 
the two. 

Unfortunately, even the peak method has associ-
ated errors that constitute a large percentage of the 
range of expected values. Therefore, the peak 
method may be useful for classifying myocardial 

' • 
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thickening into a few broad categories, but has too 
large a variance to produce reliable quantitative 
measurements. 
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