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General Abstract

Little is known about how managers select riskgtsigic actions such as the introduction
of innovations, engagement in alliances, mergersarty other strategic choice (Simon and
Houghton, 2003). While the importance of firm'saséigic processes has been acknowledged
both theoretically and empirically, few efforts leabeen committed to understanding the
decision paths through which managers select susky ractions and how they affect
performance.

Variables related to the decision-making processh &s the type of information utilized
in decision-making, and the rules for processinfprmation have been downplayed as
determinants of organizational outcomes. Decislmoty has analyzed these variables mainly
through neoclassical theories emphasizing ratipnafi agents. In the last decades, descriptive
behavioral theories assuming bounded rationalitggents have surged to tackle these variables
in order to explain risky actions, though little tfis research deals directly with strategic
management issues.

In the specific case of innovation, while most sgdexploring the determinants of
innovative performance have looked at organizatistraictures, resources and environmental
characteristics, only a few studies have emphadizednfluence decision making strategies on
firm innovation (Simon and Houghton, 2003). Moregwhis kind of studies have focused on
individual-level characteristics of key decision kees (e.g. upper echelons) as variables
affecting innovation, such as age, educational @gpaind, and other socio-demographic
characteristics. However, the effect of cognitivegesses on firm innovation has been generally

overlooked up to date.



The general lack of attention to cognitive aspestseflected in many studies which
implicitly state that decision makers are homogesemputs and perfect substitutes for one
another taking part in the organization processwvéler, this neoclassical view fails to explain
why organizations with similar resources, and fgcsimilar economic environments, make
significantly different decisions. Managers not yordepart from the principles of classical
decision theory, but are also subject to diffejadgmental biases when making decisions under
uncertainty (March and Shapira, 1987; Hogarth, 198lring the strategic decision-making
process, managers look upon organizational andramvental factors as a base for their
decisions, and act as filtering mechanisms intérgyedata through their particular cognitive
mechanisms. Therefore, identifying the differenicesognitive processes of managers may help
explain the differences in their decisions to instev

In line with behavioral decision research (HogadB87; Kahneman, 2003) and other
behavioral studies of organizational decision-mgkiiCyert and March, 1963; March and
Shapira, 1987; Levinthal and March, 1993) | inténdexamine the decision-making process
followed by organizations by exploring the cogretiprocesses they follow when making
strategic decisions in general. The present stuitlyfacus on the literature on heuristics and
cognitive biases, and on decision making styles.

Heuristics are habitual simplifying strategies, ‘mules of thumb”, which people
commonly use to reduce the amount of informatiogytmust consider in decision-making.
Cognitive biases are systematic errors of judgmieattlead to cognitive illusions which are not
easily eliminated. The literature on behavioral isiea-making has also recognized two
fundamental styles of thinking and deciding: anlgieal mode and a non-analytical mode

(Kahneman, 2003). Decisions made with the analyticale undergo computation, consultation,



or evaluation of analytical data. Non-analyticatidens are intuitive, and do not make use of
exhaustive data processing, and rely on heuristigpressions, and associative or emotional
tools (Kahneman, 2003). These different stylessaniéable for particularly different decision
environments, and exploring which one is more bletafor strategic decision processes
regarding innovation is an open avenue for research

The central contention of this thesis is that itesential to understand non-ratidnal
decision-making in order to understand why différeognitive processes may lead to different
organizational decisions, behaviors and performantattempt to address this central theme
through three essays, each one focusing on a dalitfequestion and adopting a different
methodology.

In Chapter I, | explore how different decision making style®pigd by firms during the
R&D process affect innovative outcomes, and alse tiese decision making styles are related
to the size of firms. More precisely, | develop admtion model in which firm size is proposed
to affect the scale and quality of innovative odtghuough the adoption of different decision-
making styles during the R&D process. Based on litieeature on cognition, | distinguish
between highly-analytical and low-analytical demisi making styles. Using a unique
longitudinal data set from Spanish manufacturinghéi in which CEO’s are asked about the
specific tools and procedures they use during t&® Rrocess, | approximate firms’ decision-
making style and explore the validity of this meuhia model. | show that that as firms increase
in size, they rely more extensively on analyticacidion tools for the R&D process, and

consequently, highly analytical decision makingleto lower R&D productivity in terms of the

! The term “non-rational” is used here to describg leehavior that cannot be fitted into a ratiorfaice model, as
proposed by the neoclassical economics traditidso, Arationality” excludes all actions based onogion, habits,
and values.



scale of innovative output, while it leads to higi&D productivity in terms of the quality of
innovative output.

In Chapter I, | elaborate on a well known behavioral tendereyned “illusion of
control”, which is believed to be responsible feople preferring to ‘be in charge’ themselves as
opposed to others in situations involving uncettaiDespite its recognition, there is little
research exploring the conditions in which peopkfgr someone else to be in charge of dealing
with an uncertain task. | propose source of infdromas a key factor affecting peoples’
tendency to prefer being in charge. Informationuhibe focal task can be learned through
experience or through a convenient descriptiothischapter | present two experimental studies
in which | show that illusion of control interactdth source of information in an interesting
manner. While subjects that sample a lottery frotpeeience bet higher amounts when the
lottery is activated by themselves (rather thandkperimenter), subjects that learn about the
lottery from description bet higher amounts whee Ibitery is activated by the experimenter.
Also, higher perceived risk from experience leadkigher illusions of control.

In Chapter Il , | review the research on organizational learnkecently, this stream of
research has revealed the existence of “supet#itigarning” in strategic decision processes.
Yet, while the literature points at overconfiderase a central variable related to superstitious
learning, it does not provide an explanation on whperstitious learning takes place or what
individual-level processes causes it. Drawing oseagch in cognitive psychology, | seek to
illustrate some properties which make it difficédt organizations to acquire knowledge from
the strategic decisions they have previously egpegd. | propose hindsight bias as a
mechanism leading to superstitious learning, ahdratognitive simplification heuristics related

to the experience-based learning process. In thapter | use in-depth interviews to top
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managers to gather information about experiengalrrling processes in strategic decision
making in order to formulate the theoretical praposs. Managerial implications are also

identified and new directions for further reseaach proposed.
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Resumen en Castellano

Esta tesis doctoral intenta contribuir a la resfue®e la siguiente pregunta: ¢CoOmo
afectan las diferencias en la toma de decisiondes#mpeio de las organizaciones? Al mismo
tiempo, explora las diferentes fuentes de inforgragi conocimiento que utilizan las empresas
para tomar decisiones bajo incertidumbre y estadiao la adopcion de diferentes fuentes de
informacion puede afectar el comportamiento deokgsnizaciones. La tesis se divide en tres
capitulos independientes y se utilizan tres metmglak diferentes.

En el Capitulo I, se explora como los diferentésossde toma de decision adoptados por
las empresas afectan el resultado final de losegaxcde investigacion y desarrollo (I+D), al
mismo tiempo que se estudia la relacion entre ifesehtes estilos y el tamafio de las empresas
Desarrollamos un modelo de mediacion en el cugigremos que el tamafio de las empresas
afecta al estilo de toma de decisiones y el edéltoma de decisiones afecta la productividad en
I+D. En este caso, la medicién de productividadtempla aspectos tanto de la cantidad como
de la calidad debutputinnovador. Basandonos en la literatura cognitivatirguimos entre
estilos de decisiomltamente analiticoy poco analiticos Usamos datos longitudinales de la
Encuesta de Estrategias Empresariales, en la mymksas espafiolas proveen informacién sobre
el tipo de informacién y los procesos que utilimmante la toma de decisiones en el proceso de
I+D. Usando estos datos podemos aproximarnos anedéda del estilo de toma de decisiones
de cada empresa. Se demuestra la existencia deelaw#on positiva entre el tamafio de la
empresa y el énfasis en el estilo altamente ar@liill mismo tiempo que observamos una

relacion negativa entre el estilo altamente awcalii la productividad en términos de ‘cantidad’
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de innovaciones, mientras que la productividad émminos de ‘calidad’ se relaciona
positivamente.

En el Capitulo Il, se desarrolla el concepto dasidn del control”, una conducta muy
investigada a la cual se atribuye la tendenciasi@érsonas a preferir estar a cargo ellas mismas,
en vez de otros, en situaciones de incertidumbrneegar del reconocimiento de esta tendencia,
existe poca investigacion que explore las condesan las cuales los individuos prefieren que
otras personas estén a cargo situaciones de thgatire. En este capitulo se propone que la
fuente de informacion por la cual los individuogemulen sobre la tarea bajo incertidumbre,
afecta la propension de los individuos a prefestae a cargo o no de una tarea con
incertidumbre. En general la gente puede informacseca de una situacion de incertidumbre a
través de la experiencia o a través de fuentesigtgas. Proponemos dos experimentos en los
cuales se demuestra que la ilusién del controlantga con la fuente de informaciéon de una
forma muy peculiar. Mientras los individuos queis®rman a través de la experiencia estan
dispuestos a apostar mayor cantidades cuando edlés a cargo de activar una loteria, los
individuos que se informan con informacion desorgptienden a apostar una cantidad mayor de
dinero cuando otra persona esta a cargo de adtiveoteria. Al mismo tiempo, la mayor
percepcion del riesgo derivado del aprendizajazes de la experiencia lleva a mayores niveles
de ilusion del control.

En el Capitulo lll, se presenta una revision deliteratura sobre el aprendizaje
organizativo. Recientemente, en la literatura getadizaje organizativo, se revela la tendencia
un error sistematico llamado aprendizaje ‘supeacstic cuando las organizaciones aprenden de
decisiones estratégicas pasadas. El principal fendngue se ha propuesto para explicar esta

tendencia es abverconfidenceDe todos modos, las explicaciones propuestasxplican de
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forma precisa los mecanismos por los cuales swegis errores en el aprendizaje organizativo,
ni tampoco proponen causas a nivel individual quedpn ser responsables de estos errores.
Utilizando la literatura sobre psicologia cognitiviaistramos algunas de las propiedades que
limitan los procesos de aprendizaje en las orgaitimas cuando se trata de aprender de
decisiones estratégicas pasadas. Proponemos aldesgtrospeccion (hindsight bias) como un
mecanismo esencial para explicar la presencia gegndizaje supersticioso. A traves de
entrevistas en profundidad a gerentes en altoosatg organizaciones sanitarias, recopilamos
informacién y puntos de vista para generar propasés tedricas sobre las causas de los errores
en el aprendizaje relacionado con decisiones égtcats. Finalmente, derivamos implicaciones

practicas y proponemos posibles extensiones deneststigacion.
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CHAPTER ONE

Decision-Making Style as a Mediator between Firm e and R&D Productivity: A

Cognitive Perspective

Introduction

Although the innovation literature has shown coesathle evidence that firm size affects R&D
productivity (e.g., Cohen and Klepper, 1996; Teti®08; Benner and Tushman, 2002), the
specific decision-making processes that mediated®t organizational size and innovation
outcomes are still not well understood (Tripsas @agletti, 2000). One specific gap in this
causal chain is particularly important: the lackuatlerstanding of how firms’ size affects how
they gather and process information for strategsions (Merz and Sauber, 1995; Fiegenbaum
and Karnani, 1991) and, in turn, how these decisiaking styles become manifested in
organizational choices or courses of action (Kratd Ng, 2000). By integrating the literatures
on cognition (Dane and Pratt, 2007) and innovatiag examine the relation between R&D
productivity and the adoption of different decisimaking styles during the innovation process,
and analyzes whether decision-making styles aateto the size of organizations.

Existing research reveals that small firms diffeni large corporations in terms of the
use of information (Smeltzer, Fann and NikoliasiE988), planning activities (Huang, Soutar
and Brown, 2002; Smith, Gannon, Grimm and MitchE9I38), formality of organizing (Miller,
Droge and Toulouse, 1988) and reliance on extewhate (Nahavandi and Chesteen, 1988)
among other aspects. While these studies are higlasmative about individual management

practices and their relation to firm size, theyntwek the possibility of a holistic perspective in
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which the mix of management practices adoptedroysfiof different size reflects their decision-
making style. Our central argument is that smadl lange firms possess fundamentally different
styles of thinking and deciding, and these diffeemnare likely to affect key organizational
outcomes which are sensitive to decision proce¥gedelieve that exploring the effect of
decision-making style on innovative performancengortant because the R&D phase is highly
uncertain, entails complex search processes, ejapid exploitation of new ideas and
environmental scanning, among other difficulties] gherefore presents a scenario where the
way firms organize to arrive at judgments and decsplays a vital role.

Drawing on the literature on cognition, we defirezidion-making styles as the degree to
which firms emphasize analytical decision makingstrategic decision-processes. Decisions
made in a highly-analytical manner are often sloared based on a lengthier information search
as opposed to those made in a low-analytical styld,due to this variation we expect different
styles to be suitable for different aspects of wrative performance. Thus, instead of focusing on
a single aspect of innovative performance —as aftare in innovation studies (Tether, 2000) —
we distinguish between two dimensions of innovatisnale and quality. We propose a
mediation model in which firms’ decision-making Istyacts as a mediator linking the effect of
firm size on these two dimensions of innovativef@enance. By framing this relation as a
mediation model, we empirically explore (a) hownfisize affects decision-making styles, (b)
how decision-making styles differently affect tiotdimensions of innovative performance, and
finally, (c) whether firm size continues to affébe two dimensions of innovative performance
after decision-making styles are accounted for.

Exploring these relations is an important areaeséarch for several reasons. First, while

there is much evidence from laboratory experiménking decision-making style and task
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performance at the individual-level (Hogarth, 1930305) little is known about the impact of
decision-styles on organizational-level outcomesaii and Ng, 2000). Second, management
teams in modern organizations of all sizes appehave increasing information demands and
this situation calls for a better understandin@@iv firms process and organize information
(Sadler-Smith, 2004). Third, the question of whefitens should emphasize an analytical
approach to strategic decision making has puz#seéarchers for many years (Dane and Pratt,
2007). In parallel with this, firms increasinglyespl large sums of money on analytical tools for
strategic decision making, a trend that is eviddrimethe explosive growth in expenditures in
the information technology industries since the@9QTvhich now exceed two trillion dollars
annually (Ryan, Harrison and Schkade, 2002), bspite this tendency, we know little about the
effect of analytically-inclined decisions on inndea. Finally, we change the way we look at
firm size, not as a static characteristic of firmis given time, but rather as a feature thatctsfle
evolution in organizational capabilities. Firm sigea construct worthy of theoretical attention
because firms of different sizes have differentgras of practices (Wally and Baum, 2003), and
different repertoires of actions available to theividuals involved (Fiegenbaum and Karnani,
1991). Therefore, understanding how decision-makagabilities change with size can help

managers identify the links between organizatistraicture and innovative productivity.

Theory and Hypotheses

Although research on innovation focuses mainlyr@ntechnological aspects of production, it
also stresses the cognitive nature of the orgaarmtstructure of the firm. As a result, this
perspective has portrayed the firm as an informapimcessing organism that has the ability to

adapt (Nelson and Winter, 1982). The emphasis gnition is crucial in a world where decision
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makers have different perceptions of the envirortraed where acquisition of information,
computation, codification, and communication arstlgo Because information gathering and
processing behaviors differ across organizatiomeh$ (Merz and Sauber, 1995), the size of
firms becomes a variable of interest for understamthe cognitive styles of firms and their
effect on organizational outcomes. Past researshdgarded size as a mere organizational
feature of firms at a given point in time, and has paid much attention to size as an indicator of
organizational evolution and to how it triggersemmal changes that affect organizational
outcomes. Yet, as firms become larger, they expegiehanges in the gathering and processing
of information (Smeltzeet al, 1988), and, more importantly, in the manner imolr members
arrive at judgments and decisions (Snatlal, 1988). The conception of firm size proposed
herein—as a dynamic variable affecting organizai@utcomes by triggering specific styles of
thinking and deciding—changes how we look at firre $ecause it is not the size of firms per
se, but rather the internal processes activatéidnas evolve in size that are proposed to affect
outcomes.

Next, before proposing how firm size affect deaismaking styles and how decision-
making styles affect innovative performance, weflyireview the literature linking firm size

with R&D productivity.

Firm size and R&D productivity

Most research in R&D productivity has looked atf&' degree of innovativeness as measured
by innovation counts or innovation counts standadliby the number of employees or R&D
investments. In this stream of research, many ssudiport an advantage in R&D productivity

for large firms. Earlier explanations for this find point to the existence of complementarities
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between R&D and other functional activities suchmasketing or the production process
(Cohen, 1995); economies of scale and scope (Nootep1994; Dimas, Grabowski and
Vernon, 1995); cost-spreading advantages becargeefians can spread R&D expenditures
over their increasing output and thereby enhantengto R&D (Cohen and Klepper, 1996); the
ability to maintain a diverse portfolio of R&D pmegjts; and greater capacity to absorb internal
and external knowledge spillovers (Henderson anckarn, 1997). Although the empirical
evidence fails to generate a consensus, sevetisthave found that small firms in
manufacturing industries introduce a larger nundf@nnovations per employee or unit of R&D
investment than their larger counterparts (Boundn@ings, Griliches, Hall and Adam, 1984;
Hausman, Hall and Grilliches, 1984, Pavitt, Roband Townsend, 1987; Acs and Audretsch,
1991; Kleinknecht, Reijen and Smith, 1993; Sanlieaiald Piergiovanni, 1996). Supporters of
this view assert that large firms are less R&D-picitve than smaller ones because of a lower
marginal control and higher bureaucratic contr8lshierer and Ross, 1990).

Yet, interpretations based on innovation countsrassthat the value or quality of
innovations is equally distributed across sizegates (Tether, 1998, 2000). Few studies have
attempted to approximate qualitative aspects afwations beyond simple counts, and a careful
examination of the literature hints at the pos#ipdf an advantage for large over small firms.
Dimasiet al (1995) find that sales derived from product insttons were more than fivefold
greater for large firms. Tether (1998), using theant of sales derived from innovations, finds
that large firms were three times as innovativeraaller firms. Laursen and Salter (2006) also
find that larger firms have greater sales of neadpcts and that small companies show an even
lower performance in breakthrough innovations. aitgh it appears that small firms are more-

productive innovators when count metrics are ukgde firms appear to be more R&D
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productive in terms of returns on R&D and in the@l quality of the innovations they produce.
However, research exploring the qualitative aspefcisnovation remains negligible compared

to the vast literature using innovation counts, tratefore no definite conclusions can be drawn.
Nonetheless, these results suggest that firmdfereint size categories do not share the same
objective functions concerning innovative outputpdssible explanation for this divergence may
lie in the internal changes that firms experiers¢hay transform from small businesses to large
organizations. We propose that as firm size in@gase innovation process in firms represents
a conscious choice to aim for high-quality innowas as opposed to a large scale of average

innovations.

Two dimensions of R&D productivity: scale and quality of innovative output

Evaluating and comparing organizations’ R&D prodiitt is a complex task because R&D
processes are risky, uncertain, characterizedlbygagestation period, and have multiple output
parameters. Although a simple count of the numbermvations may approximate the scale of
an organization’s innovative capabilities, it igasimportant qualitative aspects such as its
ability to generate financial returns from investisein R&D (Narin, Noma and Perry, 1987;
Schoenecker and Swanson, 2002). Although empeidgdence from previous work suggests
that scale and quality of innovation are not catel to each other (Naret al, 1987,
Schoenecker and Swanson, 2002), the origins ofrttiependence or the causal factors
influencing each dimension remain unquestionethimessay we will conceptually refer to
scaleas any measure of innovation counts, and we exjpemelxtant notion ajuality to include
returns on R&D investments that capture the mogeams derived from innovative output.

Other things being equal, a firm will be more R&m@g@uctive in scale if it produces a larger
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number of innovations per unit of R&D investmentamll be more R&D productive in quality
if its innovations generate more financial gain® Wélieve it is important to propagate this
distinction, not only to better understand firmsovative activity, but also to appreciate how
the internal mechanisms arising in firms of diffgérsize can yield diverse outcomes.

Small firms tend to be more vulnerable to changingronments than larger ones, and
expansion through increased product innovatiom isssential strategy for their viability in
manufacturing industries (Penrose, 1980). For sfinalk in general, successful performance is
often interpreted as growth in size, and such on&soare often achieved through product
innovation (Rao and Drazin, 2002). Growth-orierg&dtegies, which small firms frequently
adopt, have explained product innovation (VaonaRiadta, 2008) as opposed to value-oriented
strategies pursued by larger firms. Similarly, pretdnnovation has improved the survival
chances of small, entrepreneurial firms througlemraéed innovative periods when they
experiment with new products (Schoonhoven, Eisalttaard Lyman, 1990). Consequently, it is
believed that survival of small firms may call ®astream of innovations to increase the scale of
innovations introduced per unit of R&D investmeBiggel, Siegel and MacMilan, 1993) as
opposed to value-creating strategies adopted g knms. In contrast, profitability measures
such as return on investment and return on eqtatyrmre commonly used as metrics of success
for larger firms (Garnsey, 1998). Because of thjgieent, it is suggested that large firms focus
on the quality of innovations rather than on th@eof the portfolio of new products, while
small firms favor the scale of innovative outputefefore, this distinction between scale and
quality can help improve our understanding of lze-R&D productivity relationship, and,

likewise, it will provide a starting point to anaky how decision-making approaches mediate the
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effect of size on these two dimensions of R&D piiduty. Following the arguments above, we

suggest that size is linked to R&D productivitytie following way:

Hypothesis 1A: Firm size and R&D productivity innts of scale of innovative output are
negatively related.
Hypothesis 1B: Firm size and R&D productivity imnts of quality of innovative output are

positively related.

Decision-making styles

One of the underexplored but potentially critidtbrs influencing the relationship between
firm size and the two dimensions of R&D productnig the style in which organizations
approach strategic decisions. There is a growimg&osus that a useful distinction can be made
between two styles thinking and deciding (Dane Rratt, 2007), also referred to as cognitive
strategies (Hogarth, 2005) or cognitive styles (&a8mith, 2004). On the one hand, there exists
an analytical style of reasoning, also called tnadl” or “deliberate,” which is usually described
as effortful, slow, abstract, based on languagesa@ous, explicit, computational, and rule
governed. On the other hand, there is a nonanalgigle, also referred to as “intuitive,”
“experiential,” or “tacit,” which is described afatless, rapid, nonexplicit, unconscious, and
producing approximate responses.

Although decision-making styles have been consaityde individual differences
(Schunk and Betsch, 2005), they have also beerdftudepend on contextual factors
(Hammond, 1996). Certain characteristics of a thisi the availability of detailed analytical
information, may promote deliberate analysis, wasrmathers, like feedback or time pressure,
may promote rapid response. Also, the notion tkatstbn making comprises analytical and
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nonanalytical components is broadly accepted aiateeto most people’s everyday decisions
(Epstein, 1994). It is important to stress thablbmechanisms are simultaneously involved in
most decisions. Some theorists emphasize the fdeaingle continuum featuring intuitive
reasoning at one extreme and analytical reasomirtheother, leaving a number of styles in
between (Agor, 1989; Hammond, 1996). However, guatess theorists have converged on the
notion that analytical and intuitive styles represao conceptually independent continuums
that decision makers use simultaneously and inigeedy (Epstein, 1994; Hodgkinson and
Sadler-Smith, 2003). Given that we cannot asséggion per se at the organizational level with
the data available in this study, we will focustba degree to which firms increasingly
emphasize analytical decision making (defined aatgr detail later). Such operationalization of
decision-making styles excludes the possibilityesting dual-process arguments but will enable
us to identify the firms’ positions in the analgicontinuum. Highly analytical firms will lie

close to one extreme, and low-analytical firms Widiclose to the opposite extreme. Under this
viewpoint, firms that base their R&D decisions ammerous information tools such as detailed
R&D plans, sophisticated indexes, and scientiffonimation, among other hard data, complete a
highly analytical decision process, whereas marsag@ampleting a low-analytical process move
away from this end of the continuum, basing theicisions on their own subjective judgments
and disregarding exhaustive information support.

Managers often use analytical tools to double-chedgments based on impressions or
quick associations, especially when there is ne fimessure (Dane and Pratt, 2007). Yet, in the
particular situation of judgments about the potdrditractiveness of an invention, or the
likelihood of a new product’s being accepted byghblic, it may not always be easy to overrule

rapid judgments by analysis, because that constimesand resources. Such decision situations
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require managers to engage in cognitively demanaatigities (Busenitz and Barney, 1997). As
a result, management teams facing R&D decisionschagse to deal with uncertainty in
different ways, and the degree to which they emigbame decision-making style or the other

may cause variations in the outcomes of the R&2x¢ss.

Firm size and decision-making styles

A key distinctive feature in the management of $rivahs is their quicker and more nimble
operation due to structural simplicity, which inases their ability to quickly respond to the
dynamics of the environment. (Tushman and Romari€i85). Unlike managers in large firms,
managers in small firms as well as entrepreneursfest greater reliance on decision heuristics,
which can be an effective guide to managerial d@cisiaking under conditions of uncertainty
(Busenitz and Barney, 1997; Houghton, Simon, Aqaind Goldberg, 2000; Forbes, 2005).
Similarly, existing research shows that small firfimiéow more-flexible (Fiegenbaum and
Karnani, 1991), faster (Wally and Buam, 2003), Ersd-technocratic decision processes
(Lindsay and Rue, 1980) than those followed byddngns.

In contrast, large firms tend to make decisiona more-planned and more-formal
manner (Milleret al, 1988) than small firms. For example, Huat@l (2002) reveals that large
firms planning new-product developments rely orntten and explicit plans that are followed
step-by-step, as opposed to small firms in whiemping is often reduced to informal
conversations. Another reason for a lower reliamtanalytical tools is that small firms carrying
out innovative activities often do so without mdmancial and managerial resources (Santarelli
and Sterlacchini, 1990). Also, as firms increassize, managers become subject to closer

monitoring by the firm’s board of directors, shaskters, and institutional investors, who expect
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decision making to be based on justifiable argumertierefore, managers are likely to search
for objective information to support their decisspmhich leads large corporations to adopt a
highly analytical style. Therefore, in order to pog their decisions and to avoid risks, managers
in large corporations are likely to promote exheasinformation search, detailed planning,
formal procedures, and in doing so, decision pEeebecome more analytical. Conversely,
managers in small firms may not experience this tyfppressure and have more freedom to
make key decisions based on personalized judgmetitsut having to acquire expensive
information to back their decisions.

In parallel with the literature on cognition, weopose that managerial configurations
promoting higher decision speed, flexibility, infioality, and heuristic driven decision processes
are likely to reflect a rather low analytical deosismaking style while configurations promoting
exhaustive information search, structured planstigemes, formality, and technocratic-driven
decision processes reflect high analytical decisiaking styles. Because these configurations

tend to vary with size, we propose the followingbthesis:

Hypothesis 2: Firms’ decision-making style becomereasingly analytical with size.

Decision-making styles and R&D productivity

Despite the escalating emphasis on analytical tocdsd decision making in firms, there is a
long-standing question in management research efhehincreasing emphasis on analytical
decision making is synonymous of improvements imagerial action, especially in uncertain

situations (Sadler-Smith, 2004). We suggest thatthphasis placed on an analytical style
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affects R&D through a number of mechanisms, somehith are preferable for R&D
productivity from a scale and others from a quaigndpoint.

Decision-Making Style and the Scale of InnovatiwpOt. Several aspects of a highly
analytical style bound the scale of innovative atitpirst, firms relying heavily on analytical
tools for innovation-related decisions incur exeesgxpenditures for information acquisition to
aid their decisions. These tools considerably m&eehe costs of the R&D process without
necessarily incrementing the amount of innovatiothe same proportion (Cohen and Klepper,
1996). Therefore, substantial investments in aitaltools can be seen as fixed costs that are
incurred every time an R&D project is pursued, Hnsl posits a constraint on the number of
R&D projects that an organization can support. 8dcm addition to inflating the costs of the
R&D process, currently available information isesftof little help for the successful
development of future opportunities (Sine, Havemaa Tolbert, 2005). The entrepreneurship
literature supports the idea that entrepreneuppbdunities, such as new-product developments,
often follow a messy, nonlinear, tacit, and sogiabmplex process and that the associated
outcomes can rarely be known beforehand, meanatghkbre is little useful pre-existing
information related to finding new opportunitiesetxploit (Alvarez and Barney, 2005).
Therefore, a highly analytical style may not bevadl suited for the development of numerous
new ideas as the cognitive shortcuts often ussituations characterized by information
shortage, high uncertainty, and high time pres@Bageon, 1998). Third, in a situation
characterized by meager information, strategicsi@ciprocesses stressing sequential,
systematic, and step-by-step procedures based exhaistive information search, are time-
consuming. Eisenhardt (1990) observed that exezsitikho were able to keep their

organizations on pace with the rate of changeair thperating environments were likely to
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discard analytical procedures as a primary basim#iking key strategic decisions. In contrast,
decision makers who were less effective and sldégreded to emphasize formal, technocratic
approaches to decision making. Analytical decisitaking styles decrease the speed of decision
processes, not only because it takes time to aeqfwrmation, but also because it takes time to
analyze it. These obstacles to speedy decisiomehthe successful development of new
opportunities (Eisenhardt, 1989, 1990). In a waerttere product life cycles are shortening, fast
decision making is key to delivering new product$hte market in a sustained fashion. Fourth,
the reliance on analytical decision making can maprmanagers’ perceptions of the risks
involved in entrepreneurial opportunities (Keh, Fowl Lim, 2002). Managers selecting among
several courses of action have to evaluate the akach alternative, and reluctance to examine
an extensive amount of information may lead to vestemating potential risks. Several studies
have emphasized the importance of lowered riskgpdian as a catalyst of engagement in risky
actions, such as first-moving behavior (Liebermad Bontgomery, 1998), innovation, or even
new-venture creation (Simon and Houghton, 199%di8s examining on-the-field decisions
regarding product innovation have found that marsdisregarding analytical mechanisms have
a lower perception of risks involved in strategecdions and consequently present a higher
commitment to innovation (Simon and Houghton, 20&&holars in this field have evaluated

the presence of heuristics in managerial decisiakimg that appear to reduce risk perception
(Forbes, 2005; Houghtaet al, 2000; Busenitz and Barney, 1997). Although dlyignalytical
style can lead to an enhanced assessment ofitigkgps decision makers from easily engaging
in various R&D projects and can consequently redbegotential number of new-product
developments. Because of the above mentioned misahgnwve claim that an analytical style is

inadequate for the introduction of a consisterdhgé number of new products.
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Hypothesis 3A: The more analytical the decisioninmktyle, the lower the R&D

productivity in terms of scale.

Decision-Making Style and Quality of Innovative puit Conversely, firms can expect to
benefit from emphasizing an analytical decision-imglstyle by developing products of higher
quality at the expense of a reduced innovative wuplthough approaching R&D decisions in a
highly analytical manner is costly, it ensures agrcomprehensive information set from which
to draw more-accurate inferences. Useful preexjstiformation related to exploiting new
opportunities is rarely available (Alvarez and Barn2005), but constant investments in
information search and extensive market analysesiitanately provide some sort of advantage
to firms. The better insight gained by acquiringl amalyzing information related to a specific
R&D project can improve the assessment of potengal products and lead to a better match
between product and expectations in the market.

Moreover, the speed in new-product developmensis lkely to affect the product
guality. Research on the determinants of produatityushows that rapid development can
compromise the final quality of a new product (Ciad, 1992). Increased decision speed is
associated with time pressure and, when takentterag situations, might call for excessive
shortcuts in the decision-making process thatrin kead to narrow sets of alternatives and
diminish the chances of selecting the optimal alive. Thus, slow decision making can
promote higher-quality output.

At the same time, by having a fine-grained perceptif the risks, analytical decision

makers can apply an effective screening procesalioavs canceling R&D projects that have a
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higher likelihood of failure, and they can chos@twsue only those projects presenting
promising prospects. An increased risk perceptinivdd from extensive analytical procedures
is desirable to improve the ultimate product qydliy removing potential sources of uncertainty

and can certainly be worth the investments. Theegfwe propose the following hypothesis:

Hypothesis 3B: The more analytical the decisioninktyle, the higher the R&D

productivity in terms of quality.

The mediating role of decision-making style

The way firms approach R&D decisions is proposelet@a function of the size of firms. With
size, firms change the stresses on outcomes obatiom from scale to quality. Managers in
small firms are able to arrive at strategic decisim a more-unstructured, flexible, fast, and
spontaneous manner that leads to a rapid develdghaew ideas favoring innovation. In this
stage, there is an initial hypothesis of how tavarat a final product, rather than a fully
elaborated strategic plan, and this tendency stesssrom a calculated choice out of a number
of known alternatives, but more from a processeguential adaptation to new possibilities
(Chesbrough and Rosenbloom, 2002).

As firms grow in size, this adaptation becomes mimjie, because information is filtered
through a logic that is established from previouscesses. Likewise, the knowledge flow
diminishes, hierarchical structures become larged, the number of stakeholders (e.qg.,
bondholders, employees, or customers) increaseseltbstacles increase the need for
standardized information-sharing mechanisms trebhtained through a more-analytical

decision environment. In turn, the increasinglylgiizal style adopted by large firms increases
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the perception of risks and enables decision makdrker out potential failing R&D projects
(Christensen, 1997). Through this process, lamgesfincrease control over current innovation
processes and become more efficient at exploithieg ideas, while they are discouraged
from searching new ones (Benner and Tushman, 2088 trend, coupled with the pressure
exerted by the board of directors, shareholderd jrarestors, leads managers to pay less
attention to the development of new products anceratiention to maximizing benefits from
existing ones, which simultaneously promotes theeafsanalytical decision tools as filters. In
sum, we propose that the relation between firm ameR&D productivity is mediated by

decision-making style:

Hypothesis 4A: Decision-making style mediates #gative relation between firm size
and R&D productivity in terms of scale.
Hypothesis 4B: Decision-making style mediates tsitipe relation between firm size

and R&D productivity in terms of quality.

Data and Methodology

Sample and data

In our empirical analysis we use longitudinal daten theSpanish Business Strategy Survey
(SBSS), an annual survey of a representative saofi@panish manufacturing firms conducted
by the Spanish Ministry of Industry, Tourism and@oerce. Firms in the sample represent 20
industrial sectors according to the NACE-Rev.1gifasation (National Classification of
Economic Activities, revised in year 1993). Becaosl companies in manufacturing sectors

were surveyed, the industrial background is faidynparable, and results may be generalizable
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to a wide range of industrial sectors. A uniquerabteristic of this survey is that it has a section
in which CEOs are asked about the procedures asliged for decision making during the
R&D process, which is crucial to this study andsesras the basis for capturing the different
decision-making styles used by firms. Contrarytteeo data sets, the SB&ot restricted to

the analysis of firms’ technological activities atslfocus goes beyond innovation-intensive
firms, encompassing a more complete picture. Th®S8urvey started collecting data in 1990,
but the section relating to R&D decision making waduded in the survey only in 1998, so our
sample ranges from 1998 to 2004. Respondents 8BISS survey were CEOs, and data were
collected using direct interviewers supported lgyastionnaire. Because some firms stopped
providing information during the sample period $ewveral reasons, including mergers, changes
to nonindustrial activity, or shutdown of the pratian process, we have an unbalanced panel. In
order to minimize the problems caused by missing,dmaly firms with at least three continuous
years of data availability were selected. Thislteso an unbalanced panel of 614 firms,
consisting of 1415 firm-year observations. The Kafjorov-Smirnov tests on three variables
from the dataset —age, number of employees, antbeuaod innovations reported no significant
differences between firms included in the analgsebsthose left outside. The distribution of the
sample with respect to size is reasonably equitdl2i# of the firms are small (200 or fewer
employees), and 58% are large. The distributiom@fsample crosses the 20 industrial sectors.
The chemicals, motor vehicles, machines and mecabeguipment, and food and tobacco
sectors rank among the most populated sectorshvebiacides with the actual distribution of

Spanish manufacturing firms.

Measures
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Because we are going to control for total R&D expenies in the regression analyses, each of
the dependent variables in our models will feature of the dimensions of innovative output.
Therefore, the analyses will report the effecthaf &ntecedent, mediator, and control variables

on the scale and quality of innovative output ctodal on the amount invested in R&D.

Dependent Variables
Scalg. The variable accounting for the quantitative aspéinnovative outputscale, is
measured by the number of new products developdidrby in yeart. An advantage of this
measure is that, in our data, the number of newymts developed is directly related to
inventiveness: They are recognized as new produndysif they are completely different from
previous product lines or if they are substantiatifications from previous products. The
number of new products measures not only a firribty to introduce new products in the
market but also its ability to upgrade current oddso, this measure is closely related to similar
measures of innovative strength such as patentef&cand Ross, 1990), sales growth (Scherer,
1983), and invention counts (Ahuja and Katila, 200he ability to produce multiple product
innovations is critical in high-velocity environmsrand is considered a key indicator of
innovative performance (Schoonhowetral, 1990).

Quality;. The dependent variable approximating the qualityre innovative output in
the sense of returns-on-R&D-investments, is asddsgéhe licensing revenue obtained from
innovations by firm in yeart. For many industries, licensing revenue is thenpry reason for
their innovation activity, and the growth in licémg revenue has increased substantially over the
past 20 years (Arora and Fosfuri, 2003). On thehamel, large companies usually have a

technology group that handles all their licensintivéties and therefore have an incentive to use
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licensing to generate income. On the other haodns$ing can be a great revenue model for
small firms that usually do not have the resources to entaffectively compete in, their target
markets, or where their technology is applicabla taumber of industries. Licensing of new
ideas can enable firms to enter new markets relgtyuickly with little or no risks, such as
going into foreign markets. Licensing can also hadvantage to firms by providing an
opportunity to establish industry standards andeter entry (Gallini, 1984). Through cross-
licensing, firms can gain greater freedom to dgvelew products and compete in new markets
without worrying about potential litigatioAdditional incentives to licensing include the
selection of competitors (Rockett, 1990). Arora &odfuri (2003) suggest that licensing activity
in the product market limits the negative impactompetitors’ licenses while increasing total

revenues of firms.

Antecedent Variable

Sizq. To measure the size of firms, we use the loguofilber of employees instead of other
commonly used measures such as log of sales, wigbly correlates with other control
variables like R&D expenditures. This measure pé $8 more stable across time than other

measures based on sales, which are more volatllsensitive to macroeconomic shocks.

Mediator Variable

Decision-making styje To capture the decision-making style of firmstlhg degree to which
firm i relies on analytical tools for R&D decision-makipgrposes at timg we built a
composite measure using four items. Data were gadifeom a section of the SBSS survey in

which CEOs are asked to answer yes or no to assefrieems, each of which represents a
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different tool or procedure used during the R&Dqgass. Because composite measures quantify
complex concepts more adequately than single italisave selected four of these items from a
total of six available and added them up with equeibhting to create a rank-ordering variable
that approximates the continuume-like nature ofghalytical construct. This measure takes a
minimum value of zero and a maximum of four. Finwigh the maximum score are assumed to
follow a highly analytical style, and as firms masay from the maximum score, they are
assumed to become less analytically oriented foDRIi&cision making. The first item captures
whether firms formally establish an R&D committeela detailed R&D plan to guide their

R&D process. Firms establishing a formal R&D plawl @ommittee are likely to undertake
formal planning, which entails deliberation, exaation of many alternatives, and selection of
an optimal strategy and therefore resembles arytaalapproach to decision making. The
second dummy measures whether firms acquire steeinfiormation to improve their R&D
projects. Scientific information such as exhaustegearch reports or insights about state-of-the-
art technologies augments the information poolesision makers. This type of information is
likely to be specific and not vague, meaning thatqguires analytical skills to manipulate and
thus use it. The third dummy variable reports whetlims collaborate with universities.
Collaborating with universities may reduce the fgmsk in the development process of a new
product and may enhance the firm’s final decisiacsording to the advice of experts, so firms
collaborating with universities are assumed to apph decisions more analytically than those
not collaborating. The fourth dummy reports wheffivens evaluate the perspectives of
technological opportunities during the R&D procélse evaluation of technological
opportunities may reduce the uncertainty regaréR&fp investments and, therefore, evaluating

the potential profitability of an innovation projeenders the R&D decision-making process
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more analytical. All these items point in the sadirection, so that the presence or use of any of
these procedures renders the R&D process moreteahin that firms need to make use of
analytical skills, devote time and cognitive effprand process hard data to use them
successfully. A reasonably high Cronbach’s alph@)(confirmed the internal consistency of this
construct, and an exploratory factor analysis rieeethat a single factor underlies the four items
(only one factor with an eigenvalue greater tham)psupporting the fact that the composite
measure is unidimensional. Because the componéntsnposite measures need to be
independent so that variation in one component doedirectly drive another, we dropped two
of the six initially available items that correldtstrongly to other items and thus provided
redundant information. The discarded items measwtexther firms evaluated alternative
technologies and whether they elaborated innovatidexes.

Figure 1 shows firms’ reliance on analytical tolmsR&D decision making according to
their size. Note that most large firms rely moegirently on four or five analytical tools,
whereas small firms tend to rely on zero or onegehige can see the propensity of large firms to
follow highly analytical decision making as opposedmall firms’ propensity to overlook
analytically intensive procedures.

Table 1 shows the breakdown of the percentagerogfusing each decision tool. The
most commonly used tool is the formation of an R&@nmittee (70%), and the least used is
scientific information (45%). For the four itemarde firms have a higher frequency of use than
smaller ones. Table 2 presents a tabulation okaetimaking style versus both dimensions of

R&D productivity. We split the two dependent vatebby their median values into high and
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Figure 1. Reliance on analytical tools by firm size
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low. While firms that introduce a high number ohavations per unit of R&D investment tend
to disregard analytical tools (58% of all high-gctms use no tools), high-quality innovators
present the opposite trend (54% of all high-qualtityovators use three or four tools). Overall,
these trends point to the possibility that the siearmaking style may be driving innovation

outcomes independent of firm size.

Table 1. Reliance on each analytical tool by firmsize category, in % of firms

R&D committee  Scientific info. University Perspective tech.
> 200 employees 82 57 63 62
< 200 employees 53 29 30 47
All firms 70 45 49 56
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Table 2. Distribution of analytical tools by eachdimension of R&D productivity, in % of firms

Scale/total R&D Quality/total R&D
Low High Low High

0 17.3 58.8 0 24.8 6.8
Decision- 1 18.6 20.6 1 22.6 19.4
making 2 22.1 11.8 2 20.1 19.7
style 3 23 8.8 3 18.3 36.7
4 19 0.0 4 14.2 17.3

100 100 100 100

Control Variables

Because we are interested in R&D productivity, wetool for R&D expenditures of firms
lagged one period so variations in the scale amditywf innovative output are conditional on
R&D expenditures. We control for possible macro@coit and business cycle shocks common
to all industrial sectors, using time dummies fibttee years in the sample, as well as time-
invariant shocks, using industry dummies reflectimg 20 different industrial sectors. We
include firm age measured by the log of age, whbmfitrols for the experience of firms. We also
control for environmental volatility in the produdiarket following Sorenson’s (2003) approach.
This measure uses the correlation in sales fromogbeto periodt-1. Product sales represent
relatively stable attributes, so consumers shooiteme the same products from one period to
the next if they prefer the same attributes, maathat a high correlation between periods
reflects low volatility, while low correlation sigis higher volatility. By inverting the resulting
correlation, increasing values indicate greateatily rather than greater stability. Finally, to
control for firm heterogeneity, we construct a jpreple variable according to the type of
dependent variable, where in the cassaafle the presample variable represents the sum of

product innovations obtained by a firm in the thyears prior to the firm’s entry into the sample,
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whereas in the case gliality, it represents the sum of the log of licensing neneeaccumulated

in the three years prior to the firm’s entry inb@ tsample.

Methodology

A correctly specified mediation model has to defineausal order and direction, for which
temporal precedence of causal factors is esséMathieu, DeShon and Bergh, 2008). To
account for temporal precedence of variables, Wevica “distributed lags” procedure (Ahuja
and Lampert, 2001). The distributed lags enabi® assess the time pattern of the effects of
firm size on decision-making style, and of decisinaking style on R&D productivity, for
several subsequent periods. By assessing firms'isidifferent time periods, we avoid a static
representation of size and capture the effectrofdfi size evolution. Nonetheless, the distributed
lags may be statistically inconsequential in ang pariod (Ahuja and Katila, 2001) because
their net impact is likely to be distributed ovewsral periods.

We develop a mediation model in two stages. Rivsttest whether firm size causally
affects decision-making style. In this step, thpatwlent variable is decision-making style at
timet, and as explanatory variables, we include distetlags of size at timesl, t-2, t-3, and
t-4. The second stage of the mediation model replogteffect of decision-making style on two
dimensions of R&D productivity. In this part of theodel we use distributed lags of decision-
making style at timet1, t-2, andt-3, while the dependent variables remain at tiniecause in
the second stage of the model we will have two déeet variables, we will use two different
econometric specifications in this stage. Finaliythe second stage of the model we also include
firm size to observe how it affects R&D productiwithen decision-making style is accounted

for in the regressions. The firm size variableagged one period preceding the medidtdy,to
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maintain temporal precedence of causal factorestablish mediation, we follow Baron’s and
Kenny’s (1986) steps, by which size must affectrttegliator (decision-making style) in the first
stage and then the mediator affects the dependeiables in the second stage. We should
observe that the effects of size on the dependetdhies are weaker or nonexistent when the

mediator is accounted for.

Model Specification

The dependent variable in the first stage, decigiaking style, takes nonnegative integer values
from zero to four. Because the assumptions ofitieat regression model do not hold with this
type of data, an ordered probit regression appraatite preferred way to capture the ordinal
ranking of the dependent variable (McKelvey anddaa, 1975), and, in this case, our variable
ranks the degree to which firms emphasize analydiegsision making during the R&D process.

The proposed model is:
Dit = Slt—llB]. + St—Z:BZ + St—3ﬁ3 + S|t—4:84 + Xit—ly7 (1)

where D, is the number of analytical tools used for decisitaking by firmi in yeart; S is

- year
the vector of lags for firm size in yedr$, t-2, t-3, andt-4; and X,_; is the vector of controls
affecting decision-making style.

In the second stage of the mediation model, tisé diependent variable is the number of

new products developed. Because this is a counbmé variable taking nonnegative integers, a

regression approach for Poisson data is suitabéespécified the following regression model:

P, =expSi_s + DB+ Dy B + Dy s B + Xy a) (2)
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where P, is the number of new products obtained by fiimyeart, S,_, is the size of firms in

t-4, D is the lagged vector of decision-making style afales for years1 tot-3, and X,,_;

it—year
is a vector of control variables affectiRg This specification implies that the scale of new

products introduced by any firm in any given yearandomly distributed following a Poisson

process, wheré&, _,, the covariate vector¥,_, , and decision-making style @i, t-2, andt-3

determine the mean of this process. We assuméhiianpact of using analytical tools is likely
to extend over a number of years; thus, we usdiditebuted lags approach to capture the
distributed impact of decision-making style in difént periods. This specification does not deal
with the problem of unobserved heterogeneity, winigty generate overdispersion in the data.
To address this issue, we follow the PresamplelRRoisson procedure (Blundell, Griffith and
Van Reenen, 1995) by including a presample varitiaieaccounts for the stock of new-product
innovations developed over the three years prithesample. Thus, this variable serves as a
fixed effect of the firms’ ability to develop newqulucts and controls for unobservable
differences across firms. In addition, following dja and Katila (2001) we apply the
Generalized Estimating Equations (GEE) methodofoggstimating Poisson data because it
accounts for remaining overdispersion and serigktation even after we include a presample
variable. Moreover, we correct for possible viaas of the independence assumption of the
independent variable by specifying an exchangeadielation matrix, which assumes
interdependence of subsequent observations ofghendent variable through time without
imposing a specific type of correlation (Diggle,aderty, Liang, and Zeger, 2002).

Examination of the reported revenues for licensiggres indicated significant skewness,
so we transformed this measure using the natugatémsformatiomuality; = In(1+licensing

revenug). In regression analysis, high skewness can iserde risk of Type | and Type Il
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errors (Greene, 1999), and the natural log transdition has been proven to eliminate this
problem. We used the transformation because thransformed variable can naturally take
value zero and the natural log of zero is undefivéd used Feasible Generalized Least Squares
(Greene, 1999), which allows for estimating paramwgein the presence of autocorrelation and
heteroskedasticity. Finally, we report results widhust or White-Huber standard errors. The

model is as follows:
Qi =S4 + DB+ Dy B, + Dy B + X 3)
whereQ, is the log of licensing revenue of firnin yeart, S,_, is the size of firms -4,

D is the lagged vector of decision-making style afales for years1 tot-3, and X,,_; is a

it—year
vector of control variables affectii) . We also include a presample variable accountingiie

accumulated licensing revenue from three yearsiqus\to the inclusion in the sample.

Results

Table 3 provides basic statistics for all the valga in the analysis. The means of our dependent
variables are 2.54 f@caleand 0.24 foguality, while the mean score fdecision-making style
is 2.04. Apart from the expected high correlatibesveen variables and their respective
distributed lags, we observe moderately high cati@is betweetogR&D;.1 andsize; (0.67),
size, (0.67),size3 (0.66), andsize 4 (0.65). Robustness tests indicate that thesedugielations
did not affect the results of the hypothesizedaffe

Table 4 shows the results for the first stage efrtiediation model, where decision-
making style is regressed against firm size. Tahikeports the second part of the mediation

model, where the two dimensions of R&D productiwgrve as dependent variables. Models 1,
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2, and 3 in Table 5 show the presample panel reigresising GEE Poisson estimators, and
Models 4, 5, and 6 report the presample panel segrnes with GLS estimators.

In Hypothesis 1A we predicted a negative relatigmfetween firm size and R&D
productivity in terms of scale. The coefficient &zereported in Model 1 in Table 5, shows a
negative and significant effect @gale This result indicates support for Hypothesis T8 a
provides additional evidence for the often-obsemetation between firm size and declining
new-product development. Hypothesis 1B predictpdsative relationship between firm size and
R&D productivity in terms of quality. Model 4 showlsatsizehas a positive and significant
effect onquality, meaning that the innovative output of large fiissf higher quality in terms
of return-to-investments than that of smaller firkis finding supports Hypothesis 1B and is in
line with our initial statement about the posstiithat the hypothesized negative relation
between new-product development and size holdsattpense of the quality of the innovations
developed. Note however, that the relationship betwizeandquality is not as strong as that
betweersizeandscale

In Hypothesis 2 we predicted a positive relatiopsietweersizeanddecision-making
style The ordered probit estimation reported in Tab#hdws the positive and significant effect
of firm size on decision-making style, implying tti@ams become increasingly analytical in their
decision-making style as they evolve in size. Mddshows the regression @écision-making
styleon control variables, with a pseud3-6t 0.037. Models 2, 3, 4, and 5 report a positind
significant effect of the four distributed lagssifeon decision-making styJevhich improves
the overall fit, as reported by a pseudoaRove 0.13. Model 6 includes the four distributegs

simultaneously and the overall effect is absorbethb first lag, which is positive and
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Table 3. Means, standard deviations, and correlatins for all variables

Variable Mean s.d. 1 2 3 4 5 6 7 8 9 10 11 12 13
1 Scale 2.450 18.70
2 Quality 0.245 1.66 0.09*
3 Sizeu 4.340 1.49 0.07*0.18*
4 Sizey, 4.327 1.49 0.07*0.18* 0.99*
5 Sizews 4311 1.50 0.07*0.18* 0.98* 0.99*
6 Sizew 4.304 1.51 0.07*0.18* 0.97* 0.98* 0.99*
7 Decision-making stylg 0.991 1.30 0.07*0.15* 0.53* 0.54* 0.54* 0.54*
8 Decision-making stylg 0.992 1.30 0.07*0.15* 0.53* 0.53* 0.54* 0.54* 0.83*
9 Decision-making style 0.998 1.31 0.06*0.14* 0.53* 0.53* 0.54* 0.54* 0.75* 0.81*
10 Log(R&D):4 11.206 231 0.02 0.23*0.67* 0.67* 0.66* 0.65* 0.36* 0.37* 0.36*
11 Log(age) 2.941 0.84 0.05*0.12* 0.33* 0.34* 0.34* 0.35* 0.19* 0.19* 0.20* 0.22*
12 Volatility 0.023 0.02 0.02 0.01*-0.07* -0.07* -0.08* -0.07* -0.05* -0.04* -0.05* -0.07 -0.01*
13 Presamplg.a 7.131 47.75 0.20*0.05* 0.10* 0.10* 0.10* 0.10* 0.08* 0.08* 0.08* 0.05 0.960.01*
14 Presampl@aiiy, 0.336 2.85 0.06*0.72* 0.20 0.20* 0.19* 0.19* 0.18* 0.17* 0.16* 0.22 0.080.00* 0.05*

* Correlations are significant at< 0.01.
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Table 4. First stage of mediation - ordered probitegression predicting decision-making style

Decision-making style

1 2 3 4 5 6
Size t-1 0.441%*= 0.426***
[0.008] [0.064]
Size t-2 0.439*** 0.063
[0.136] [0.087]
Size t-3 0.434*** -0.049
[0.008] [0.077]
Size t-4 0.431%** 0.006
[0.009] [0.057]
Industry controls (20 sectors) yes yes yes Yes yes yes
Year controls yes yes yes Yes yes yes
Pseudo-R 0.037 0.137 0.136 0.136 0.135 0.141
N 1415 1415 1415 1415 1415 1415

T p<0.1;*p<0.05; * p<0.01; * p <0.001vo0 tailed)

significant. Because there is temporal precedertedensizeanddecision-making styja
causal and directional link can be established éetwthe two variables. This result supports
Hypothesis 2 and establishes the first step mediaNote also that the magnitude of the effect is
strongest fosizein periodt-1 and diminishes as lags become more distant in time

In Hypothesis 3A we predicted a negative relatigndetweerdecision-making styland
scale In Model 2 in Table 6, the distributed lagsdeicision-making stylpresent an overall
negative effect oscale since the sum of the lags is negative. The negafifect of distributed
lags is persistent in Model 3, thus, Hypothesis88supported. Hypothesis 3B suggested a
positive relationship betweatecision-making stylandquality. Model 5 in Table 5 presents the
distributed lags oflecision-making stylemnd shows statistical significance in the secawg but
not in the remaining ones, which affeqtgality in a positive direction. This positive link proeisl
modest support for Hypothesis 3B and suggestditheg employing highly analytical decision
making have higher chances of introducing innovetiof above-average quality and that

investments in analytical tools for decision makstguld therefore be expected to increase the
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Table 5. Second stage of mediation

GEE presample Poisson regression

GLS presample regression

Scale (number of product innovations) Quality (log of licensing revenue)

Model 1 Model 2 Model 3 Model 4 Model5 Model 6
Size t-4 -0.254*** -0.229*** 0.070* -0.007
[0.016] [0.016] [0.035] [0.083]
Decision-making style t-1 0.112**  0.109%** 0.019 0.019
[0.010] [0.011] [0.045] [0.045]
Decision-making style t-2 -0.040***  -0.032** 0.100* 0.102*
[0.009] [0.011] [0.040] [0.042]
Decision-making style t-3 -0.086***  -0.077*** -0.058 -0.058
[0.011] [0.012] [0.057] [0.059]
Log(R&D) t-1 0.334***  0.220**  (0.315*** 0.083**  0.091*  0.094f
[0.010] [0.008] [0.010] [0.023] [0.046] [0.050]
Log(age) 0.177**  0.160***  0.196*** 0.092* 0.213** 0.216**
[0.020] [0.018] [0.020] [0.0437] [0.076] [0.081]
Presample 0.0001  -0.0002**  -0.0001 0.003***  0.004*** (0.005***
[0.000] [0.000] [0.000] [0.000] [0.000] [0.001]
Volatility -4.752%**  -4,000%**  -4.25%** 1.050 -0.526 -0.557
[0.955] [0.846] [0.940] [1.427] [2.212] [-2.216]
Intercept -5.806***  -5,591*** -5 865*** -0.537  -1.640** -1.771*
[ 1.052] [0.979] [1.093] [0.467] [0.502] [0.577]
Industry controls yes yes yes yes Yes yes
Year controls yes yes yes yes Yes yes
R? 0.177  0.246  0.247
Chi-squared 8546.08  7817.19 8370.3 604.27 70.8 71.20
N 1415 1415 1415 1415 1415 1415

T p<0.1;*p<0.05; * p<0.01; * p <0.001vo0 tailed)

quality, though not the quantity, of the innovatougtput. Finally, hypotheses 4A and 4B predict

thatdecision-making stylmediates the effect gizeon scaleandquality respectively. Model 3

includessizetogether with the distributed lagsaécision-making styland we observe that the

effect ofsizeis mediated byecision-making styles the magnitude sfzedecreases from -

0.254 in Model 1 to -0.229 in Model 3 once we actdar decision-making style. This
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mediation, however, is partial becasseestill significantly affects the dependent variable.
Conversely, in Model 6, on@zeanddecision-making stylare included together, the effect of
sizebecomes insignificant and the second ladeafision-making styleonsistently remains
positive and significant. In this case, mediati®full becaussizeno longer affectguality once

the mediator variable is accounted for. These figslisupport Hypothesis 4A and Hypothesis 4B,
as the variability that was previously explainedsizebecomes absorbed dgcision-making

style For robustness we also tested the hypotheseg tgrog of sales as a metric of size, and
the analyses yield consistent results in all tepsbf the mediation model (results available from
the authors).The controls do not report surprisesylts.Log(R&D) has a positive and

significant effect on both dependent variablesulimut every model, although the effect
appears to be much stronger $oalethan forquality. Overall,log(age)shows a positive and
consistently significant effect on both dependertables. Whilgpresamplguairy is one of the
strongest correlates in tiggality regressiongpresample.ae does not play a prominent role in
explaining new-product development and has a sggmt role only in Model 2, where it has a
negative sign. Finallyolatility seems to have a negative effect on the dependeables, but it

is robustly significant foscaleand insignificant foguality.

Discussion and Conclusion

One of the contributions of our study is to brindight the previously underplayed construct of
decision-making style as a key factor influencimgdvative output and to demonstrate that as
firms evolve in size, they experience changeséir thecision-making style that affect the scale
and quality of innovative output. In line with carguments, we find a marked causal relation

between firm size as measured by the number of@reps and decision-making style. As firms
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increase in size, they tend to rely more extengigalanalytical decision tools to aid their
decision making during the R&D process.

A key contribution of our study is to show how fghdecision-making style affects
organizational-level outcomes. After controlling fodustry and time effects, we demonstrate
that different decision-making styles are adeqt@téifferent purposes. A highly analytical
approach to R&D decisions hinders the introducabnumerous new products, presumably
because it is time-consuming, requires substaimted costs for every research project, and
restrains creativity by increasing the perceptibrisks. In turn, it leads to a reduced output of
higher quality. A low-analytical approach is fasthsumes few resources, and does not filter out
highly risky projects, which leads to an increagadntity of innovative output at the expense of
its quality. The divergent effects of decision-nmakstyles reported in this study question the
long-standing view held by strategists who pictinetask of intelligent management as
necessarily facilitating analytically rational axti(Levinthal and March, 1993) while outlining
the conditions under which nonanalytical approachayg be desirable.

Our results shed light on the size-R&D productidtiemma by showing that firm size
can be positively or negatively related to R&D puotivity depending on the dimension we
assess. Smaller firms are better than large fitrdgeeloping more new products per unit of
R&D investment, but this advantage is eclipsedhaylbwer quality of their innovative output.
This trade-off puts forth the more-difficult questiwhether scale is preferable to quality and
under what circumstances. Although we may be tedmgteonclude that the quality of the
innovative output should always matter the mostresu trends such as globalization, reduced
product-cycle times, increasing competition, arght@logy fusion call for a higher speed of
introduction of new products and for an abilitygenerate many subsequent products at a fast

pace, and in such situations quality could plag@adary role.
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Throughout the development of the mediation modehave conceptualized size as a
dynamic variable that reflects changes in orgaitmat structure, but more importantly, changes
in firms’ cognition. As organizations increase ines they change the cognitive lenses through
which they view strategic decisions, and this cleaisgaccomplished through the acquisition of

specific decision-aiding tools and procedures thake the R&D process increasingly analytical.

Implications

The fact that firms’ decision-making behaviors aj@awith size, helps explain why size affects
innovation. Because firm siper seis not solely accountable for variations in R&Dguctivity,
further research may be needed to revisit the &tieat relevance of firm size and to better

clarify how it affects organizational outcomes.nfrisize is not a variable that managers are able
to freely change in the short term. At most, mamagesmall firms can target a determined
growth in size per year, and in large firms they ceeate spin-offs, spin outs, and skunk works to
downsize their R&D business units. In this way, le@avior of such business units may
resemble that of small firms. Rather than focusingize, managers should try to influence the
way R&D decisions are approached, as it is a dexisictor affecting innovation.

The importance of decision-making styles in the RgiDcess points to the strategic
relevance of key decision makers in charge of miagaand shaping the decision-making
processes in manufacturing firms. Our results ssigipgat managers must emphasize analytical
decision making when improvements in the qualityhefinnovative output are needed but
should emphasize a rather low-analytical approawtrva quick succession of multiple new
products is needed. Relatedly, because the qulibynovations is often hard to measure,
managers may try to impose a target number of iati@vs in their strategic plans, but they

should be aware of the potential problems of posingvation targets. According to our results,
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large firms using a highly analytical approach &Rmay not be able to produce a large number
of high-quality innovations. Therefore, in suche&gsmposing a given number of innovations as
a target may be ineffective. This implies that rehould make a choice of the dimension of
R&D productivity they want to pursue, because dquaind quantity appear to be mutually
exclusive dimensions. Moreover, heavy investmanttate-of-the-art analytical tools to aid
strategic decision-making processes may not allwaydesirable. This type of investment may be
adequate for firms in a determined market posiéind in a specific stage of their life cycle in
which improvements in profit margins of currentguets is more important than the
development of additional new products.

The prevalent assumption that analytical decisyoelsl choices superior to those coming
from informal, low-analytical processes is questiole. Although this assumption may hold true
in determined circumstances, it has led researcinderplay the relevance of other sources of
knowledge, such as intuition, out-of-the-box cnégtj or even “gut feelings,” which have
proven to be relevant for performance (Damasio4198@ contrast, consistent with evolutionary
arguments depicting organizations as evolving andhed-rational units that seek adaptation
(Nelson and Winter, 1982), we suggest that thege®of innovation should not be conceived
necessarily as a rational-analytical productiorcess, but rather a process encompassing both

analytical and nonanalytical factors.

Limitations and Further Research

Some limitations of this study include the measwenof the dependent variables. Although
there are no perfect measurements for the scalgualidy of innovations, other measures, such
as patent counts or citation-based patent countd de used to re-examine our hypotheses and

test the validity of our findings. Another limitah is that the variable used to capture decision-
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making style may not fully represent the essendbetonstruct. The construct of decision-
making style could be better captured through psyaric techniques applied to top
management teams. Other improvements involve dgaaiminsights from behavioral decision-
making research to assess more accurately theofyqoagnitive characteristics that distinguish
managers in successfully innovative firms.

Although this study helps to address several issegarding innovation-related decision
making, it raises several others. A natural quastigsing from this study is whether the absence
of analytical judgment implies higher reliance atuitive judgment or whether these two
thinking modes are independent in organizationaistten making. If intuition is believed to play
an important role in strategic decisions, how cantdition be measured at the organizational
level? This greater question opens up an avenuetiare research on organizational decision
making. It is also important to order the time saee of the two types of decision making. Agor
(1989) argues that managers often rely on intuiié@rengaging in analytical thinking, to
synthesize and integrate the judgments derived themanalysis. Conversely, Shapiro and
Spence (1997) suggest that nonanalytical judgnsdmdsld occur first, and thorough analytical
judgments should follow to corroborate firsthangbressions or intuitions.

In this study we have focused on key internal fiectld innovation and have not
considered how external factors could interact withsize or decision-making style of firms in
determining innovative output. One variable of iest included as a control in this study,
environmental uncertainty, has proved to affecouative output, but we do not know whether
larger or analytically-oriented firms are betteitesth for innovation purposes in highly volatile
environments. Extending this study to include theglerating effect of external determinants of

innovation offers an interesting line of futureeasch.
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Conclusions

This study demonstrates that organizational datisiaking style matters: It proves to be an
important factor for understanding R&D productivitye have stressed throughout that the way
organizations approach decision making during t&® Rrocess is dependent on firm size and
that the choice of decision-making style ultimataffects the scale and quality of the innovative
output. Highly analytical decision making leadsf& to emphasize the quality of innovation,
whereas low-analytical decision making leads tolsmsjzing the quantity of innovations. In
making this point, we tried to fit this study irttee literature linking firm size with innovation,
and have expanded the debate by including the mireglile of decision-making style and by
distinguishing two dimensions of R&D productivifio wrap up, we suggest that further research
on how decision-making styles affect the stratégicavior of firms is needed not only for theory
development, but also to increase organizatiorfadlacs’ attention to other sources of
knowledge, apart from analytical procedures, thatltelp organizations form judgments in
complex situations. We hope this study helps redoeayap between organization research and

decision-making research and call for further ¢ffoo bridge these complementary areas.
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CHAPTER 2

| will do it better than you because | have done ibefore:

How experience breeds illusion of control

Introduction

People tend to believe they exert control over @utes that are outside their span of control
(Langer, 1975). One way in which this illusion ismfested is by people’s tendency to prefer
being ‘in charge’ themselves as opposed to otlexan in situations governed by chance. This
pervasive illusion of control is particularly rebawt in processes that are highly influenced by
complex and unknown phenomena in which individwadert little or no control. For example,
the performance of a security in the stock martkest,outcome of complex strategic management
decisions, the result of radical innovation aciggt To illustrate the relevance of this illusion,
consider a manager responsible for a firm’s finalnzivestments, would she invest the firm’s
funds herself or would she delegate the task tana fmanager? Would the amount invested
differ depending on who is in charge of the oper&i Moreover, would her decision depend on
her experience in financial investments? Researghgests that feelings of control lead
individuals to exaggerate their subjective probgbdf success, which in turn lead them to prefer
to be in control, even in purely random tasks (leand975; Koehler, Gibbs, and Hogarth, 1994).
In a number of studies, Langer (1975) showed tleaple prefer to choose their own lottery
ticket instead of having one chosen for them. &irty] Fellner, Gith and Maciejovsky (2004)

report a tendency for people to prefer their indlinlly chosen portfolio in favor of an equally
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good alternative chosen by another person. Thisergérfinding is robust over different
dependent measures, including willingness to beflingness to trade an item, reports of
confidence over outcomes, among others (e.g., Bu€geCooper, 1979; McKenna, 1993;
Wortman, 1975).

Yet, there are domains in which people consistentigerestimate their performance
relative to others’ (Kruger, 1999; Moore & Kim, 2Z00Windschitl, Kruger, & Simms, 2003)
suggesting that they may not always prefer to beharge of uncertain tasks. In a study by
Benartzi and Thaler (2002), in which participaneyevfaced with the task of investing in pension
funds resulting from a self-selected portfolio, arerage portfolio, and a professional portfolio,
the majority of participants preferred the averagd professional portfolios to the self-selected
one.

An underexplored but potentially critical factoflirencing people’s assessments of their
influence over outcomes is their experience. Refgno the previous example, it is reasonable to
expect that experience in financial investing vafid the manager to prefer being in charge of the
process, while the lack of experience may leadtbelelegate the task. Recent studies have
documented the impact of experience on decisianglirigs suggest that when participants learn
about risky prospects from experience their chomes dramatically different than when they
learn about these prospects from convenient degorgp(Hertwig, Erev, Barron & Weber, 2004;
Weber, Shafir & Blais, 2004). Because the cond#idhat facilitate illusory control vary
depending on the context and particularly on th&exds of information acquisition, we propose
that illusion of control is affected by the souret information (experience vs. description)
influencing risk-taking behavior. This study focasmn the interaction between experience-based
learning and the illusion of control, two phenomehat often cause people to have a naive

perception of the world they live in.
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We experimentally assess the influence of sourdgefofmation on the willingness to bet
on a random event and its interaction with persorcharge (self or other). We consider two
scenarios: a scenario where people learn abouteayldrom description, that is, observing the
possible outcomes and likelihoods of those outcomed a scenario where people learn about a
lottery from experience, that is, by sampling framurn with replacement. These scenarios are
replicated both in a situation where the partictpanin charge executing the lottery, and in a

situation where someone else is in charge of eiertle lottery.

Theory and hypotheses

Several scenarios have been identified where diusif control is expected (Langer,
1975), where it is not expected (Alloy & Abramsdtf79) and where it may be reversed
(Thompson, 1999; Martin, Abramson & Alloy, 1984)usion of control is expected in situations
characterized by personal involvement, familiarfyreknowledge of the desired outcome, and
success at the task (Langer, 1975; Thompson, 19989ng people with nondepressed mood
(Alloy & Abramson, 1979) and in need for controliiBr, Angle, Park, Mellinger, & Barber,
1995). When there is feedback highlighting failarel negative moods, the illusion of control is
not expected (Alloy & Abramson, 1979). By contradartin et al. (1984) found that depressed
participants tended to overestimate someone etsgigol over a non-contingent outcome, and
also that females judged others to have a highedegf control over a random task, thus
suggesting a reversed illusion of control. Althowglarge body of research has been conducted
on illusion of control, little is known about howis$ bias interacts with experience. We delineate

three competing hypotheses. The first, a defaydbthesis, is that people believe they exert no
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control over a purely random process. Althougheahisrevidence of illusion of control taking
place in several contexts, we propose this hyp@hesause the interaction of illusion of control
and experience has not been explored before.

A second hypothesis is related to the finding tin@blvement with a task facilitates
illusions of control. According to Langer (1975)gpée engage in illusions of control because
they confuse luck for skill. This confusion is liketo happen when chance situations have
characteristics of skill-based situations. For eplen familiarity and involvement are
characteristics that may favor ones chances inllaask but will grant no advantage in a purely
random task. Thus, illusion of control is observeten people have the chance to practice the
task, increasing the degree of involvement withhsiask (Matute, 1996; Thompson et al., 1998)
and when participants have more time to think alibattask (Langer, 1975), among several
other situations. Because the conditions thatifatsl the illusion of control vary depending on
the context and particularly on the contexts obiinfation acquisition, this hypothesis proposes
that illusion of control will be observed both metexperience and description condition, but will
be higher in the experience condition. More prdgjsee suggest that people will confuse chance
with skill leading to a higher willingness to pay play the lottery when they are in charge of
executing the lottery, but the illusory control etibjects acquiring information through
experience will be higher than for subjects acqgidescriptive information.

A third hypothesis is based on the assertion teaple tend to judge themselves better
than average on easy tasks and worse than avenag#fioult tasks (Kruger & Burrus, 2004;
Kruger, Windschitl, Burrus, Fessel, & Chambers,®0Findings suggest that people have more
information about themselves than about othersytsen their own performance is exceptional
(either good or bad), they assume that others’ éllless exceptional. Therefore, they believe

that they are above average on tasks in which iase performed well and below average on

55



tasks in which they have performed poorly. Addieibsupport for this hypothesis is the finding
that the above-average effect tends to occur inadltenin which absolute skills are high but a
below-average effect tends to occur in domainshickvabsolute skills are low (Kruger, 1999).
We propose that learning from experience increese&svement with the task and this highlights
the misperception that skills influence outcomeskimg the task appear easier than what it
actually is. By contrast, learning about a randasktfrom description highlights its random
nature, which in turn emphasizes the irrelevancsekols, making the task appear difficult. This
third hypothesis, therefore, predicts that peopleprefer to be in charge of the task when they
learn about it from experience, and prefer somelmsgy to be in charge of the task when they
learn about it from description. More preciselyuse of information and person in charge
interact in such way that when people learn frompeeience they are willing to pay more to play
the lottery if they are in charge of execution, ten they learn from description they are
willing to pay more if someone else is in chargéottery execution.

We report two studies that investigated how soofdaformation interacts with person in
charge. In the two studies, illusion of control vessessed by asking participants to report their
willingness to pay to play a lottery following theaditional Becker, de Groot and Marschak
(1964) which has been shown to elicit incentive patible responses. This willingness to pay
was contrasted for the cases when the participa@te in charge of activating a random task to

the cases when the experimenter was in chargdit@iiayg it.

Study 1

Methods

56



The experiment is a 2x2 between-subject desigriicRemnts are assigned to one of four
conditions that differ in whether they learn abaulottery from description or experience and
whether the lottery is played by themselves orh®y éxperimenter (self-draw or experimenter-
draw). Participants performed two tasks: a simpl@iae problem designed to earn game money
and an inference task in which participants stag# willingness to pay (WTP) to play a lottery.
We use WTP to capture the differences in magnitfdadividuals’ commitment to a risky task

depending on the source of information and persanarge of executing the task.

Participants

Eighty-six volunteers served as paid participantshis study. The sample was largely
male (61%), and the proportion of male to femalgigpants was evenly distributed among the
four conditions. Participants were undergraduatedesits from various backgrounds at

Universitat Pompeu Fabra, Spain.

Apparatus and procedure

The experiment was run in a computerized laboratolight successive sessions with a
median of eleven participants in each sessionidjahts entered the laboratory and sat in front
of a computer screen for the first task, which dmt vary across conditions. The first task
involved a one-shot choice between 10€ for surel@&with 30% probability or O€ otherwise.
The objective of this task is two-fold. On the dmend, by having participants earn their game
money, we reduce the influence of a house-moneacetin risk-taking behavior. On the other
hand, by setting a riskless option of 10€ objetyiveand exaggeratedly—more favorable than a
risky option of 12€, we expect to have most pgstiats move to the second task with constant

earnings and therefore constant reference poinishwacilitates the analysis.
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The second task involved expressing the WTP to playpttery that pays 10€ with
probability 0.9 and O€ otherwise. This task diffém previous tasks used in studies of illusion
of control because it involves high probability winning, whereas most tasks used in other
studies involved small probability of winning. Imgwious studies, control is revealed by people
overestimating their probability of winning, whiie the current task, control would be revealed
by an underestimation of the probability of notrgiag 10€. The reason to make the positive gain
So probable is that emphasis on success has sbbaneréase the illusions of control (Langer and
Roth, 1975).

The procedure to elicit the WTP followed the tremtial Becker, de Groot and Marschak
(1964) method for incentive compatibility. In thigethod, participants are asked to express their
maximum WTP for a risky lottery. Their WTP is theompared to the price of the lottery, which
is a random number between the highest and lowasbmes of the risky lottery. If the stated
WTP is higher than or equal to the randomly draweep the participant pays the price and plays
the lottery. Otherwise the participant pays nottang does not play the lottery.

After the first task, the experimenter calls theeation of all participants and shows them
ten lottery tickets priced from €0 10€. The experimenter then shuffles the tickeis asks for
a volunteer to select one ticket at random and ggyiack without looking at its price. All
participants become aware that one ticket was detwandom but none knows its price.

The second task of the experiment is done indiVidirathe experimenter’s office, which
is located inside the laboratory but in a sepam@en. For each participant in the four conditions,

the experimenter reads aloud the following instounst:

2 Though the lottery’s lowest payoff was 0€, we udédas the lowest ticket price to avoid confusicithvthe
possible zero-cost of the lottery. This change doetsalter the incentive compatibility in the BeckieGroot-
Marschak method.
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“You have won 10€ (0€ or 12€) in the first parttbé experiment. This money
is yours. Now, the experiment consists of the feitgy game, the bag that you
see on the table has tokens inside, these cardlm tdack. The game consists
of withdrawing one token from the bag without lawadi If the token withdrawn
is red, the university will pay you 10€, while ife token is black the university
will pay you nothing. To play this lottery it is oessary to purchase a ticket, but
you do not know the price of the ticket. In facguysaw the price drawn at
random by a volunteer in the first part of the ekpent. Your task is to offer
the amount that you would be willing to pay to pwase a ticket to play the
lottery. If your offer is higher than or equal ts price, you will pay the price
and play the lottery. Otherwise, you will not bdeato play the lottery. Before

expressing your willingness to pay ...”

In the rest of the experiment, instructions difter@cross conditions. In the description

condition, the instructions followed:

“... I will show you the content of the bag.” The expnenter empties the

content of the bag on top of the table and reveaés] tokens and 1 black.
In the experience condition, the instructions fokal:

“... I will let you play the game as many times asuyiike, but without
monetary remuneration. The goal is that you le&wouathe content of the bag
such that you can estimate the amount that yowdlieg to pay to play the

game for real money. You can withdraw as many tekas you like, one by

one, always letting the experimenter put the tokeck in the bag before you
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draw again. You must tell the experimenter when lgaue sampled enough”.

The patrticipants then sampled the lottery as msdhey wanted.

After the participants had seen the content obtg (description) and sampled the lottery
sufficiently (experience), they answered in a wntform, one of the two following questions
provided also in a written form:

Self-draw (DS condition)‘¢How much are you willing to pay for a ticket to

play this game, taking into account tlyatiwill draw the token out of the bag?”

Experimenter-draw (DE condition)¢, How much are you willing to pay for a

ticket to play this game, taking into account ttegt experimentewill draw the

token out of the bag?”

The materials used in the experiment were casikent® and a dark brown bag that did
not allow participants to see the tokens insiddtdry tickets were designed in essay to resemble

real lottery tickets. A laboratory assistant reeat@ll experimental results.

Compensation

Participants did not receive a show-up fee but vpetid for the payoffs in the first and
second task. When the participant’s WTP in the sed¢ask was lower than the random price of
the lottery, the compensation was equal to the fbayo the first task. Otherwise, the
compensation was the payoff of the first task mithes random price plus the payoff of the

lottery. The mean compensation was 12.10€.

Results
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As expected, 83 participants chose the safe 106roph the first task, while three
participants chose the risky lottery and obtain€d These participants were removed from the
analysis as their WTP was elicited from a differeaference point than the majority of
participants. The final sample consisted of 83ipi@dnts: 20 participants in the DE condition, 20
in DS, 22 in EE, and 21 in ES.

ANOVA results show a significant interaction betwesource of knowledge and person
in charge, F(1, 83) = 66.04, p = .002. The analgb®ved no significant main effect for person
in charge, F(1, 83) = 14.73, p = .138, or for tharse of knowledge, F(1, 83) = 15.04, p = .134.
Figure 1 shows that in the description conditioartipipants were, on average, willing to pay a
significantly higher amount to play the lottery whthe token was drawn by the experimenter
(7.95€; SD = 2.76) than when it was drawn by thdwese(5.55€; SD = 2.84). The opposite is
observed in the experience condition, where paditis were willing to pay a mean of 6.76€ (SD
= 2.98) when the token was drawn by themselvesaantean of 5.59€ (SD = 1.44) when the
token was drawn by the experimenter.

Results from Study 1 disconfirm the first and setdrypothesis and favor the third
hypothesis. Participants that learned about therlpfrom experience became involved with the
task, and results suggest that participants pexdeithe task easier for them than for the
experimenter. Moreover, participants in the expere condition revealed illusion of control
across different observed probability. When patats in the experience condition were
separated into those that observed the black tokere often than expected and those that
observed the black token less often than expecésuilts are similar. This finding, shown in
figure 2 suggests that the driver of the effechas the observed probability but the source of

information.

61



Figure 1: Study 1. WTP for a lottery that pays 10€with p=0.90 and O€ otherwise.
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Figure 2. Study 1: WTP for a lottery in samples oflifferent observed probabilities
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Is this pattern of results driven by the attraciees of the lottery? An alternative

explanation of current results is that this highlyractive lottery breeds illusion of control in

experience because the black token is underweidhiexdwig et al, 2004), and favors the reverse
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effect in description because the black token isneeighted. Relating this assumption to the
general observation that people tend to attribatesality to personal factors for good outcomes
and to others for bad outcomes (Miller & Ross, )9%Ben participants in the experience
condition would prefer to be in charge of playird tlottery to benefit from the likely gain,
whereas participants in the description conditiauld prefer the experimenter to be in charge as
the bad outcome is overweighted. To rule out thisr@ative hypothesis we designed study 2,
which follows the same method and procedure asystuand involves a less attractive lottery,

one in which failure is more frequent than success.

Study 2

This study was aimed at testing whether the att@oess of the lottery used in Study 1
drove the pattern of results. Therefore, Study 2 wareplication of Study 1 with identical
method, materials and procedure, excepting forroa@r variation. The lottery used involved a
10% chance to win 10€ and O€ otherwise. Theretbig,time, the bag contained 9 black tokens

that paid O€ and one red token that paid 10€.

Participants

Eighty-six volunteers served as paid participaitsere were 21 participants in the DE
condition, 23 in DS, 21 in EE, and 1 in ES. The glemwvas 52% female, and the proportion of
male to female participants was evenly distribtaetbng the four conditions. Participants were

undergraduate students from various backgroundsigersitat Pompeu Fabra, Spain.

Compensation
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As in study 1, participants did not receive a shgwfee but were paid for the payoffs in

the first and second task. The mean compensatisrovgd €.

Results

Results suggest that the attractiveness of therjottoes not drive the interaction between
source of knowledge and person in charge. ANOVAIltesconfirm the pattern observed in
Study 1. The interaction between source of inforomaand person in charge is significant, F(1,
86)= 11.47, p=.054. The main effects for illusidrcontrol (as reflected by person in charge) and
information source are not significant. Figure Spiiays the same pattern as Figure 1 although the
amounts participants are willing to pay are notahaller as a consequence of the less attractive
lottery. In the description condition, participamiere, on average, willing to pay a higher amount
to play the lottery when the token was drawn bydkperimenter (2€; SD = 2.10) than when it
was drawn by themselves (1.30€; SD = 1.46). Theosipp is observed in the experience
condition, where participants were willing to payngan of 2.43€ (SD = 1.78) when the token
was drawn by themselves and a mean of 1.67€ (SO H #vhen the token was drawn by the

experimenter.

Small samples in the experience condition

One commonly observed finding in the literature exfperience-based choice is that
people draw small samples, even when samplingsess. For example, Hertwig et al (2004)
found, for a binary choice task, a sample mediahSobbservations per problem (7 per lottery).
Weber et al. (2004) found similar results. In study 1, the mean sample size was 5.16 draws

(SD = 1.82) and the median was 5, while in studlye?2mean sample size was 7.21 (SD = 2.59)
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Figure 3. Study 2: WTP for a lottery that pays 10€wvith p=0.10 and O€ otherwise.
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and the median 7. It is important to highlight thia task in studies 1 and 2 is not a choice task,
where small samples may amplify the differencesrander choice simpler (Hertwig & Pleskac,
2008). In the current context, small samples afjeatibely misleading. The relevance of this
result is emphasized as participants sampled frognane lottery, and not from many lotteries as
in previous studies (e.g. more than 12 lotterigdeéntwig et al’'s analysis of 6 problems).

The significant difference between sample sizestuily 1 and 2 (t = 4.37, p < .001, N =
42) reflects the different search patterns of pgrdints as a function of the attractiveness of the
lottery. In the attractive lottery, participantsedr smaller samples possibly because they
encountered the desired outcome more frequentlgreds in the unattractive lottery participants
persisted in their search for a desired outcome.

One important aspect of the current sampling dessgthat it resembles a realistic
sampling process. In this case, sampling was nobstess as in previous studies where draws

were done by clicking on a button in a computeesor(e.g. Hertwig et al., 2004; Hau et al.,
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2008; Rakow et al., 2008). The process of samglhintpis study involved participants putting
their hand in a bag and pulling out a token. Theeexnenter would then get the token back from
the participant, put it back in the bag and shéalkeltag to shuffle the tokens, to start the process
again. Therefore, the process of sampling may repjeeared more costly than in previous
studies, which could have limited sample size. Ytethould be born in mind that, if sampling
tends to be more costly outside the laboratory thaan experimental setting, we suspect that

sample sizes of real-world phenomena would thetni\aal.

Insensitivity to observed probabilities

Additional evidence for the interaction betweenengnce and illusion of control can be
found in the analysis of different observed probts. Results from studies 1 and 2 reveal
participants’ insensitivity to observed probabégi Figures 3 and 4 break down the experience
condition between participants that observed tine teken (the black token in study 1 and the
red token in study 2) more frequently than expetigds objective probability and participants
that observed the rare token less frequently thh@eaed. In Study 1, 23 of the 43 participants in
the experience condition never encountered thekbtag&en that paid 0€ (hereafter, the
experience-no-black condition) while 20 particigamncountered it at least once. Since all
participants that encountered the black token @ftreexperience-black condition) sampled less
than 10 times, the chance of getting the blackriokas overrepresented in their samples. The
mean observed probability of participants in theezience-black condition was 0.24 (N = 20,
SD = 0.10) and 0 of those in the experience-nokblget, WTP to play the lottery was strikingly
similar between these two groups (see Figure 2hodigh the overall WTP did not change

significantly, higher perceived risk led to a manarked illusion of control, as reflected by a
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higher WTP difference between those in charge eteting the lottery and those that were not
in charge. Notably, as the risk of getting the klacken increased, participants were more
willing to draw the token themselves.

Insensitivity to probabilities can also be seencbynparing the results produced by the
participants in the description condition, who saw0.10 probability of 0O€, and the results
produced by the participants in the experiencedackocondition, who saw a O probability of O€.
The pooled WTP for the description condition is @am of 6.75€ (N = 40, SD = 3.01) and the
pooled WTP for the experience-no-black conditior6i85€ (N = 2.65, SD = 2.14). Identical
results can be observed in Study 2. The pooled Wéf Bhe description condition is a mean of
1.57€ (N = 42, SD = 1.77) and the pooled WTP fer plarticipants in the experience condition

that never encounter the red token (experiencesdpis 2.08€ (N =41, SD = 1.98).

Fig. 4. Study 2: WTP for a lottery in samples of dierent observed probabilities
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General discussion

This research examined how people’s illusion ofta@rinteracts with experience. Two
studies reported herein found that participants lgerned about a lottery from experience were
willing to pay higher amounts to play the lotterjzem they activated the random event than when
the experimenter did. Conversely, the two studieealed that participants that learned about the
lottery from a convenient description paid highenoaints to play the lottery when the
experimenter activates the random event than whendctivate it themselves. Interestingly, this
pattern of results was robust to the attractivenésise lottery as well as to marked differences in
perceived risk.

The seminal work by Langer (1975) introduced theaiaf an illusion of control that
predicts that people prefer to be in charge ofgdkkt produce random outcomes. Results from
our study suggest a reverse illusion of contradaanarios where the random nature of the task is
described rather than experienced. It is impot@tiear in mind that a reverse illusion of control
still considers that a certain degree of contrah te exerted over random outcomes, thus
implying a cognitive bias. The difference, howevsithat the carrier of control is not oneself but
other. This idea has been developed in the coofdetirned helplessness (Alloy & Abrahamson,
1982), which suggests that in certain contextsplgeperceive lack of control over outcomes.
This condition has been associated to clinical e&pon (Selingman, 1975). In fact, previous
studies on depressed participants had alreadydedwevidence of a reverse illusion of control
(Martin et al, 1984). In this study, we provideaternative explanation based on a social factor
interacting with the source of information: peoplerceive themselves worse than average on
tasks perceived as difficult, and a key factor axphg varying perceptions of task difficulty is

the source of information.
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There are many consequential economic and sotigtisins with the key characteristics
of our experiments. Both studies 1 and 2 serveeagphors for a situation in which a manager is
responsible for investing its firm’s funds on theck market. We learned that experience will
influence the decision on whether to delegate #s&.tA fund manager with experience will
avoid delegating the task even though she is athateoutcomes depend on random fluctuations
of the market (Makridakis et al, 2008). If sheaescked to delegate the task, for external reasons,
she will invest less than what she would inveshi¢ was in charge.

Another example is the decision of who should dever in a selected route that, as most
car journeys, involves a small risk of an accidé@nperson may prefer to drive the car on a route
that she has done repeatedly, whereas the saner dmay prefer somebody else to drive in a
new route that has to be assessed from a deserip&yp.

Our findings add evidence to the notion that the weople learn about a probabilistic
event affects the risk they are willing to take (tdég et al, 2004: Weber et al, 2004). In addition,
our findings suggest that the risk people are mgllio take depend, to a significant extent to the

interaction between the source of knowledge angbéngon to in charge of executing the task.
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CHAPTER THREE

Learning from past strategic decisions:

Hindsight bias as a source of superstitious learnm

Introduction

Large-scale strategic decisions are rare, compteagde in ambiguous environments, and
governed by causal and outcome ambiguity (Zoll®@20Examples of such decisions are major
acquisitions and mergers, major organizational ghaprograms, important repositioning of
products, or any other significant strategic decisbccurring a few times in the life-span of an
organization. Organization scholars agree thauohssituations rational analysis and deduction
are likely to be difficult to apply (March, 2006and instead, knowledge gained from prior
decisions is likely to be retrieved as a sourceabfiable information (March, Sproull and Tamuz,
1991; Gauvetti, Levinthal and Rivkin, 2005). This&has caused an interest in how feedback
from the performance of previous decisions affélaéslikelinood of different types of strategic
actions (March, 1991; Greve, 1998).

While the belief that strategic decisions are gellved by experiential learning is
strongly rooted among managers and managementasshoésearch in behavioral disciplines
suggest that learning from experience comes atdbeof numerous biases which may outweigh
the benefits of the competences developed thraugla¢cumulation of experience (Bukszar and
Connolly, 1988; March, 2006). Surprisingly, despitee relevance of learning processes in

strategic decision making, little is known abowg thechanisms that lead to such imperfections.
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A major problem in learning from past strategicidiens has to do with the possibility of
“superstitious learning”, which is the gap betweesnagers’ beliefs about the causes of strategic
outcomes and the actual causes (Levitt and Ma@88;1Zollo, 2009). A leading explanation for
why superstitious learning occurs, points at owefidence effects spurred by experience
accumulation, which are often strong enough to taker the competence building process
generated by the stock of experience (Zollo, 2009).

In this paper we propose another mechanism to Bgfpain superstitious learning,
namely, the hindsight bias. Studies by cognitivgcpslogists show that when individuals
retrieve information from the past, they incur teight bias, which refers to the tendency for
people to see an event as more likafter the event has occurred thanior to the event
(Fischhoff, 1975). In hindsight, people tend to ggerate their predictive capacity of events
which have already taken place (Hoffrage and P2003; Musch and Wagner, 2007). The main
argument is that judgments made in hindsight altbat probability of success of previous
decisions are likely to be strongly biased towaadtual outcomes, and this leads to biased
codification of the cause-effect relation linkinggp strategic decisions and realized outcomes.
Moreover, we elaborate on the heuristic mechantbatsmay be responsible for such bias.

We use a grounded theory approach to explore homageas use the information from
previous experiences in strategic decisions to @iteite new decisions. Through ten in-depth
interviews to top-managers in the health industey gather information to build theoretical
propositions. Because experiential learning hasn b&tedied in decisions made with high
frequency (e.g. learning curves literature), thetgbution of this article is to further understand
experiential learning in the context of rare satalecisions. By shedding light on the micro-
processes followed by decision makers when learfioig experience, we identify some of the

limitations of managerial cognition in strategic#on making.
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We begin by exploring experiential learning andriggevance in strategy formulation.
Then, we elaborate on superstitious learning. Katlg, we briefly review the literature o
hindsight bias, and provide propositions on hoaffiécts strategic decisions and how it can help
explain superstitious learning. Throughout the ttgument of propositions we provide insights

from interviews to top managers. We conclude withisaussion and concluding remarks.

Theoretical Background

The Role of Experiential Learning in Strategic De@ion Making

The growing importance of experiential learningdecision making is evidenced by its central
position in organizational decision theory (CyemdaMarch, 1963; March, 1994; Gavetti and
Levinthal, 2000; Greve, 2003; Gavetti, LevinthaddaRivkin, 2005; March, 2006), and by the
burgeoning interest in cognitive psychology (Hegwtanselow, and Hoffrage, 2003; Hertveig

al., 2004; Erev and Barron, 2005). In organization aed® ideas of experience-based processes
have been used to understand action, change, amtt#elopment of knowledge in organizations
(March, 1994). In this literature, the use of pagberiences as a source of knowledge is usually
proposed as an alternative to analytical decisimtgsses, since strategic rationality appears to
demand greater stability in preferences and higbgnitive capabilities compared to what can be
sustained in reality (Levinthal and March, 1993).

Approaches to decision making stressing the impoegaof deductive reasoning and
analytical choice in the strategy-making processiehbeen criticized for their inadequacy in
complex scenarios of highly interactive variableBeve deductive rationality is least able to
provide effective decisions (Simon, 1955; Levintlzadd March, 1993; March, 2006). As a

reaction to models of calculative rationality, thee stemming from behavioral disciplines have
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emerged to provide alternative explanations abaw hlecision makers approach strategic
decisions. Many studies in this field point to ihgortance of experiential learning as the key
element aiding strategic choice (Cohen and Spra9®6; Gavetti and Levinthal, 2000; Greve,
2003). The underlying idea is that organizationarnefrom feedback-based reinforcement
processes and thus increase organizational irdeltigy (Levitt and March, 1988; Gavetti and
Levinthal, 2000; Denrell and March, 2001; Marchp&) Reinforcement processes are those in
which the propensity to adopt certain procedurgsedds on the feedback from past outcomes
and where more successful procedures are morey likelsurvive than less successful ones
(Nelson and Winter, 1982; Greve, 2003). The proptsef this view believe that such processes
are beneficial because they allow firms to discoeBective competitive positions in novel
environments (Gavetét al, 2005).

Nonetheless, organizations often depend on siraglifinterpretations of past events and
on judgmental heuristics, which reflect the systgeni@mitations of decision makers’ cognitive
and memory capabilities (Kahneman and Tversky, PA0&arning processes are less reliable in
situations when feedback is limited and difficwit interpret — as it is frequently the case in
strategic decision situations — and therefore, suabk environments exacerbate the
identification of links between decisions and oledroutcomes (Denrell, Fang and Levinthal,
2004). Yet, it is precisely in those decision dituas where information about the environment is

most ambiguous that top managers have to relytenpiretations of past events.

Superstitious learning from strategic decisions
In addition to the fact that strategic decisions iafrequent, task dissimilarity between strategic

decisions, noise, ambiguity, temporal delays, amdrenmental changes, further decrease the
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usefulness of feedback (Levinthal and Rerup, 20@&rch, 2006). In these settings people
become remarkably insensitive to determining whethgcomes should be attributed to their
skill or to other uncontrollable factors (Hogartl987; Friedland, 2006), which in turn promotes
superstitious learning. According to Levitt and kfas (1988) seminal paper, superstitious
learning is defined as a situation in which “théjsative experience of learning is compelling,
but the connections between actions and outcomesmasspecified”. For example, when
managers observe that their decision to introduesli@al new technology is followed by utmost
success, they tend to overlook the infinity of éastthat brought about such success and attribute
it to few factors such as managerial foresighteafe predictions about the state of the
environment, reliable information regarding consurbehavior, among others. In fact, only a
low percentage of radical innovations turn out éogoeat successes, and even within the same
firm, strategic decisions based on the predictivom the same management team and same
reliable information sources may produce disturlyirtifferent outcomes. The consequences of
superstitious learning is the overestimation of agans’ influence over uncertain processes and
misleading understanding of the underlying causkesuzcess. We sustain that a central
mechanism explaining superstitious learning is dsight bias’ which we review in the next

section.

Judgments made in hindsight

The accuracy of judgments based on information fpast experiences also depends on the way
decision makers construct their memory. Cognitiggcpologists claim that our memory of the
past is not a memory of the uncertainties of th&t,daut rather a reconstruction of past events

based on the outcomes we have observed. The kngsvibet an event has occurred seems to
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reshape memory (Hogarth, 1987), and with hindsigktfend to exaggerate what we had known
in foresight (Hoffrage and Pohl, 2003).

This effect, called the “hindsight bias”, is theclination to see past events as being
predictable and reasonable to expect. Several iexpets are found in the literature in which
people are presented with outcome knowledge ana,camsequence, tend to falsely believe that
they would have predicted the outcome of such egdaffrage and Pohl, 2003). This bias has
been identified in a variety of experimental tagksschhoff, 1982), including confidence
judgments in the outcome of events, choices betadematives, and estimations of quantities;
as well as in a variety of domains outside the fatowy, such as political events (Pennington,
1981), medical diagnosis (Arkes, Wortmann, Savéleg Harkness, 1981), outcomes of scientific
experiments (Slovic and Fischhoff, 1977), econodwcisions (Bukszar and Connolly, 1988),
and general knowledge (Hell, Gigerenzer, Gauggedll,M& Muller, 1988). It is a robust
phenomenon which is hard to eliminate and thatlmareasily demonstrated (Fischhoff, 1982;
Christensen-Szalanski and Willham, 1991). Besides, effect has proved more pronounced
when people have little experience in a task oisitat (Christensen-Szalanski and Willham,
1991; Musch and Wagner, 2007), which is particyleglevant for strategic decisions.

In the context of strategic decisions, there igyamle study looking at this effect, and it is
tested in an experimental setting. In this expenintey Bukszar and Connolly (1988), three
groups of advanced strategy students in an MBAnaragvere given a strategy case regarding a
pharmaceutical firm’s expansion to another courifhe three groups were asked for an analysis
of the potential success or failure of this stretelgcision in terms of return on investment (ROI)
after a two-year period, based on detailed infoilwnaprovided in the case. The three groups
differed in the following way: the first group ham outcome information (control group); the

second group had a report saying that the firm igéee a ROI of 36 percent after the two year
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period (high-outcome condition), and the third grdwad a report saying that the firm generated a
ROI of 4 percent after the two year period (lowemme condition). The groups which were
provided outcome information were instructed tooignit, and to base their predictions on the
descriptive information. Results showed that thetigpants were unable to ignore outcome
information in spite of being specifically warnemido so. The predicted ROI were significantly
different between groups and were biased towardtiieome information they had observed,
while the control group predicted a value in betvéee others. Moreover, students in the high-
outcome condition tended to see the strategic ibeces less risky and more attractive than those
in the low-outcome condition.

Hindsight bias plays a key role in judgments ofussdial events. Second judgments are
less independent than what managers would likeelee\re, and this can have considerable
consequences when the initial judgment is poor.sftiem the example of a physician who is
asked a second opinion on a diagnosis but is aofatee first diagnose, or a researcher who is
asked to review a manuscript but knows the regilfgevious reviews (Pohl, 2004). Similarly,
managers that have to decide whether to followargcourse of action may be biased to decide
according to past knowledge of the outcome of sindecisions.

Correspondingly, consider the example of a manager retrieves a past decision and
attempts to evaluate the quality of the decisiamcess that was followed for such decision. It
would be inadequate to take into considerationrinédion that was not (and could not possibly
be) available at the moment the decision was masldappens with realized outcomes. In the
presence of hindsight bias, a manager evaluatis) gecisions may conclude that decisions
resulting in positive outcomes were caused by bd#eision processes than those that resulted in

negative ones (Hawkins and Hastie, 1990).
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When managers are aware of the result of pasegtcatiecisions, negative outcomes are
confidently judged as caused by poor decisionspl@en and Schwenk, 1991), although these
decisions were probably judged as adequate aintleethey were made. The consequence of this
distortion is the illusion of “creeping determinisiiirischhoff, 1975), as if the environment was
characterized by being predictable and where cdudel between decisions and outcomes are
evident and easily established. Therefore thisodish leads to judging past events as having
been inevitable and to overestimating the likelth@d success of strategic decisions when top
managers are aware that similar decisions havesdrsuccessful in the past. To shed some light
on the possibility of hindsight bias as a causesygberstitious learning in strategic decision
making, we set out to interview a group of manageidraw information on how they assess past

strategic decisions.

Semi-structured interviews to top managers

The data for this research consists of semi-stradtinterviews with top-managers in several
organizations in the health industry. All of theonrh public or private hospital, or clinics. A total
of 10 interviewees participated in the study. Bseawe are interested in gathering information
about strategic decision processes and experipadgipant selection criteria were based on: (1)
level of seniority, and (2) hierarchy within thengpany, because only top managers with enough
experience in their firms’ strategy formulation dikeely to convey valid information regarding
these issues. The mean age of participants is 4Bd/ their experience in the industry was on
average 16 years. There were a total of 6 men amoiden. The length of the interviews ranged
from approximately 40 to 60 minutes. The interviguestions were open-ended and intended to

elicit participants’ views about their organizat®strategy making processes, strategy evaluation
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and the use of experiential information. The iniams were tape recorded and transcribed to
enhance the reliability of the analysis. In totedre were 67 pages of interview text.

Because the nature of this study is exploratosy ddita gathered in these interviews is not
used for statistical testing but rather for builglitheoretical propositions. We begin by asking
interviewees their general conception of stratemyntilation and strategic decisions, to examine
whether their vision of strategy coincides with @srresponding academic notion. Then, we
moved on to ask questions about learning from pgasitegic decisions, evaluation of past

strategy, handling information from past decisicarg] experiential learning in general.

Managerial perspectives on strategy and hindsightidgments

Earlier studies (see March and Shapira, 1987, foeveew) report a substantial gap between
manager’s and academics’ understanding of managesiataking and managerial action.
Therefore, before asking specifically about thes rof experience in strategic decision making,
we asked each manager to define the term ‘stratkision’ in order to start the interview with
a shared understanding of the term and to explweparticular perspectives of participants.
There was a consensus among all the participantghiigh they regarded strategic decisions as
radically different from routine, operational deciss made every day. Among all the definitions,
there was a common notion of strategic decisionewmving “uncertainty”, “risk”, “change”, as

a “time consuming process”, made in “unclear sdesgrand with a “tremendous impact on the
organization”. Some managers recalled conceptseckl the fuzziness involved in strategic
decisions, such as “tricky”, “hazy”, or “inherentyoblematic” decisions. Lastly, another group
recalled concepts relating to the way these detisiocesses are conducted, saying that strategic

decisions are made “always by teams and neveriddilly’, made by “directive committees”,
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“over a long period of time, and in a sequentiahn&”. One of the most representative answers
was the following:

“I think of strategic decisions as those importal@cisions implying

structural changes, reorganization, or repositigniof our whole

organization. [...] Of course they are rare and dake place once in a

while, but when we have to deal with these situstiove focus all our

attention and resources on that particular decigrooess to make sure we

eliminate all potential risks. We believe you camssume risks in strategic

decisions. We bring our best people, consult egpartd meditate the final

decision progressively, little by little.”

In general, the notion of strategic decision waspmgsingly similar to the notion
developed in the academic literature. In this paldr sample, the common understanding of
strategy assures that the feedback from questegerding strategy assessment is valid and that
it refers to the same shared concept of strateggismns.

The next set of open-ended questions was aimeddatrstanding the type of information
that decision makers consult for strategic decsidine out of ten interviewees reported some
kind of experience-based information. Among thenterecalled, the most frequent were “we
consult experts with experience in the specificetyyd decision we are facing”, “we talk to
experienced people”, “we make use of lessons leanoen our own decisions made in the past”,
“our department keeps track of past strategic detiprocesses”. Also, eight out of ten
interviewees declared that their organization keap&ecord” or “memoire” of important
decisions, which is kept in an archive and is oftamsulted. An illustrative example of
managers’ reliance on experience for strategy ftatiwn is the following:

“We try to monitor the environment and analyze agimdata as we can.
But that’s only one part of the picture. Then, wad in the people with

experience in our firm, and they take a look at thenbers and data
analyses. The bottom line is that these people baea ‘there before’ and
are aware of the potential risks we face in thesgelimpact endeavors.

They've learned the lesson from past strategicsitats. [...] | myself take
into account my own experience, and think backiralar situations and
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recall what | did right, what | did wrong. You alyslook at the past in
these situations trying to avoid previous mistakes.

This example illustrates the relevance of pastoastion current strategy formulation.
When participants started to talk about experieocerior strategic decisions, we used this
moment to ask them about retrospective evaluatbpsst strategic decisions. The question was
simply ‘how do you evaluate the quality of a stgatedecision made in the past?’. The answers
to this question given by the ten interviewees eoged to the same idea: they look at the
outcome of the strategic decision to judge its itpiaFor seven out of the ten managers the first
response to the question pointed to “results obtHin“outcome” or “success” of the strategic
decision. A representative example of interviewasesnvering in this line is the following:

“I look at the results obtained from that particus&rategic decision. If the
decision turned out to be a big success, then & of that as a high
quality decision. Later on, those strategies acalled as good examples
in future strategic processes. Strategic failurescartainly caused by bad-
quality planning, [...] (as if) something went wrong the decision
process, or some information was neglected”.

Two other managers regarded this question as amwbissue and did not hesitate to
claim that “we just need to see the outcome ofdéesion, that's obvious”, or “we check the
overall results obtained from that decision, imterof financial or economic performance, and
that’s it”. Only two managers in the whole samplieied as a first response factors unrelated to
decision outcomes, namely situational factors ftke environmental uncertainty at the time the
decision was made”. One of them clearly illustratespsychological effects of hindsight bias in
the following way:

“To assess a strategic decision made in the paststéry to evaluate the
context in which the decision was made, the infdionawe had, and other
variables present at that time. Still, even thowghknow the decision was

made under specific conditions and that it was g@iobb the adequate
decision at that point, we end up looking at th&comes. It's hard not to
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focus on the outcomes. Especially when the outcaamnesnot what you

expected; then it is hard not to compare the actudtomes with the

potential outcome of an alternative course of actio

This simplified interpretation of strategic actiomst only suggests superstitious learning

effects, but also a tendency to code unsuccegsaikégic decisions as necessarily caused by poor
decision processes and success as caused by 8a¥eeisions. In accordance with this tendency
to judge strategic decisions by their outcomes r@otdby the decision process, what may have
been a high-quality strategy according to the famstailable at the time may be incorrectly
criticized and a good decision-maker may be unfatnished. Overall, the perspectives of the
ten interviewees show that managers use retrospeetialuations of past strategic decisions in
order to make new strategic decisions. Howevethellevidence suggests that managers not only
are incapable of ignoring outcomes of strategiasieas to evaluate the quality of the process
which lead to such decisions, but rather they ugeome information as a central estimator of
the quality of such decision. This is a clear exiemgd hindsight bias. The fact that managers
establish a direct relationship between the obse#&come of a strategic decision and the
quality of the decision process reflects a mislegdinderstanding of the causal links between
driving strategic outcomes, and leads to supergstilearning. Managers observing successful
outcomes superstitiously learn that the decisioncgsses underlying such successes are
necessarily high-quality decisions, whereas fafuage necessarily caused by poor decision
processes. Although this may be the case in sosescd is certainly not always true, and when
samples from experience are small, this biasedatdusk leads to superstitious learning.
Moreover, this leads to an underestimation of ibksrinvolved in decisions coded as ‘good’
decisions, derived from an increased confidenc@ast successes. We therefore suggest the

following propositions:
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Proposition 1A: Hindsight bias in evaluations of spastrategic decisions leads to
superstitious learning.

Proposition 1B: Retrospective evaluations of pdsitegic decisions lead to confusing
misfortune (or unpredictable forces) for manageiiompetence, and fortune for managerial
competence.

Proposition 1C: Hindsight bias in evaluations of spastrategic decisions leads to

exaggerating the predictability of future strategituations.

Judging by availability of observed outcomes

People, as well as most organizations, use sangbplebserved outcomes to construct beliefs
about the outcomes that may follow choices in ®itwituations. Through this heuristic
mechanism, organizational members attempt to depatterns from what they observe and
underplay other potential alternative outcomes (Wat al, 1991). As it is difficult to establish
causal relations between rare strategic decisindscarresponding outcomes, organizations tend
to pay greater attention on observed outcomes agtect the importance of any alternative
outcomes that did not take place.

However, to learn effectively from past strategiecidions, not only must observed
outcomes be taken into account, but also the altieen hypothetical outcomes that have not
occurred must be considered if the success liketlhof future decisions is to be assessed
accurately (Marchet al, 1991; Hogarth and Einhorn, 1992). This is patéidy relevant for
strategic decisions, where the causal paths betwempetence and performance at a task are
difficult to specify due to high causal complexignd the influence of environmental

impredictability, which implies that actual outcosnenay not necessarily represent the most
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likely outcome from the decision made (Powell, Ubvaand Caringal, 2006). By only
incorporating outcome-related knowledge to the w@enépresentation of a novel decision
situation, managers cannot envisage outcomes ththerthose observed in the past, and this may
lead them to underestimate the risks of unprecedeetvents. This reinforcement process
exaggerates the likelihood of what has actuallypkapd and underestimates the likelihood of
what might have happened (March, 2006).

Behavioral decision research suggests that pediga estimate the likelihood of events
by retrieving examples from memory, and in doing tbe evaluation of frequencies or
probabilities of an event often depend upon thes edsrecall of such an event (Tversky and
Kahneman, 1974; Raghubir and Menon, 2005). Thisifalility heuristic” is an effective tool to
assess the probabilities of occurrence of an dwestible environments with frequent feedback.
However, when events are selectively stored in nmgrand are therefore systematically easier to
remember, the availability heuristic leads to bihdéelihood judgments, where easily
remembered events are perceived as having a gpatmability of occurrence. Therefore, since
only observed outcomes become readily availabl¢hén organization’s memory while non-
occurrences are discarded, managers retrieving gssions for likelihood judgments of
possible outcomes may form estimates that are diameards observed outcomes. This logic
points at the availability heuristic as a potené@aplanation for hindsight bias in evaluations of
past strategy.

We asked our interviewees to recall and descrisgaegic decision made in the past.
Every single manager easily recalled a successfitegic process while none recalled a failure.
Among the examples, managers mentioned “redesighiaglinic building to incorporate new
functional areas, and to accommodate existing aesvin order to provide a more flexible yet

efficient service overall”, “changing the existipgyroll scheme to a performance-pay system,
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which requires new contracts, changes in the sdbgdi most employees and incorporation of
new staff”, or “the introduction of a new technalkeg in the sterilization service which implied
the restructuring of the whole service, leadindaymffs and incorporation of qualified staff”, all
of which resulted in successful improvements ofaorgational performance. These answers
suggest that not only observed outcomes are givane importance than non-occurrences, but
also successes are more salient in memory thaurdail Related to this point, one of the
interviewees reported that:

“When looking backwards for lessons from past styatl tend to focus on

big successes. | tend to analyze past strategisides depending on the

salience of their impact; if the impact of a demmsivas great and salient |

consider it as a useful example to learn from iayMe in the future a

similar situation may come up, and knowing that pectfic strategy

worked out well, makes me feel more prepared fointasimilar situations

in the future”.

Because successful outcomes appear to be easrecdah and become more readily
available than failures, the consequence of judgsn&y availability is that the perceived
probability of success of strategic processeswae stored in memory as ‘successful’ is higher
than for events remembered as ‘failure’ (Tverskg Kahneman, 1974; MacLeod and Campbell,
1992). This tendency has direct implications foatelgic decision making. When successes in
risky strategic decisions (e.g., the successfulothiction of radical innovations) are over-
represented in the pool of experiential knowledg@enfailures are under-represented, managers
may gain excessive confidence in their strategasiten making abilities. We therefore suggest
the propositions.

Proposition 2A: Retrospective evaluations of pasitegic decisions are biased towards

observed outcomes because memories from the pastetieved following the availability
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heuristic, through which actual occurrences are ilgasecalled while non-occurrences are
neglected.

Proposition 2B: Retrospective evaluations of pasttegic decisions are overly optimistic
because successful outcomes are more readily dlailthan failures in the organization’s
memory.

Proposition 2C: Hindsight bias in the evaluation @édst strategic decisions is partly

caused by the availability heuristic.

Discussion and concluding remarks

Individuals are well equipped for learning from expnce when they experience multiple trials
and get accurate feedback (Hogarth, 2001). For pbeammanagers learn that a certain production
process is better than other because, after regedioth processes several times, they
consistently observe that one process outperfonem®ther. Conversely, when tasks do not have
this structure because the context is novel, anthiguand the feedback received from such tasks
is limited and unclear, learning from the past lmees challenging. Yet, managers cope with this
type of situations in the same way as they do Witse more frequently encountered. The result
of this poor learning process is superstitiousrieg. Even if managers acquire competence
through experiencing rare strategic decision preegsthey often learn the wrong lesson and
induce misleading causal relations between de@shm outcomes.
Throughout the paper we claimed that a key factptagning superstitious learning is the

robust and commonly observed hindsight bias. Onemagers know that an outcome has
occurred their perceived likelihood of that evamtreases. Therefore, managers tend to believe

that this relative inevitability was apparent beftine event. Another problem with hindsight bias
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has to do with reward and punishment structuresndted by Fischhoff (1975), “when second
guessed by a hindsightful observer, his misfortappears to have been incompetence, or
worse.” Judging the competence of a management beaed on the outcomes achieved in rare
strategic decisions may lead to rewarding people dwve been lucky or happened to achieve a
successful outcome for unknown causes outside ttamtrol, and may punish competent
managers in situations where misfortune or unptablie events played a major role. One way to
help solve this problem is by rewarding managersttie quality in the decision process (e.g.
alternatives considered, exhaustiveness of infoamatearch, reliance on external advice, proper
assessment of the risks involved, etc.) and nelysoh outcomes.

In the last part of the paper we elaborated ontémelency to over-rely on observed
outcomes. Individuals tend to learn from what thegerve but not necessarily from what they
do not observe. This form of logic is common amomgnagers and is widely implemented by
most business schools, where the case methoddseglseintended to give students a base from
which to draw useful examples for future similduations they may face (Gavett al, 2005).
This behavior can have the advantage of rapid ataptin unchanging environments with
frequent feedback, but the disadvantage is thad Wedrning often requires knowing things that
have not been observed (Hogarth, 2001). Giving &stge importance to observed outcomes
while disregarding the non-occurrences of posslikrnative outcomes can prompt managers to
underestimate the risks involved in strategic dens Top managers tend to use their sample of
past experiences as unbiased estimators of theehaih success in similar future decisions. This
poses a problem because the stored memories okppstiences overweight the presence of
successes while they also underrepresent lessaliesevents. Through this process, strategies
that turned out successfully, irrespective of tlogiality, are stored in the organizations memory

and become readily available for future retrielralthis way, this biased construction of common
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beliefs is stored in the form of causal links beiwedecisions and outcomes and become
incorporated in the organization’s set of beliefs.

Whereas in our every-day life, simplifications fretreconstruction of memory may be a
useful mechanism to help cope with the excessiveuain of information found in the
environment, it can have a great impact in novel @amplex contexts where the possibility of
accurately predicting outcomes is low or nonexistBlonetheless, reshaping our understanding
of the world in terms of what has already been fedmppen can also be a beneficial adaptive
behavior. The disadvantages of biased memory recmten are probably outweighted by the
benefits of adaptive learning (Pohl, 2004). Memloag a limited capacity, and it is important to
store events in a coherent way that allows redaftvironmental conditions render the
identification of useful relations arduous, andisttherefore economical to concentrate and
remember the relations that work and forget thbaédid not (Hogarth, 1987).

A key difference in the ability to learn correcfipm experience is the extent to which
individuals engage in counterfactual thinking (Bard999). When people reflect on the past
events that are available in their memory, thegrofthink not only of the events that actually
happened but also about how those events might imaweened differently (Walsh and Byrne,
2004). This is done by mentally undoing the aspeftshe decision process that led to the
observed outcome.

One way of increasing the amount of alternativeeoumes available in a manager’s pool
of knowledge is to imagine how past decisions cdudde produced different (yet possible)
outcomes. By increasing the number of alternatreéseved from past decisions, counterfactual
thinking provides a better understanding of thecpss that underlies the observed cause-effect
relation (Morris and Moore, 2000). The ability ofanagers to extensively retrieve relevant

information cues from the past and conceive difieadternative scenarios can reduce the degree

87



to which judgments are biased toward easily aviglaiformation. In this respect, research on

entrepreneurial activities in organizations suggeisat entrepreneurial managers are less likely
than other managers to engage in counterfactuakitty and therefore more likely to perceive

situations as more favorable (e.g. less risky)hent (Baron, 1999). This means that failure to
engage in counterfactual thinking may lead to téng as a consequence of overlooking

potential negative events. In sum, counterfactbelking can improve outcome and frequency

judgments by increasing the set of available adtéves retrieved from past experiences.

Managerial risk taking is crucial for a firm's degy and, consequently, for its
performance (Simon and Houghton, 2003; Hambrick720Becoming aware of the heuristic
mechanisms that lead to biases in experientiahilegrcan enhance organizational strategy
formulation by reducing unnecessary risk-taking.e Ttheories of competitive advantage
implicitly assume that managers have a signifiaadree of foresight about the emergence of
strategic advantages (Ahuja, Coff and Lee, 2005)il&\this article challenges this view, we
sustain however that managers can present a cdivpetdvantage when they understand the
limits of managerial foresight and the nature ddf@o/e learning.

We realize that this article has limitations. Theogwsitions suggested, although
potentially testable, require intrusive accesswtbvidual-level information from managers which
is usually hard to obtain (Hambrick, 2007). Morepwseveral individual-level (e.g. managers’
background, years of tenure, motivational diffees)cand environmental-level variables (e.g.
environmental complexity) may moderate the effeicheuristic decision making on decision
biases, so we are aware that a more comprehengidel would benefit from such controls.
Opportunities for future research in this line aisslude an examination of organizational

outcomes as a function of the presence — and degred the cognitive biases arising in the
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experiential learning process. This type of redeamay be served by simulation techniques,

since acquiring individual-level data is often atretion.
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