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Abstract

In this paper, we initiate the study of finite temperature quantum field theories (QFT’s) on the

Moyal plane. Such theories violate causality which influences the properties of these theories. In

particular, causality influences the fluctuation-dissipation theorem: as we show, a disturbance in a

space-time region M1 creates a response in a space-time region M2 space-like with respect to M1

(M1×M2). The relativistic Kubo formula with and without noncommutativity is discussed in detail,

and the modified properties of relaxation time and the dependence of mean square fluctuations on

time are derived. In particular, the Sinha-Sorkin result [1] on the logarithmic time dependence of

the mean square fluctuations is discussed in our context.

We derive an exact formula for the noncommutative susceptibility in terms of the susceptibility

for the corresponding commutative case. It shows that noncommutative corrections in the four-

momentum space have remarkable periodicity properties as a function of the four-momentum k.

They have direction dependence as well and vanish for certain directions of the spatial momentum.

These are striking observable signals for noncommutativity.

The Lehmann representation is also generalized to any value of the noncommutativity parameter

θµν and finite temperatures.
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I. INTRODUCTION

The Moyal plane is the algebra Aθ(R
d) of functions on R

d with the ∗-product given by

(f ∗ g)(x) = f(x)e
i
2

←−
∂ µθµν→∂ νg(x) ≡ f(x)e

i
2

←−
∂ ∧
→
∂ g(x), f, g ∈ Aθ(R

d), (I.1)

θµν = −θνµ = constant. (I.2)

If x̂µ are coordinate functions, x̂µ(x) = xµ, then (I.1) implies that

[x̂µ, x̂ν ] = iθµν . (I.3)

Thus Aθ(R
d) is a deformation of A0(R

d) [2].

There is an action of a Poincaré-Hopf algebra with a ”twisted” coproduct on Aθ(R
d). Its physical

implication is that QFT’s can be formulated on Aθ(R
d) compatibly with the Poincaré invariance

of Wightman functions [2, 3]. There is also a map of untwisted to twisted fields corresponding to

θµν = 0 and θµν 6= 0 (“the dressing transformation” [4, 5]). For matter fields, if these are ϕ0 and

ϕθ,

ϕθ(x) = ϕ0(x)e
1
2

←−
∂ µθµνPν ≡ ϕ0(x)e

1
2

←−
∂ ∧P , (I.4)

Pµ = Total momentum operator. (I.5)

While there is no twist factor e
1
2

←−
∂ ∧P for gauge fields, the gauge field interactions of a matter current

to a gauge field are twisted as well:

Hθ
I(x) = H0

I(x)e
1
2

←−
∂ ∧P , (I.6)

where H0
I can be the standard interaction J0µAµ of an untwisted matter current to the untwisted

gauge field Aµ.

The twisted fields ϕθ and Hθ
I are not causal (local). Thus even if ϕ0 and H0

I are causal fields,

[ϕ0(x), ϕ0(y)] = 0, (I.7)

[H0
I(x),H0

I(y)] = 0, (I.8)

[H0
I(x), ϕ0(y)] = 0, x× y, (I.9)
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(x × y means that x and y are relatively spacelike), that is not the case for the corresponding

twisted fields. For example,

[ϕθ(x),Hθ
I(y)] = e

− i
2

∂
∂xµ θµν ∂

∂yν ϕ0(x)H0
I(y)− e−

i
2

∂
∂yµ θµν ∂

∂xνH0
I(y)ϕ0(x) 6= 0, x× y. (I.10)

Thus acausality leads to correlation between events in space-like regions. The study of these

correlations at finite temperatures at the level of linear response theory (Kubo formula) is the

central focus of this paper. We will also formulate the Lehmann representation for relativistic fields

at finite temperature for θµν 6= 0. It is possible that some of our results for θµν = 0 and θµν 6= 0

are known [6].

In section 3, we review the standard linear response theory [6] and the striking work of Sinha and

Sorkin [1]. We also discuss the linear response theory for relativistic QFT’s at finite temperature

for θµν = 0. It leads to a natural lower bound on relaxation time, a modification of the result

“(∆r)2 ≈ constant ×∆t” of Einstein and its generalization “(∆r)2 ≈ constant × log ∆t” to the “

quantum regime” by Sinha and Sorkin [1].

Section 4 contains the linear response theory for the twisted QFT’s for θµν 6= 0. A striking result

we find is the existence of correlations between space-like events: A disturbance in a spacetime

region M2 evokes a fluctuation in a spacetime region M1 spacelike with respect to M2 (M1 ×M2).

Noncommutative corrections in four-momentum space also have striking periodicity properties and

zeros as a function of the four-momentum k. They are also direction-dependent and vanish in

certain directions of the spatial momentum ~k. All these results are discussed in this section.

The results of this section have a bearing on the homogeneity problem in cosmology. It is

a problem in causal theories [7]. The noncommutative theories are not causal and hence can

contribute to its resolution.

In section 5, we derive the finite temperature Lehmann representation for θµν = 0 and generalize

it to θµν 6= 0. The Lehmann representation is known to be useful for the investigation of QFT’s.

The concluding remarks are in section 6.
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II. REVIEW OF STANDARD THEORY: SINHA-SORKIN RESULTS

Let H0 be the Hamiltonian of a system in equilibrium at temperature T . It is described by the

Gibbs state

e−βH0

Tr e−βH0
(II.1)

which gives for the mean value ωβ(A) of an observable A,

ωβ(A) =
Tr e−βH0A

Tr e−βH0
. (II.2)

We assume that H0 has no explicit time dependence, otherwise it is arbitrary and can describe

an interacting system.

We now perturb the system by an interaction H ′(t). After this perturbation, the Hamiltonian

becomes

H(t) = H0 +H ′(t). (II.3)

When H ′ is treated as a perturbation, the change ωβ(δA(t)) in the expectation value of an

observable A(t) in the Heisenberg picture at time t is

ωβ(δA(t)) = ωβ(U−1
I (t)A UI(t))− ωβ(A), (II.4)

where

UI(t) = T e−
i
~

R t
−∞ dτHI(τ) (II.5)

HI(τ) = e
i
~
H0τH ′(τ)e−

i
~
H0τ . (II.6)

Hence to leading order,

ωβ(δA(t)) = − i
~

∫ t

−∞
dτ ωβ([A,HI(τ)]) (II.7)

= − i
~

∫ ∞

−∞
dτ θ(t− τ)ωβ([A,HI(τ)]). (II.8)

The linear response theory is based on this formula. It is completely general and applies equally well

to quantum mechanics and QFT’s. But in the latter case, the spatial dependence of the observable

should also be specified.
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For illustration of known results, we now specialize to quantum mechanics with one degree of

freedom and to a dynamical variable A(t) = x(t) = x(t)† and H ′(t) = x(t)f(t) where f is a weak

external force. Then,

ωβ(δx(t)) = − i
~

∫ ∞

−∞
dτ θ(t− τ)ωβ([x(t), x(τ)]) f(τ) (II.9)

=

∫ ∞

−∞
χ(t− τ) f(τ), (II.10)

where χ is the susceptibility:

χ(t) = − i
~
θ(t)ωβ([x(t), x(0)]). (II.11)

Let

W (t) = ωβ(x(t)x(0)) = S(t) + iA(t), (II.12)

S(t) =
1

2
ωβ({x(t), x(0)}), (II.13)

A(t) = − i
2
ωβ([x(t), x(0)]). (II.14)

(II.15)

Then

χ(t) =
2

~
θ(t)A(t) (II.16)

The significant properties of these correlation functions are as follows:

1. Unitarity:

S(t) = S(t), A(t) = A(t) (II.17)

from

H
†
0 = H0, x(t)† = x(t). (II.18)

2. Time translation invariance:

S(−t) = S(t) A(−t) = −A(t) (II.19)

⇒ W (t) = W (−t) (II.20)

from time independence of H0.
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3. The KMS condition: (with ~ = 1.)

W (−t− iβ) = W (t). (II.21)

Denoting the Fourier transform of these functions, including χ, by a tilde ˜, as for instance

W̃ (ω) =

∫
dteiωtW (t), (II.22)

one finds

W̃ (ω) = eβωW̃ (−ω), (II.23)

Imχ̃(ω) = −1

2
(1− e−βω)W̃ (ω), (II.24)

S̃(ω) = − coth
βω

2
Imχ̃(ω). (II.25)

The important aspect of these relations is that the dissipative part Imχ̃ of the (Fourier transform

of) susceptibility χ completely determines all the two point correlations, and hence also the real

part Reχ̃ of χ̃.

Reχ̃ can also be determined from Imχ̃ the Kramers-Kronig relation [6].

Following an argument, presented in [1], which exploits the properties of the Heaviside function

θ, we can write

Imχ̃(ω) = − i
2
χ̃′(ω),

(II.26)

where

χ′(t) := sgn(t) χ(|t|),

sgn(t) = θ(t)− θ(−t). (II.27)

Therefore, (II.25) becomes

S̃(ω) =
i

2
coth

βω

2
χ̃′(ω). (II.28)

The Fourier transform of (II.28) gives

S(t) =
1

2β
P

∫ ∞

−∞
dt′ sgn(t′ − t) χ(|t′ − t|) coth

πt′

β
, (II.29)
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where P denotes the principal value of coth. Reχ̃ does not contribute to (II.29).

This equation has important physics. In time ∆t, the operator changes by ∆x(t) = x(t+ ∆t)−

x(t). With t = 0, the square displacement due to equilibrium fluctuations is thus

ωβ(∆x(0) 2) = 2[S(0) − S(∆t)] (II.30)

so that we obtain the Sinha-Sorkin formula

1

2
ωβ(∆x(0) 2) =

i

2β
P

∫ ∞

0
dt′χ(t′)[2 coth(Ωt′)− coth(Ω(t′ + ∆t))− coth(Ω(t′ −∆t))],

Ω =
π

β
. (II.31)

Sinha and Sorkin [1] have analyzed this equation for the (realistic) ansatz

χ(t) = µ[1− e− t
τ ]θ(t)

t≫τ−→ µ θ(t− τ), (II.32)

where τ is the relaxation time.

In that case,

1

2
ωβ(∆x(0) 2) =

µ~

π
ln

[sinh(Ω|∆t− τ |) sinh(Ω|∆t+ τ |)] 1
2

sinh(Ωτ)
, (II.33)

where we have restored ~.

Sinha and Sorkin [1] observed that (II.33) gives Einstein’s relation in the classical regime:

β~≪ τ ≪ ∆t :
1

2
ωβ(∆x(0) 2) ≈ µ

β
∆t. (II.34)

But in addition they found a logarithmic dependence of ∆t in the ”quantum” regime:

τ ≪ ∆t≪ β~ :
1

2
ωβ(∆x(0) 2) =

µ~

π
ln

∆t

τ
. (II.35)

They have emphasized that this behavior can be tested experimentally.

They also discuss a regime between the classical and quantum extremes which interpolates

(II.34) and (II.35).

III. QUANTUM FIELDS ON COMMUTATIVE SPACETIME

Hereafter, we set ~ = c = 1.
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We now specialize to QFT’s for θµν = 0. For simplicity, we take

H ′(t) = e

∫
d3y N0(y)ϕ0(y), (III.1)

where N0(y) is the number density of a charged spinor field ψ0,

N0(y) = ψ
†
0(y)ψ0(y). (III.2)

ϕ0 is the externally imposed scalar potential and the subscript denotes that θµν = 0 for these fields.

Again for simplicity, we choose A as well to be the number density at a spacetime point x. Then

ωβ(δN0(x)) = − ie
~

∫
d4y θ(x0 − y0)ωβ([N0(x),N0(y)])ϕ0(y). (III.3)

The natural definition of susceptibility in this case is

χβ(x, y) = −i e
~
θ(x0 − y0)ωβ([N0(x),N0(y)]). (III.4)

With this definition,

ωβ(δN0(x)) =

∫
d4yχβ(x, y)ϕ0(y). (III.5)

We will now analyze this formula.

The Kubo formulae

The susceptibility χβ is related to the Wightman function

W
β
0 (x, y) =

i

~
ωβ(N0(x)N0(y)) (III.6)

and the autocorrelation and commutator functions

S
β
0 (x, y) =

1

2~
ωβ(N0(x)N0(y) +N0(y)N0(x)), (III.7)

A
β
0 (x, y) =

−i
2~
ωβ([N0(x),N0(y)]), (III.8)

χβ(x, y) = 2eθ(x0 − y0)A
β
0 (x, y), (III.9)

W
β
0 (x, y) = S

β
0 (x, y) + iA

β
0 (x, y). (III.10)

There are more nontrivial conditions coming from the KMS condition which we now discuss.

10



By assumption, H0 commutes with spacetime translations and rotations as dictated by the

Poincaré algebra. So ωβ enjoys these symmetries and W β
0 (x, y), Sβ

0 (x, y), Aβ
0 (x, y) depend only on

x0 − y0 and (~x− ~y)2. Hence they are even in ~x− ~y:

W
β
0 (x0, ~x0 ; y0, ~y) = W

β
0 (x0, ~y0 ; y0, ~x) etc. (III.11)

= Ŵ
β
0 (x0 − y0 ; (~x0 − ~y)2). (III.12)

As Ŵ β
0 (x0 − y0 ; (~x0 − ~y)2) can contain terms with θ(x0 − y0), we cannot always claim that it

is even in x0 − y0 as well. The same goes for Sβ
0 and Aβ

0 .

1. Spacelike Disturbances

If x and y are relatively spacelike, [N0(x),N0(y)] = 0 because of causality (locality).

So if ϕ0 = 0 outside the space-time region D2 and we observe the fluctuation in a spacetime

region D1 spacelike with respect to D2, then the fluctuation vanishes:

ωβ(δN0(x)) = 0 if x ∈ D2, Suppϕ0 = D2, D1 ×D2. (III.13)

Here Supp denotes the support of the function ϕ0 (it is zero in the complement of the support).

Thus we easily recover the prediction of causality for θµν = 0 [6].

2. Timelike Disturbances

In this case, the point of observation x is causally linked to the spacetime region D2. Hence

[N0(x),N0(y)] need not vanish if x ∈ D1.

We can model the analysis of this case to the one in Section 2 if H0 is the time translation

generator of the Poincaré group for ϕ0 = 0. We assume that to be the case.

Following section 2, we now introduce the correlator

W
β
0 (x, y) = ωβ(N0(x)N0(y)). (III.14)

By relativistic invariance, W β
0 depends only on (~x−~y)2. Since θ(x0−y0) is Lorentz invariant when

x− y is timelike, it can also depend on θ(x0 − y0). Thus W β
0 depends on (~x− ~y)2 and x0 − y0 and
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we can rewrite (III.14) as

W
β
0 ((~x− ~y)2, x0 − y0) = ωβ(N0(x)N0(y)). (III.15)

We can thus focus on

W
β
0 (~x2, x0) = ωβ(N0(x)N0(y)). (III.16)

It is important that it is even in ~x. We cannot say that about x0 because of the potential

presence of θ(x0).

Now

W
β
0 (~x2, x0) = ωβ(N0(0)N0(x)) = W

β
0 (~x2,−x0). (III.17)

The presence of ~x thus does not affect the symmetry properties in x0. That is the case also with

regard to the KMS condition. We write all these conditions explicitly now: write

W
β
0 (~x2, x0) = S

β
0 (~x2, x0) + iA

β
0 (~x2, x0), (III.18)

where

S
β
0 (~x2, x0) =

1

2
ωβ(N0(x)N0(0) +N0(0)N0(x)),

A
β
0 (~x2, x0) = − i

2
ωβ([N0(x),N0(0)]). (III.19)

Then

χβ(~x2, x0) = 2eθ(x0)A
β
0 (~x2, x0), (III.20)

where we have written the susceptibility as a function of ~x2 and x0. Then as before

1. Sβ
0 and Aβ

0 are real functions:

S
β
0 (~x2, x0) = S

β
0 (~x2, x0), A

β
0 (~x2, x0) = A

β
0 (~x2, x0). (III.21)

2. Sβ
0 is even in x0 and Aβ

0 is odd in x0:

S
β
0 (~x2,−x0) = S

β
0 (~x2, x0), A

β
0 (~x2,−x0) = −Aβ

0 (~x2, x0). (III.22)
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3. We have the KMS condition

W
β
0 (~x2,−x0 − iβ) = W

β
0 (~x2, x0), (III.23)

where we have set the speed of light c equal to 1.

[We will rewrite χβ, χ̃β as χ
β
0 , χ̃

β
0 to emphasize that they correspond to θµν = 0.] Thus from

the Fourier transforms distinguished by tildes, as in

W̃
β
0 (~x2, ω) =

∫
dx0 e

iωx0W
β
0 (~x2, x0), (III.24)

we get

W̃
β
0 (~x2, ω) = eβωW̃

β
0 (~x2,−ω), (III.25)

Imχ̃β
0 (~x2, ω) = −e

2
(1− eβω)W̃ β

0 (~x2,−ω), (III.26)

eS̃
β
0 (~x2, ω) = − coth

βω

2
Imχ̃β

0 (~x2, ω) (III.27)

Now following an argument analogous to the one that yielded (II.28), we are able to write

Imχ̃β
0 (~x2, ω) = − i

2
χ̃′

β
0 (~x2, ω),

(III.28)

where

χ′
β
0 (~x2, x0) := sgn(x0, ~x) χ

β
0 (~x2, |x0|),

sgn(x0, ~x) = θ(x0 − |~x|)− θ(−x0 − |~x|).

(III.29)

Therefore, (III.27) becomes

eS̃
β
0 (~x2, ω) = − coth

βω

2
Imχ̃β

0 (~x2, ω) =
i

2
coth

βω

2
χ̃′

β
0 (~x2, ω). (III.30)

The Fourier transform of (III.30) gives

eS
β
0 (~x2, x0) =

1

2β
P

∫
dx′0 sgn(x′0 − x0, ~x)χ

β
0 (~x2, |x′0 − x0|) coth

πx′0
β
. (III.31)
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The expression for the mean square equilibrium fluctuation ωβ(∆N2
0 )(~x2, 0) follows as before:

1

2
ωβ(∆N2

0 )((~x− ~y)2, 0) =
1

2
ωβ((N0(~x, x0 + ∆x0)−N0(~y, x0))

2) = e( Sβ
0 (~02, 0) − Sβ

0 ((~x− ~y)2,∆x0) )

=
1

2β
{ 2

∫ ∞

|~0|
dx′0 χ

β
0 (~02, |x′0|) coth

πx′0
β

−
∫ ∞

|~x−~y|
dx′0 χ

β
0 ((~x− ~y)2, |x′0|)(coth

π(x′0 + ∆x0)

β
+ coth

π(x′0 −∆x0)

β
) } (III.32)

So nothing much has changed until this point except for the additional dependence of correlations

on ~x2.

An ansatz like (II.32) for susceptibility is no longer appropriate now. That is because if

x2
0 < ~x2, (III.33)

then as we saw χ
β
0 (~x2, x0) is zero by causality.

Thus the relaxation time τ in units of c has the lower bound |~x|:

τ > |~x|. (III.34)

τ is a function of ~x2, and we write τ(~x2). Then the generalization of the ansatz (II.32) is

χ
β
0 (~x2, x0) = µ[1− e−

x0−|~x|

τ(~x2) ]θ(x0 − |~x|)
x0−|~x|≫τ−→ µ θ(x0 − |~x| − τ(~x2)). (III.35)

This lets us evaluate the mean square fluctuation of number density

1

2
ωβ(∆N2

0 )((~x− ~y)2, 0) =
µ~

π
ln

[sinh Ω|∆x0 − τ((~x− ~y)2)| sinh Ω|∆x0 + τ((~x− ~y)2)|] 1
2

sinh Ωτ(0)
,

(III.36)

where Ω = π
~β

.

Following Sinha and Sorkin [1], we assume that

∆x0 ≫ τ(~x2) > |~x|. (III.37)

There are thus four time scales:

β~, |~x|, τ(~x2), ∆x0, (III.38)

where we have restored ~. With the assumption (III.37), we have four possibilities to consider:

1. β~≪ |~x| ≪ τ(~x2)≪ ∆x0,
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2. |~x| ≪ β~≪ τ(~x2)≪ ∆x0,

3. |~x| ≪ τ(~x2)≪ β~≪ ∆x0,

4. |~x| ≪ τ(~x2)≪ ∆x0 ≪ β~.

Case 1: The classical Regime

Case 1 is the ”classical” limit. We get back Einstein’s result in this case:

1

2
ωβ(∆N2

0 )((~x − ~y)2, 0)

=
µ

β
(∆x0 − τ(0)) = µkT (∆x0 − τ(0)). (III.39)

Cases 2 and 3 interpolate the classical regime and the extreme quantum regime of case 4. So

let us first consider Case 4.

Case 4: The Extreme Quantum Regime

This is the new regime where Sinha and Sorkin [1] found a logarithmic dependence on time ∆t

of mean square fluctuations. It is now changed significantly.

1

2
ωβ(∆N2

0 )((~x− ~y)2, 0) =
µ~

π
ln(

∆x0

τ(0)
[1− (

τ((~x− ~y)2)
∆x0

)2]
1
2 ). (III.40)

As for the cases 2 and 3, our results are as follows:

Case 2 : The same as Case 1.

1

2
ωβ(∆N2

0 )((~x− ~y)2, 0) =
µ

β
(∆x0 − τ(0)). (III.41)

Case 3 :

1

2
ωβ(∆N2

0 )((~x − ~y)2, 0) =
µ

β
∆x0 +

µ~

π
ln

~β

2πτ(0)
. (III.42)

IV. QUANTUM FIELDS ON THE MOYAL PLANE

For the Moyal plane, we must use the twisted fields and interactions as explained in the Intro-

duction. That leads to the following expression for δNθ:

δNθ(x) = −i
∫ ∞

−∞
dx′0 θ(x0 − x′0)ωβ([Nθ(x),H

θ
I (x′0)]), (IV.1)
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where

Nθ = N0e
1
2

←−
∂ ∧P , HI(x0) = e

∫
d3x H0

I(x)e
1
2

←−
∂ ∧P , (IV.2)

H0
I being the interaction Hamiltonian density in the interaction representation.

Note that e
1
2

←−
∂ ∧P reduces to e

1
2

←−
∂ 0θ0iPi on integration over d3x. But we will not use this simpli-

fication yet.

We shall first discuss the dependence on θ of two-point correlators.

Let us first examine the twisted Wightman function:

W
β
θ (x, y) = ωβ(Nθ(x)Nθ(y))

= e
− i

2
∂

∂xµ θµν ∂
∂yν ωβ(N0(x)N0(y)e

− i
2
(
←−
∂

∂xµ +
←−
∂

∂yµ )θµνPν ). (IV.3)

We can write this as an integral (and sum) over states with total momentum p such as

〈p, ...|e−βP0N0(x)N0(y)e
− i

2
(
←−
∂

∂xµ +
←−
∂

∂yµ )θµνPν |p, ...〉, (IV.4)

where the dots indicate that there will in general be many states contributing to a state of given

total momentum p. We can write (IV.4) as

〈p, ...|e−βP0N0(x)N0(y)e
− i

2

←−
adPµθµνPν |p, ...〉, (IV.5)

where adPµA = [Pµ, A]. for any operator A. But

〈p, ...|[Pµ, A]|p, ...〉 = 0 (IV.6)

for any A. Consequently (IV.4) is

W
β
θ (x, y) = e

− i
2

∂
∂xµ θµν ∂

∂yν W
β
0 (x, y). (IV.7)

But now we can write W β
0 (x, y) as we wrote it earlier:

W
β
0 (x, y)→W

β
0 ((~x− ~y)2, x0 − y0). (IV.8)

It depends on x− y. Hence in the exponential,

∂

∂xµ
θµν ∂

∂yν
= − ∂

∂xµ
θµν ∂

∂xν
= 0. (IV.9)
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Similarly,

S
β
θ (x, y) =

1

2
ωθ(Nθ(x)Nθ(y) +Nθ(y)Nθ(x)) = S

β
0 ((~x− ~y)2, x0 − y0),

A
β
θ (x, y) = − i

2
ωθ([Nθ(x),Nθ(y)]) = A

β
0 ((~x− ~y)2, x0 − y0) (IV.10)

and they have the properties listed earlier.

But we cannot conclude that δNθ is independent of θµν as well. Specializing to

H0
I = N0ϕ0, (IV.11)

we find

δNθ(x) = δNθ
1(x)− δNθ

2(x), (IV.12)

δNθ
1(x) = −i

∫
d4x′ θ(x0 − x′0)e−

i
2

∂
∂xµ θµν ∂

∂x′ν ωβ(N0(x)H0
I(x
′)e−

i
2
(
←−
∂

∂xµ +
←−
∂

∂x′µ
)θµνPν )(IV.13)

with a similar expression for δN2
θ (x). The last exponential can be replaced by 1 as before. Also,

integration over ~x′ reduces e−
i
2

∂
∂xµ θµν ∂

∂x′ν to e
− i

2
∂

∂xi θio ∂

∂x′0 ,

e−
i
2

∂
∂xµ θµν ∂

∂x′ν → e
− i

2
∂

∂xi θio ∂

∂x′0 . (IV.14)

Thus

δN1
θ = −i

∫
d4x′ θ(x0 − x′0)e−

i
2

∂

∂xi θio ∂

∂x′0 ωβ(N0(x)N0(x
′))ϕ0(x

′) (IV.15)

and similarly

δN2
θ = −i

∫
d4x′ θ(x0 − x′0)e

i
2

∂

∂xi θio ∂

∂x′0 ωβ(N0(x
′)N0(x))ϕ0(x

′). (IV.16)

We now discuss the two cases where x is space- and time-like with respect to supp ϕ0.

x spacelike with respect to Supp ϕ0:

This is the case where we anticipate qualitatively new results.

While calculating δN1
θ (x′)− δN2

θ (x′), we cannot set

N0(x)N0(x
′) = N0(x

′)N0(x) (from causality) (IV.17)
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because the exponentials in the integrand translate the arguments x and x′, and can bring them

to timelike separations. With this in mind, we can write

δNθ(x) = −i
∫
d4x′ θ(x0 − x′0) cos[

1

2

∂

∂xi
θi0 ∂

∂x0′
]ωβ([N0(x),N0(x

′)])ϕ0(x
′) (IV.18)

−
∫
d4x′ θ(x0 − x′0) sin[

1

2

∂

∂xi
θi0 ∂

∂x0′
]ωβ(N0(x)N0(x

′) +N0(x
′)N0(x))ϕ0(x

′). (IV.19)

We can replace cos(1
2

∂
∂xi θ

i0 ∂
∂x0′ ) by cos(1

2
∂

∂xi θ
i0 ∂

∂x0′ )− 1 = 2 sin2(1
4

∂
∂xi θ

i0 ∂
∂x0′ ) as the extra term

contributes 0 by causality. This shows that this term is O((θi0)2). Finally,

δNθ(x) = −
∫
d4x′ θ(x0 − x′0) sin[

1

2

∂

∂xi
θi0 ∂

∂x0′
]ωβ(N0(x)N0(x

′) +N0(x
′)N0(x))ϕ0(x

′)

+ 2i

∫
d4x′ θ(x0 − x′0) sin2[

1

4

∂

∂xi
θi0 ∂

∂x0′
]ωβ([N0(x),N0(x

′)])ϕ0(x
′). (IV.20)

This shows clearly that there is an acausal fluctuation in δNθ(x) when ϕ0 (the “chemical po-

tential”) is fluctuated in a region D2 spacelike with respect to x.

But it occurs only when time-space noncommutativity (θ0i) is non-zero.

We will come back to this term after also briefly looking at the case where x is not spacelike

with respect to D2.

x is not spacelike with respect to Supp ϕ0

The only change as compared to the spacelike case is that we must restore the extra term, which

contributed 0 in the spacelike case, but does not do that now.

We can simplify notation by defining ∆Nθ(x) for any x as follows:

∆Nθ(x) = −
∫
d4x′ θ(x0 − x′0) sin[

1

2

∂

∂xi
θi0 ∂

∂x0′
]ωβ(N0(x)N0(x

′) +N0(x
′)N0(x))ϕ0(x

′)

+ 2i

∫
d4x′ θ(x0 − x′0) sin2[

1

4

∂

∂xi
θi0 ∂

∂x0′
]ωβ([N0(x),N0(x

′)])ϕ0(x
′). (IV.21)

Then

a) If x × Supp ϕ0,

δNθ(x) = ∆Nθ(x). (IV.22)

b) If x is not spacelike with respect to Supp ϕ0,

δNθ(x) = i

∫
d4x′ θ(x0 − x′0)ωβ([N0(x),N0(x

′)])ϕ0(x
′) + ∆Nθ(x). (IV.23)
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A. An exact expression for susceptibility

We want to write

δNθ(x) =

∫
d4x′ χθ(x, x

′)ϕ0(x
′), (IV.24)

where χθ is the deformed susceptibility.

We will succeed in doing that by deriving an exact expression for the Fourier transform

χ̃θ(k) =

∫
d4x eikxχθ(x), kx = k0x0 − ~k · ~x, (IV.25)

in terms of χ̃0(k). The corrections to χ̃0(k) have remarkable zeros and direction dependence which

we will soon point out.

We can write

δNθ(x) = δN0(x) + ∆Nθ(x), (IV.26)

where

δN0(x) =

∫
d4x′ χ0(x− x′)ϕ0(x

′) (IV.27)

and

∆Nθ(x) = ∆N1
θ (x)−∆N2

θ (x),

∆N
(1)
θ (x) = −2

∫
d4x′ θ(x0 − x′0) sin(

1

2

∂

∂xi
θi0 ∂

∂x′0
)Sβ

0 (x− x′)ϕ0(x
′)

:=

∫
d4x′ χ

(1)
θ (x− x′)ϕ0(x

′), (IV.28)

∆N
(2)
θ (x) = −4

∫
d4x′ θ(x0 − x′0) sin2(

1

4

∂

∂xi
θi0 ∂

∂x′0
)Aβ

0 (x− x′)ϕ0(x
′)

:=

∫
d4x′ χ

(2)
θ (x− x′)ϕ0(x

′). (IV.29)

(IV.30)

In (IV.28) and (IV.29), ∂
∂x′0

= ( ∂
∂x′0

)1 +( ∂
∂x′0

)2, where the first differentiates just Sβ
0 and the second

differentiates just ϕ0.

On partially integrating the second derivative, it cancels the first derivative acting on Sβ
0 leaving

a derivative ∂
∂x′0

acting on θ(x0 − x′0). So finally

χ
(1)
θ (x) = 2Sβ

0 (x) sin(
1

2

←−
∂

∂xi
θi0

→
∂

∂x0
)θ(x0) (IV.31)
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and similarly,

χ
(2)
θ (x) = −4Aβ

0 (x) sin2(
1

4

←−
∂

∂xi
θi0

→
∂

∂x0
)θ(x0). (IV.32)

Let us Fourier transform these expressions setting

χ̃
(1)
θ (k) =

∫
d4x eikxχ

(1)
θ (x), (IV.33)

χ̃
(2)
θ (k) =

∫
d4x eikxχ

(2)
θ (x) (IV.34)

and similarly for S̃(k), Ã(k). Then

χ̃
(1)
θ (k) =

1

π

∫
dx0 θ(x0)[

∫
dq0 e

i(k0−q0)x0 sin
kiθ

i0(k0 − q0)
2

S̃(~k, q0)], (IV.35)

χ̃
(2)
θ (k) = − 2

π

∫
dx0 θ(x0)[

∫
dq0 e

i(k0−q0)x0 sin2 kiθ
i0(k0 − q0)

4
Ã(~k, q0)]. (IV.36)

Here we can write S̃ and Ã in terms of Imχ̃0:

S̃(~k, k0) = − coth
βk0

2
Imχ̃0(~k, k0), (IV.37)

Ã(~k, k0) = iImχ̃0(~k, k0). (IV.38)

Finally for the twisted susceptibility χ′θ,

χθ = χ0 + χ
(1)
θ + χ

(2)
θ , (IV.39)

where we have exact expressions for χ
(j)
θ in terms of Imχ0.

B. Zeros and Oscillations in χ̃
(j)
θ

A generic Imχ̃0 is the superposition of terms with δ-function supports at frequencies ω, that is,

of terms

δ(k0 − ω)Imχ̃R
0 (~k, ω) (IV.40)

(R standing for “reduced”).

We now focus on a single frequency ω, that is, the case where Imχ̃0(~k, k0) equals (IV.40). Then

χ̃1
θ(k) = − i

π
coth

βω

2

1

k0 − ω
sin

kiθ
i0(k0 − ω)

2
Imχ̃R

0 (~k, ω) (IV.41)

χ̃2
θ(k) =

2

π

1

k0 − ω
sin2 kiθ

i0(k0 − ω)

4
Imχ̃R

0 (~k, ω). (IV.42)
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These corrections have striking zeros and oscillations which would be characteristic signals for

noncommutativity. Thus,

a)

χ̃
(1)
θ (k) = χ̃

(2)
θ (k) = 0 if

kiθ
i0(k0 − ω)

2
= 2nπ, n ∈ Z. (IV.43)

χ̃
(1)
θ actually vanishes at all nπ.

b) Regarding the oscillations, they are from the sin and sin2 terms. The sine repeats if its

argument is changed by

2nπ (IV.44)

while the sin2 term does so if its argument is changed by

nπ (IV.45)

(n ∈ Z). These are multiplying backgrounds with no particular oscillatory behavior.

Both a) and b) are charecteristic features of the Moyal Plane and in principle accessible to

experiments. We emphasize that that both these effects are direction-dependent.

These features may have applications to the homogeneity problem in cosmology [7].

V. FINITE TEMPERATURE LEHMANN REPRESENTATION

The Lehmann representation in QFT expresses the two-point vacuum correlation functions of a

fully interacting theory in terms of their free field values. It is exact and captures the properties

emerging from the spectrum of Pµ and Poincaré invariance in a useful manner.

We have seen in Section 4 that all the two-point correlations at finite temperature for θµν 6= 0

can be expressed in terms of the corresponding expressions for θµν = 0. In this section, we treat

the θµν = 0 case in detail which then also covers the θµν 6= 0 case.

First we state some notation. The single particle states are normalized according to

〈k′|k〉 = 2|k0|δ3(k′ − k), k0 = (~k2 +m2)
1
2 , (V.1)

wherem is the particle mass. The scalar product of n-particle states such as |k1, ..., kn〉 then follows,

(with appropriate symmetrization factors which we will not display here or below). We will also not
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display degeneracy indices such as those from color: their treatment is easy. For a similar reason,

we consider spin 0 fields.

For the normalization (V.1), the volume form dVn for the n-particle state is a product of factors

d3kj

2|kj0|
:

dVn =

n∏

j=1

dµj , dµj =
d3kj

2|k0j |
, |kj0| =

√
~k2

j +m2
j . (V.2)

Now consider

W
β
0 (x) = ωβ(ϕ0(x)ϕ0(x

′)), (V.3)

where ϕ0 is a scalar field for θµν = 0 and H is the total time-translation generator of the Poincaré

group. Its spacetime translation invariance implies that

ωβ(ϕ0(x)ϕ0(x
′)) = ωβ(ϕ0(x− x′)ϕ0(0)). (V.4)

We assume as usual that

〈0|ϕ0(x)|0〉 = 0. (V.5)

We can write

W
β
0 (x) =

〈0|e−βHϕ0(x)ϕ0(0)|0〉 + ωβ(ϕ0(x)|0〉〈0|ϕ0(0))

Z(β)
+ Ŵ

β
0 (x), (V.6)

Z(β) := Tre−βH . (V.7)

We shall see that the vacuum contributions are separated out in the first two terms and that

vacuum intermediate states do not contribute to Ŵ β
0 .

We now consider the three terms separately.

1)
1

Z(β)
〈0|e−βHϕ0(x)ϕ0(0)|0〉 =

1

Z(β)
W 0

0 (x) ≡ 1

Z(β)
W (x). (V.8)

Here W (x) is the zero-temperature Wightman function with its standard spectral representation:

W (x) =

∫
dM2 ρ(M2)∆+(x,M2), ∆+(x,M2) =

∫
d4p δ(p2 −M2)θ(p0)e

ipx. (V.9)

2) ωβ(ϕ0(x)|0〉〈0|ϕ0(0)) =
1

Z(β)

∑

n>1

∫
dVn 〈k1, ..., kn|e−βHϕ0(x)|0〉〈0|ϕ0(0)|k1, ..., kn〉 (V.10)
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where the n = 0 term has been omitted in the sum as it contributes 0 by (V.5).

Using

ϕ0(x) = eiPxϕ0(0)e
−iPx, (V.11)

where Pµ generates translations (P0 = H), we find

ωβ(ϕ0(x)|0〉〈0|ϕ0(0)) =
1

Z(β)

∫
d4k θ(k0)e

−βk0+ikxρ(k2), (V.12)

ρ(k2) =
∑

n

∫ n∏

j=1

δ(k2
j −m2

j )θ(kj0)δ
4(

∑
kj − k) |〈k1, ..., kn|ϕ0(0)|0〉|2, (V.13)

ρ being the zero-temperature spectral function.

Thus

ωβ(ϕ0(x)|0〉〈0|ϕ0(0)) =
1

Z(β)

∫
dM2 ρ(M2)∆+(x,M2;β), (V.14)

∆+(x,M2;β) =

∫
d4k θ(k0)δ(k

2 −M2)e−βk0+ikx. (V.15)

For β = 0, ∆+(x,M2; 0) is the free field zero-temperature Wightman function. It vanishes when

β →∞.

3) Ŵ
β
0 (x) =

1

Z(β)

∑

n,m>1

∫
dVndVm 〈k1, ..., kn|e−βHϕ0(x)|q1, ..., qm〉 〈q1, ..., qn|ϕ0(0)|k1, ..., km〉.

(V.16)

The vacuum contributions (n and /or m = 0) have already been considered and need not be

included here.

Elementary manipulations like those above show that

Ŵ
β
0 (x) =

1

Z(β)

∫
d4Kd4Q θ(K0)θ(Q0)e

−βK0+i(K−Q)x ×

{
∑

n,m>1

∫ n∏

j=1

d4kθ(kj0)δ(k
2
j −m2

j)

m∏

j=1

d4qθ(qj0)δ(q
2
j −m2

j)×

δ4(
∑

kj −K)δ4(
∑

qj −Q) |〈k1, ..., kn|ϕ0(0)|q1, ..., qm〉|2}.

(V.17)

The term in braces, by relativistic invariance, depends only on K2, Q2 and (K +Q)2. As Kµ, Qµ

are timelike with K0, Q0 > 0, we have, as in scattering theory,
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(K +Q)2 > (
√
K2 +

√
Q2)2. (V.18)

Call the terms in braces as ρ(K2, Q2, (K +Q)2). Then

Ŵ
β
0 (x) =

1

Z(β)

∫
dM2dN2dR2 ρ(M2,N2, R2)×

{
∫
d4K θ(K0)δ(K

2 −M2)

∫
d4Q θ(Q0)δ(Q

2 −N2) δ((K +M)2 −R2)e−βK0+i(K−Q)x }.

(V.19)

The term in braces here is the elementary function appropriate for Ŵ β
θ .

The full spectral representation for W β
θ is obtained by adding those of its terms given above.

VI. CONCLUSIONS

A major result of this paper is the derivation of acausal and noncommutative effects in finite

temperature QFT’s. They are new and are expected to have applications for instance in the

homogeneity problem in cosmology. We plan to return to this topic elsewhere.

We have also treated the finite temperature Lehmann representation on the commutative and

Moyal planes in detail. This representation succintly expresses the spectral and positivity properties

of the underlying QFT’s in a transparent manner and are thus expected to be useful.
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