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Abstract

We study the asymptotic behavior of the zeros of a sequence of polynomials whose
weighted norms, with respect to a sequence of weight functions, have the same nth
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1 Introduction and main results

In this paper, we deal with the asymptotic behavior of asymptotically extremal
polynomials with respect to varying weights. In this sense, our main result
is related to the weak zero asymptotics for such sequences of polynomials.
Then, this result is applied to study the asymptotic behavior of polynomials
orthogonal with respect to Sobolev inner products with exponential weights.

In order to state our main results it is convenient to recall some basic topics
in potential theory. First, recall the notion of admissible weights (see [10,
Def.I.1.1]).

Definition 1.1 Given a closed set Σ ⊂ C, we say that a function ω : Σ →
[0,∞) is an admissible weight on Σ if the following conditions are satisfied:

i) ω is upper semi-continuous;
ii) the set {z ∈ Σ : ω(z) > 0} has positive (logarithmic) capacity;
iii) if Σ is unbounded, then lim

|z|→∞
z∈Σ

|z|ω(z) = 0.

Given such an admissible weight ω in the closed set Σ and setting φ(z) =
− log ω(z), we know (see e.g. [10, Ch.I]) that there exists a unique measure
µω, with (compact) support in Σ, for which the infimum of the weighted
(logarithmic) energy

Iω(µ) = −
∫ ∫

log |z − x|dµ(z)dµ(x) + 2
∫

φ(x)dµ(x) , µ ∈ M(Σ) ,

is attained, where, as usual, M(Σ) denotes the set of probability measures

supported in Σ. Moreover, setting Fω = Iω(µω)−
∫

φdµω, we have the following

property, which uniquely characterizes both the equilibrium measure µω and
its support supp µω:

V µω(z) + φ(z)




≤ Fω , for z ∈ supp µω ,

≥ Fω , for quasi-every z ∈ Σ ,
(1)

where for a measure σ, V σ denotes its logarithmic potential, that is,

V σ(z) = −
∫

log |z − x| dσ(x) ,

and a property is said to be satisfied for “quasi-every” z in a certain set, if it
holds except in a possible subset of zero capacity (see e.g. [10] for details).

Indeed, let Σ be a closed set and ω an admissible weight on Σ. Then, a se-
quence of monic polynomials {pn}n∈N is said to be asymptotically extremal
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with respect to the weight ω if it holds (see [10]):

lim
n→∞

‖ωnpn‖1/n
L∞(Σ) = exp(−Fω) , (2)

where, as usual, the symbol ‖ · ‖L∞(Σ) denotes the sup-norm in the set Σ.

The study of weighted polynomials of the form ω(z)npn(z) has applications
to many problems in approximation theory (see e.g. the monographes [10]
and [11]). It is well known that if for each n ∈ N T ω

n is the n-th (weighted)
Chebyshev polynomial with respect to the weight ωn, that is, if it is the unique
monic polynomial of degree n such that

‖ωnT ω
n ‖L∞(Σ) = inf{‖ωnp‖L∞(Σ) , p(z) = zn + . . .} ,

then the sequence {T ω
n } has the asymptotic behavior given in (2) (see [10,

Ch.III]).

Under mild conditions on the weight ω, in [10, Ch.III] it is shown that the
zeros of such a sequence of polynomials asymptotically follow the equilibrium
measure µω, in the sense of the weak-* convergence. To be precise, denoting by

xn,k, k = 1, . . . , n , the zeros of pn and by νn =
1

n

n∑

k=1

δxn,k
the corresponding

unit zero counting measure, where as usual the symbol δa stands for the Dirac
delta with mass concentrated at a, we have that if supp µω has empty interior
and connected complement, then (see [10, Th.III.4.2] or the previous paper
[8]):

νn −→ µω , n → ∞ , (3)

where the convergence holds in the weak-* sense.

In this paper we extend this result by considering asymptotically extremal
monic polynomials {pn} with respect to varying weights {ω1/n

n }n∈N, that is,
when it holds

lim
n→∞

‖ωnpn‖1/n
L∞(Σ) = exp (−Fω) , (4)

where ω1/n
n tends to ω in some sense, which will be indicated below. For sim-

plicity, we deal with the case where Σ is a closed interval, but the extension for
general closed sets seems feasible. Our result also extends previous theorems
by Gautschi and Kuijlaars [3, Theorem 5] and Gonchar and Rakhmanov [4].

Now, we are going to state our main result.

Theorem 1.1 Let Σ be a closed interval in R and ω an admissible weight on
Σ. If {ω1/n

n } is a sequence of admissible weights on Σ such that

lim inf
n→∞

ωn(x)1/n ≥ ω(x) , for qu.e. x ∈ Σ , (5)
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and {pn} a sequence of monic polynomials satisfying condition (4), then (3)
holds.

Next, this general result will be applied to obtain the (contracted) weak zero
asymptotics for orthogonal polynomials with respect to a Sobolev inner prod-
uct with exponential weights. These exponential weights, of the form e−ϕ(x),
include as particular cases the so-called Freud (i.e., when ϕ has a polynomial
growth at infinity) and Erdös (when ϕ grows faster than any polynomial at
infinity) weights.

Indeed, let {µi}M
i=0 be a set of M + 1 positive Borel measures supported on

∆ ⊂ R. In the linear space P of polynomials with complex coefficients we
introduce the inner product

〈p, q〉S =
M∑

i=0

∫

∆
p(i)(x) q(i)(x) dµi(x) , (6)

assuming all the integrals are convergent and p(i) denotes the i-th derivative
of p. For a polynomial p, the corresponding Sobolev norm is

‖p‖2
S =

M∑

i=0

‖p(i)‖2
L2(dµi)

, (7)

When ∆ is a compact subset of the complex plane, the algebraic properties
and analytic/asymptotic behavior of the system of orthogonal polynomials
with respect to the above inner product have been extensively studied in the
last fifteen years. Notwithstanding, the case where ∆ is unbounded has only
been considered recently. As it is well known, one of the main facts in the
theory of standard orthogonality (i.e., when M = 0) is that the zeros of the
orthogonal polynomials lie in Co(supp µ0) (the convex hull of the support of
the measure µ0); but in the Sobolev case (M > 0) this is no longer true. In this
sense, in [1] it is obtained an upper bound for the distance of the zeros to the
convex hull of the support, under certain conditions on the measures; in section
3 we give an alternative and very simple proof of that result. For an updated
summary on the analytic properties of Sobolev polynomials orthogonal with
respect to exponential type weights supported on unbounded sets of the real
line we recommend the introduction of [7].

In the sequel, we consider that ∆ = R and that each measure µk, k = 0, . . . , M ,
can be written as dµk(x) = ρ2

k(x) dx, where

ρk(x) = exp(−ϕk(x)) , (8)
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with

ϕk(x) = expηk
(|x|αk) − expηk

(0) , ηk ∈ Z+ , αk >





0 , if ηk > 0 ,

1 , if ηk = 0 .
(9)

Here, expl(x) denotes the l-th iterated exponential, defined as

expl(x) =





exp(exp(exp(. . . exp(x)))︸ ︷︷ ︸ if l > 0 ,

l times

x if l = 0 .

For these weights, it is well known that there exists a constant ak,n, usu-
ally called the Mhaskar-Rakhmanov-Saff constant, such that (see [6, formula
1.1.17]),

‖P ρk‖L∞(R) = ‖P ρk‖L∞[−ak,n,ak,n] , (10)

for any polynomial P of degree at most n. These constants (see [6, §1.6]),
satisfy:

ak,n ∼
(
logηk

(n)
)(1/αk)

, (11)

where logl denotes the l-th iterated logarithm:

logl(x) =





log(log(log(. . . log(x)))︸ ︷︷ ︸ if l > 0 ,

l times

x if l = 0 ,

and the notation “cn ∼ dn” means that there exist two positive constants A, B
such that Adn ≤ cn ≤ Bdn. In the particular case where ηk = 0 (that is, the
Freud case), we have the closed expression (see [6] or [10]):

ak,n = (γαk
n)1/αk , γαk

=
Γ
(

αk

2

)
Γ
(

1
2

)

2Γ
(

αk+1
2

) . (12)

Notice that there exist k ∈ {0, 1, . . . , M} and a constant C > 0 such that for
each 0 ≤ k ≤ M the following inequality holds

e−ϕk(x) ≤ Ce−ϕ
k
(x) , x ∈ R , (13)

where ϕk(x) = expη(|x|α) − expη(0), η = min
0≤k≤M

ηk, α = min
{k: ηk=η}

αk and

k = min
ηk=η

αk=α

k.
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In the sequel, we shall refer to ρk = exp(−ϕk) as the “main” weight.

Denote by Sn the n-th monic orthogonal polynomial with respect to the inner
product (6) with weights given by (8)-(9), and by µeq the “arcsine” measure
in [−1, 1]:

dµeq(x) =
1

π

dx√
1 − x2

,

or, what is the same, the equilibrium measure for Σ = [−1, 1] when ω ≡ 1
(Fω = log 2), and by µα the so-called Ullman distribution (see e.g. [6] and
[10]):

dµα(x) =

(
α

π

∫ 1

|x|

tα−1

√
t2 − x2

dt

)
dx ,

that is, the equilibrium measure for Σ = [−1, 1] when ω(x) = γα|x|α, with γα

as in (12) (Fω = log 2 + 1
α
).

Under these conditions, and as an application of Theorem 1.1, we have the
following

Theorem 1.2 Under the conditions above, if we denote by x
(k)
n,j , j = 1, . . . , n−

k , the zeros of the k-th derivative S(k)
n of the polynomial Sn, k = 0, 1, . . . , M ,

we have for k ≥ k:

1

n − k

n−k∑

j=1

δ
x
(k)
n,j/an

−→




dµeq , if ηk > 0 ,

dµα
k
, if ηk = 0 ,

(14)

where the convergence holds in the weak-* sense, and an = ak,n is the Mhaskar-
Rakhmanov-Saff constant associated to the main weight.

Remark 1.1 In the particular case when k = 0, that is, when ρ0 is the main
weight, (14) yields:

1

n

n∑

j=1

δxn,j/an −→




dµeq , if η0 > 0 ,

dµα0 , if η0 = 0 ,

where xn,j = x
(0)
n,j, j = 1, . . . , n , are the zeros of Sn.

That is, when ρ0 is the main weight, the contracted zeros of the Sobolev or-
thogonal polynomials Sn asymptotically follow the equilibrium distribution of
the interval [−1, 1], if η0 > 0 (that is, if the main weight is of Erdös type). If
ρ0 is of Freud type, i.e. η0 = 0, the zeros of the rescaled Sobolev orthogonal
polynomials are distribute according to the Ullman distribution.

Notice that Theorem 1.1 enables us to give in Theorem 1.2 the weak zero
asymptotics for Sobolev orthogonal polynomials with exponential weights both
of Freud and Erdös type, with a unified treatment. In this sense, this result
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extends the previous analysis carried out in [7], which was restricted to the
Freud-type cases.

Finally, we show a result on the n-th root asymptotics of the derivatives of the
rescaled Sobolev orthogonal polynomials. To this end, we need a result about
the location of zeros of Sobolev orthogonal polynomials in the unbounded
case. Up to now, the only known result in this direction was obtained by
Durán and Saff in [1, Theorem 1.1]. By applying that result to our case, we
get the following:

Theorem 1.3 Suppose that we have a Sobolev inner product (6) with dµk(x) =
wk(x)dx, k = 0, . . . , M, and there exist positive constants {Ci}M

i=1 such that the
weights wk satisfy

Ck =

∥∥∥∥∥
wk

wk−1

∥∥∥∥∥
L∞(R)

< ∞ , k = 1, . . . , M. (15)

Then, there exists another positive constant C, only depending on {Ck}M
k=1,

such that if z0 is a zero of the Sobolev orthogonal polynomial Sn, we have

|ℑ(z0)| ≤ C.

A set of weights satisfying condition (15) is usually called a sequentially dom-

inated family of weights. Durán and Saff [1] proved that C =
1

2

√√√√
M∑

k=1

k2Ck.

In section 3 we shall give a new proof of Theorem 1.3, which is much simpler
than that given in [1].

For each n ∈ N let us denote the n-th monic rescaled Sobolev orthogonal
polynomial by Rn(x), that is, Rn(x) = a−n

n Sn(anx). Then, as a consequence,
we have:

Corollary 1.1 If the weights wk(x) = ρ2
k(x), k = 0, . . . , M , satisfy condi-

tion (15), then the monic k-th derivatives of the rescaled Sobolev orthogonal

polynomials, Rn,k(x) =
(n − k)!

n!
R(k)

n (x), k = 0, . . . , M , satisfy the following

asymptotic behavior, uniformly in compact subsets of C \ R:

lim
n→∞

|Rn,k(x)|1/n =





1
2

∣∣∣x +
√

x2 − 1
∣∣∣ , if η0 > 0 ,

1
2e1/α0

∣∣∣x +
√

x2 − 1
∣∣∣ eζα0 (x) , if η0 = 0 ,

where ζα0(x) = ℜ
∫ 1

0

xtα0−1

√
x2 − t2

dt.
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The rest of the paper is organized as follows. In section 2 we prove Theorem
1.1. Section 3 is devoted to the proof of Theorem 1.2, the new proof of Theorem
1.3 and the proof of Corollary 1.1.

2 Proof of Theorem 1.1

The proof of this result is inspired in the method used in the proof of Theorem
5 in [3].

For each n ∈ N, denote by xn,k, k = 1, . . . , n, the zeros of pn and by νn =
1

n

n∑

k=1

δxn,k
, its unit zero counting measure.

Since ω is an admissible weight on Σ, we know by (1) that there exists a
unique measure µω, supported on Σ, such that:

V µω(z) + φ(z)




≤ Fω , for z ∈ supp µω ⊆ Σ ,

≥ Fω , for quasi-every z ∈ Σ ,

where supp µω is a compact subset of Σ of positive capacity.

Condition (4) implies that for any z ∈ Σ, we have:

lim sup
n→∞

|ωn(z)pn(z)|1/n ≤ exp(−Fω) ,

and thus

lim inf
n→∞

V νn(z) ≥ Fω + lim inf
n→∞

1

n
log ωn(z) , z ∈ Σ . (16)

Now, let ν̃n be the restriction of νn to C \ supp µω and denote by ν
′

n the
balayage (or sweeping out, see e.g. [10]) of ν̃n from C \ supp µω onto supp µω.
Therefore, ν

′

n is supported on supp µω and we have:

V ν
′
n(z) − V ν̃n(z) = cn , qu.e. z ∈ supp µω ,

with the constant cn given by:

cn =
∫

g(x;∞) dν̃n(x) ≥ 0 ,

where g(x;∞) denotes the Green function of C \ supp µω with a singularity at
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infinity. Thus,

V ν̂n(z) − V νn(z) = cn , qu.e. z ∈ supp µω , (17)

where ν̂n = ν
′

n + (νn − ν̃n) and

cn =
∫

g(x;∞) dνn(x) ≥ 0 . (18)

Suppose that {ν̂n}n∈Λ , Λ ⊂ N, is a subsequence weakly convergent to a
measure ν̂ supported in supp µω. Applying the lower envelope theorem [10,
Th.I.6.9], (5) and (16)-(18), for quasi-every z ∈ supp µω we have:

V ν̂(z) = lim inf
n∈Λ

V ν̂n(z) = lim inf
n∈Λ

(V νn(z) + cn)

≥ lim inf
n∈Λ

V νn(z) + lim inf
n∈Λ

cn ≥ lim inf
n∈Λ

1

n
log ωn(z) + Fω

≥ log ω(z) + Fω ≥ Fω − φ(z) = V µω(z) . (19)

The function
(
V ν̂ − V µω

)
is harmonic in Ĉ \ supp µω and equal to zero at

infinity. Thus, by the minimum principle and (19), we obtain that

V ν̂(z) − V µω(z) = 0 , z ∈ C \ supp µω

and by the unicity theorem [10, Th.II.4.11], we have that ν̂ = µω. Therefore,
{ν̂n} is weakly convergent to µω.

Now, we are going to show that the same conclusion holds for {νn}. From the
chain of inequalities in (19), then

lim inf
n→∞,n∈Λ

cn = 0 , for every Λ ⊆ N ,

and thus,
lim

n→∞
cn = 0. (20)

Now, if F is a closed subset of C\ supp µω, we have that there exists a positive
constant M = M(F ) > 0, such that g(z;∞) ≥ M , z ∈ F , and so, (18) and
(20) imply that

lim
n→∞

νn(F ) = 0.

This shows that if ν is a weak limit of an infinite subsequence {νn}n∈Λ, then
supp ν ⊆ supp µω. Applying again the lower envelope theorem [10, Th.I.6.9],
(17) and (20), we have for qu.e. z ∈ supp µω,

V µω(z) = lim inf
n→∞,n∈Λ

V ν̂n(z) = lim inf
n→∞,n∈Λ

V νn(z) = V ν(z) .
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Finally, using the same arguments as above, we conclude ν = µω. 2

Remark 2.1 Instead of (4), in the proof we actually use the weakest condition

lim sup
n→∞

[ωn(z)|pn(z)|]1/n ≤ exp(−Fω) , qu.e. z ∈ supp µω .

However, we prefer to state the result using (4), because it is a more natural
extension of classical condition (2).

3 Sobolev orthogonality with exponential weights

The main goal of this section is to prove Theorem 1.2 about the weak asymp-
totics for the (rescaled) Sobolev orthogonal polynomials with exponential
weights. In this sense, we will show that the rescaled monic Sobolev orthogo-
nal polynomials with exponential weights are asymptotically extremal. For it,
it plays a key role the asymptotic behavior of the related standard orthogonal
polynomials.

First, we remind some basic facts concerning exponential weights. For the
proof of our result, we need to make use of the so-called Markov and Nikolskii
type inequalities for exponential weights (see [6, Example 1 (IV), page 28], [6,
Example 2 (III), page 30] and [6, Theorem 10.3]).

Lemma 3.1 Let ωη,α(x) = exp
(
− expη(|x|α)

)
, and let P be a polynomial of

degree at most n, n = 1, 2, · · · . Then

a) ‖P (k) ωη,α‖L2(R) ≤ A(n, k, η, α) ‖P ωη,α‖L2(R) , where An = A(n, k, η, α) is

such that A1/n
n −→

n
1 .

b) B(n, η, α) ‖P ωη,α‖L∞(R) ≤ ‖P ωη,α‖L2(R) ≤ C(n, η, α) ‖P ωη,α‖L∞(R) , where

the constants Bn = B(n, η, α) and Cn = C(n, η, α) are such that B1/n
n −→

n
1

and C1/n
n −→

n
1 .

Finally, from [6, Th. 1.22], under the same conditions as in Lemma 3.1, the
following result on the asymptotics of extremal polynomials with respect to
such weights easily follows. See also [5], and [9] for the Freud case, i.e., when
η = 0.

Lemma 3.2 Let us denote

εn(ωη,α) = inf
P∈Pn−1

‖ (xn − P (x))ωη,α‖L2(R).
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Then,

lim
n→∞

1

an
εn(ωη,α)1/n =





1
2
, if η > 0 ,

1
2
e−1/α , if η = 0 ,

(21)

where an is the Mhaskar-Rakhmanov-Saff constant for the weight ωη,α.

Now, we are in a position to prove our main result about Sobolev orthogonal
polynomials with respect to exponential weights.

3.1 Proof of Theorem 1.2

Hereafter, let us denote by Sn the n-th monic orthogonal polynomial with
respect to the Sobolev inner product (6) with exponential weights ρ2

k(x) =
exp(−2ϕk(x)), where ϕk , k = 0, 1, . . . , M , are given by (9). Let Ek,n be the
n-th monic orthogonal polynomial with respect to the exponential weight ρ2

k.

By (21), for k = 0, 1, . . . , M , we know that

lim
n→∞

a−1
k,n ‖Ek,nρk‖1/n

L2(R) =





1
2
, if ηk > 0 ,

1
2
e−1/αk , if ηk = 0 .

(22)

On the other hand, taking into account the extremality of Ek,n and Sn with
respect to ‖ · ‖L2(ρ2

k
) and the Sobolev norm ‖ · ‖S (7), respectively, as well as

the Markov inequalities (Lemma 3.1 a) and (13), we can write, using the fact
that ρk is the main weight,

n!

(n − k)!
‖Ek,n−k ρk‖L2(R) ≤‖S(k)

n ρk‖L2(R) ≤ ‖Sn‖S

≤‖Ek,n‖S ≤ C(n)‖Ek,n ρk‖L2(R) , (23)

with lim
n→∞

C(n)1/n = 1. So, taking into account that k is a fixed nonnegative

integer and lim
n→∞

(
n!

(n − k)!

)1/n

= 1, (22) and (23) yield:

lim
n→∞

a−1
k,n

‖Sn‖1/n
S =





1
2
, if ηk > 0 ,

1
2
e−1/α

k , if ηk = 0 ,

and

lim
n→∞

a−1
k,n

‖S(k)
n ρk‖

1/n
L2(R) =





1
2
, if ηk > 0 ,

1
2
e−1/α

k , if ηk = 0 .
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Now, applying the Nikolskii inequalities for exponential weights (Lemma 3.1
b), we have

lim
n→∞

a−1
k,n

‖S(k)
n ρk‖

1/n
L∞(R) =





1
2
, if ηk > 0 ,

1
2
e−1/α

k , if ηk = 0 .
(24)

Thus, rescaling the polynomial Sn, that is, setting

Rn(x) = a−n
k,n

Sn(ak,nx) ,

taking ωk,n(x) = ρk(ak,nx) and applying the infinite-finite range inequalities
for exponential weights (10), (24) yields

lim
n→∞

‖Rn,kωk,n‖
1/n
L∞[−1,1] =





1
2
, if ηk > 0 ,

1
2
e−1/α

k , if ηk = 0 ,
(25)

where Rn,k(x) =
(n − k)!

n!
R(k)

n (x), k = 0, . . . , M, and thus, by the Markov

inequalities (Lemma 3.1 a), we have that (25) also holds replacing Rn,k by any

derivative Rn,k, with k ≥ k.

Observe that if ηk > 0 (that is when the main weight is of Erdös type), then

lim
n→∞

ωk,n(x)1/n = 1 , qu.e. x ∈ [−1, 1] ,

(in fact, the convergence does not hold only at the endpoints). Therefore,
applying Theorem 1.1, we conclude that the contracted zeros of R(k)

n , with
k ≥ k, asymptotically follow the arcsine measure in [−1, 1]. If ηk = 0, i.e. the
main weight is of Freud type, we have that ωk,n(x)1/n = γα

k
|x|αk , for each

n ∈ N, and so, application of Theorem 1.1 shows that the contracted zeros of
R(k)

n , with k ≥ k, distribute according to the Ullman distribution (see [10, Th.
IV.5.1]). 2

Remark 3.1 In fact, we have proved that the zeros of some derivatives of
the rescaled Sobolev orthogonal polynomials have the same weak asymptotics
as the standard orthogonal polynomials with respect to the main weight. Thus,
following the same method as above and applying Theorem 1.1 we can prove
that if En is the n-th orthogonal polynomial with respect to an exponential
weight of Erdös type, then its contracted zeros asymptotically follow the arcsine
(equilibrium) distribution on the interval [−1, 1]. As far as we know, this result
was established in a previous work by Erdös [2], using a different method.

On the other hand, if En is orthogonal with respect to an exponential weight of
Freud type, application of Theorem 1.1 provides a well-known result, namely,
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that its contracted zeros asymptotically follow the Ullman distribution on the
interval [−1, 1] (see [6] and [10]).

3.2 New proof of Theorem 1.3

Now, we give an alternative proof of Theorem 1.3, which is much simpler than
that given in [1, Th.1.1]. To this end, we need a technical lemma.

Lemma 3.3 If ak > 0 , k = 0, . . . , m, then

m∑

k=1

ak−1ak ≤ 1

4

(
m∑

k=0

ak

)2

. (26)

Proof: We have that

0 ≤
(

m∑

k=0

ak

)2

=
m∑

k=0

a2
k + 2

m∑

k=1

ak−1ak + 2
∑

l−k>1

akal. (27)

In the same way,

0 ≤
(

m∑

k=0

(−1)kak

)2

=
m∑

k=0

a2
k − 2

m∑

k=1

ak−1ak + 2
∑

l−k>1

(−1)k+lakal ,

and so,

2
m∑

k=1

ak−1ak ≤
m∑

k=0

a2
k + 2

∑

l−k>1

(−1)k+lakal .

Thus, since ak > 0 , k = 0, . . . , m, we have:

2
m∑

k=1

ak−1ak ≤
m∑

k=0

a2
k + 2

∑

l−k>1

akal . (28)

Finally, (27) and (28) yield (26). 2

Now, we deal with our proof of Theorem 1.3. Indeed, let z0 = x0 + iy0 be a
zero of a n-th monic Sobolev orthogonal polynomial Sn with respect to the
inner product:

〈p, q〉S :=
M∑

i=0

∫

R

p(i)(x) q(i)(x) wi(x)dx .

13



Thus, Sn(z) = (z − z0)q(z), for some polynomial q of degree n − 1. Then, by
orthogonality we have 〈(z − z0)q(z), q(z)〉S = 0 , and so,

M∑

k=0

∫

R

(x − z0)
∣∣∣q(k)(x)

∣∣∣
2
wk(x)dx +

M∑

k=1

k
∫

R

q(k−1)(x)q(k)(x)wk(x)dx = 0. (29)

Therefore, taking imaginary parts in (29), we have:

ℑ
(

M∑

k=0

∫

R

(z0 − x)
∣∣∣q(k)(x)

∣∣∣
2
wk(x)dx

)
= ℑ

(
M∑

k=1

k
∫

R

q(k−1)(x)q(k)(x)wk(x)dx

)
,

and thus,

y0‖q‖2
S =

M∑

k=1

k
∫

R

ℑ
(
q(k−1)(x)q(k)(x)

)
wk(x)dx .

Thus, applying the Cauchy-Schwarz inequality and condition (15), we get:

|y0|‖q‖2
S ≤

M∑

k=1

k
∫

R

∣∣∣q(k−1)(x)q(k)(x)
∣∣∣wk(x)dx

≤
M∑

k=1

k‖q(k−1)‖L2(wk)‖q(k)‖L2(wk)

≤
M∑

k=1

k
√

Ck‖q(k−1)‖L2(wk−1)‖q(k)‖L2(wk).

Now, applying again the Cauchy-Schwarz inequality, we have:

|y0|‖q‖2
S ≤

√√√√
M∑

k=1

k2Ck

√√√√
M∑

k=1

‖q(k−1)‖2
L2(wk−1)‖q(k)‖2

L2(wk).

Thus, applying Lemma 3.3 with ak = ‖q(k)‖2
L2(wk), we conclude that:

|y0|‖q‖2
S ≤ 1

2

√√√√
M∑

k=1

k2Ck ‖q‖2
S

and this completes the proof. 2
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3.3 Proof of Corollary 1.1

Take into account that if the unit zero counting measures of a sequence of
polynomials {pn} converge (in the weak-* topology) to a certain measure µ
with compact support, and K is a compact subset of C \ Co(supp µ) not
intersecting the set of limit points of zeros of {pn}, then:

lim
n→∞

|pn(x)|1/n = exp(−V µ(x)) , (30)

uniformly on K. On the other hand, Theorem 1.3 yields that for each n,
the zeros of the monic rescaled Sobolev orthogonal polynomial Rn,0(x) =
Rn(x) = a−n

0,nSn(a0,nx) lie in the strip

{
z ∈ C/ − C

a0,n

≤ ℑ(z) ≤ C

a0,n

}
,

with the constant C given in Theorem 1.3, and therefore the contracted zeros
may only have accumulation points on the real line. Since Theorem 1.2 implies
that these zeros asymptotically distribute as µeq, when ηk > 0, and as µα0 ,
when ηk = 0, then the expression of their respective potentials (see [10, Th.
IV.5.1]) and the asymptotic behavior of a0,n (see (11)-(12)) render the proof.
2

References

[1] A. Duran and E. Saff, Zero Location for Nonstandard Orthogonal

Polynomials, J. Approx. Theory, 113 (2001), 127–141.

[2] P. Erdös, On the distribution of the Roots of Orthogonal Polynomials, (in)
Proc. Conf. Constr. Th. Fns. (eds. G. Alexits et al.), Academiai Kiado,
Budapest, 1972, 145–150.

[3] W. Gautschi and A. B. J. Kuijlaars, Zeros and critical points of Sobolev

Orthogonal Polynomials, J. Approx. Theory, 91 (1997), 117–137.

[4] A.A. Gonchar and E. A. Rakhmanov, Equilibrium measure and the

distribution of zeros of extremal polynomials, Mat. USSR Sb., 53 (1986), 119–
130.

[5] A. Knopfmacher and D. S. Lubinsky, Analogues of Freud’s conjecture

for Erdös type weights and related polynomial approximation problems, Lecture
Notes in Math. 1287, Springer-Verlag, Berlin, 1987, 21–69.

[6] E. Levin and D. S. Lubinsky, Orthogonal Polynomials for Exponential
Weights, CMS Books in Mathematics 4, Springer-Verlag, New York, 2001.

15
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