AN ESTIMATE OF THE NECESSARY EFFORT IN THE
DEVELOPMENT OF SOFTWARE PROJECTS.

Martin Rodriguez Inés Gavan Julio Herndndez Pedro Isas

Abstract

The estimate ofthe effort in the development of software projects has already been studied in the
field of software engineering. For this purpose dijferent ways of measurement such as Unes of
code andfunction points, generally addressed to relate software size with project cost (effort)
have been used. In this work we are presenting a research project that deals with thisfield, usmg
machine learning techniques to predict the software project cost. Several public set of data are
used. The analysed sets of data only relate the effort invested in the development of software
projects and the size ofthe resultant code. For this reason, we can say that the data used are poor.
Despite that, the results obtained are good, because they improve the ones obtained in previous
analyses. In order to get results closer to reality we shouldfind data sets of a bigger size that take
into account more variables, thus offering more possibilities to obtain solutions in a more gjficient
way.

1. Introduction

The effort invested in a software project is probably one of the most important and most anaysed
variables in recent years in the process of project management. The determination of the valué of
this variable when initiating software projects alows us to plan adequately any forthcoraing
activities. As far as estimation and prediction is concerned there is till a number of unsolved
problems and errors. To obtain good results it is essentia to take into consideration any previous
projects. Estimating the effort with a high grade of reliability is a problem which has not yet been
solved and even the project manager has to ded with it sSince the beginning.

Several methods have been used to analyse data, but the reference technique has dways been the
classic regression method. Therefore, it becomes necessary to use some other techniques that
search in the space of non linear relationships. This work presents a study of machine learning
techniques in the task of predicting project cost from Unes of code and function points, using a st
of examples.

These examples are real data measured in projects. The projects are of different types and cannot
be mixed. There are genera rules in order to estimate the effort, but they cannot be used in a
general way, because each software development company, even of the same business field, has
its own particular casuistry.

To solve this problem, it is interesting to use machine learning methods with inductive learning.
This way it is possible to build up a prediction system to fit each company characteristics, taking
into account real examples of projects developed by the firm. These prediction systems will adapt
automatically to the company's idiosyncrasy.
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This theme has been considered in the past, by means of neural networks (NN), fuzzy logic, case-
based reasoning (CBR) and genetic programming (GP) [8], [12], [16], [19], but the results
obtained are not quite convincing. For this reason, in this work, we developed a careful study of
different techniques in order to anayse if it is possible to solve the problem in a more efficient

way.
2. Framework

Some of the previous works in the fidld have built up models (through equations) according to the
size, which is the factor that affects the cost (effort) of the project the most [8], [14]. The equation
that relates size and effort can be adjusted due to different environmental factors such as
productivity, tools, complexity of the product and other ones. The equations are usually adjusted
by the analyst to fit the real data of the projects.

From this perspective, different equaiion patterns have come out [8], [11], but none of them has
produced enough evidence to be considered the definitive cost function, in case there is one.

Nevertheless, the characteristic that has to be satisfied by the estimation equation is: the model
should be capable of doing its best on estimating reliabiy the majority of the real vales»

As we mentioned above, it has not been possible until now to obtain an equation, set of equations
or patterns of equations that can satisfy this premise, and therefore there is no reference or
comparison parameter. Then it can be assumed that the equations are not a good tool to obtain an
optimum prediction.

For this reason, this work aims more at the prediction of the effort without considering cost or
production functions. Statistical and artificia intelligence methods (regression, neuronal networks,
instance based learning and some other procedures) have also been used due to their capability to
predict.

3. Machine Learning Methods Used

In this work, different methods based on instance selections have been used. In the following
paragraphs the methods are briefly described.

3.1. Neural Networks

Human beings have a deep desire to reproduce cognitive skills by artificial means. The
appearance of a new field of study called artificia intelligence proves the fascination of human
beings for the understanding of intelligence.

One of the most developed fields in this area has been the "neural networks". Neural network
could be described as the computerized simulation of the behaviour of paris of the human brain by
replicating in alow scale the patterns that it performs to obtain results from perceived experiences.

Specifically, we ae deding with the anaysis and reproduction of the learning and
acknowledgement mechanism which some of the most evoived species possess. Artificial neura
networks can be characterized as computational models involving functions such as capability to
adapt and learn, clustering and paralld processing.
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3.2. K*

The distance between instances can be defined as the complexity of transforming oneingtance into
another. Cdculation of the complexity is done in two steps. Firg a finite set of transformations
that map instances to ingtances is defined, A program to trandform one ingtance a to ancther bisa
finite sequence of transformations starting at a and ending at b.

Following the usua development of the complexity theory such programs (sequences) are made
"prefix freg' by gpopending a termination symbal to each dring. The usud définition of the
(Kolmogorov [15]) complexity of a program is the length of the shortest string representing the
program. Usng this goproach a Kolmogorov distance between two ingtances can be defined as the
length of the shortest string connecting the two ingstances. This gpproach focuses on a single
transformation (the shortest one), out of many possible trandformations. The result is ameasure of
distance which is very sengitive to smdl changes in the instance space and which does not solvein
a satisfactory way the smoothness problem. The K* digance tries to ded with this problem by
summing up al possible trandformations between two indances.

On real datasets it performs well againgt a range of bath rule-based and instance-based learning
schemes. The technique of summing up the probabilities of dl possble trandformation paths
solves the smoothness problem and contributes srongiy to its good overdl performance. The
underlying theory dso dlows cean integration of both symbolic and red vaueé atributes and a
principled way of dealing with missing vales.

The implementation and results showed in [6] are afird implementation of K* method to predict
real valué attributes.

33. Instance-Based L earner

Instance-based learner (IBL) dassifies an instance by comparing it to a datdbase of pre-dassfied
examples. The fundamenta assumption is that amilar indances will have smilar dassficaions.
The corresponding components of an insance-based learner are the distance function which
determines how smilar two instances are, and the dassfication function which pecifies how
instance smilarities yield a find cdassficaion for the new instance. In addition to these two
components, IBL adgorithms have a concept description updater that determines whether new
instances should be added to the ingtance data base and which instances from the datébase should
be used for the classification. In smple IBL dgorithms, after an instance has been dassfied, it is
always moved to the indance datdbase dong with the correct classfication. More complex
algorithms may filter which indances are added to the indance datdbase to reduce dorage
requirements and improve tolerance to noisy data.

The nearest neighbour algorithms are the amplest ingance-based learners. They use some doman
specific distance function to retrieve the sngle mog smilar ingtance from the training set. The
classification of the retrieved ingtance is given as the dassfication for the new indance. Edited
nearest neighbour agorithms are selective, in which ingances are sored in the database and used
in classification. K-nearest neighbour (KNN) agorithms are only dightly more complex. The k
nearest neighbours of the new instance are retrieved and whichever dlass is predominant among
them is given as the new instances classfication. A dandard nearest neighbour dassfication is the
same as a k-nearest neighbour classfier for which k=L
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1B1 is an implementation of a nearest neighbour algorithm with a specific distance function. Real
valued attributes are normalised to a common scale so al attributes have equal weight and the
missing values are assumed to be maximally different than the present value. 1B2 contains
extensions to reduce storage requirements; only misclassified instances are saved.

IB3 is afurther extension to improve tolerance to noisy data; instances that have a sufficiently bad
classfication history are forgotten and only instances that have a good classification history are
used for classification.

4. Used Data

Eleven sets of data have been used. Each set shows information about certain amount of software
development projects. For each project, there are two variables: one, (independent variable) that
refers to the size of the generated code -measured in lines of code or function points-, and the
other (dependant variable) that indicates the effort (time) invested in the development of projects.
The data sets used in this work are the following:

1% Set: Abran and Robillard [1], Projects: 21. It is a subset out of a total of 36 projects. The code
size is measured in function points and the effort in person-days.

2" Set: Albrecht and Gaffney [2], Projects: 24. This data set corresponds to projects carried out by
IBM and analysed by Shepperd and Schofield [20].

34 Set: Bailey and Basili [3]. Projects: 18. The code sizeisindicated in thousands of lines of code
(KLOC) and the effort is indicated in man-months.

4™ Set: Belady and Lehman [4]. Projects: 33. The code size is indicated in lines of code (LOC)
and the effort is indicated in man-months.

5" Set: Boehm [5]. Projects: 63. One of the most analysed sets.

6" Set: Heiat and Heiat [10]. Projects: 35. Small scale projects. The size of the code is indicated
in LOC and the effort is indicated in person-hours.

7™ Set: Kemerer [13]. Projects. 15. It was used to test different estimation methods. The
independent variable used is function points.

8" Set: Miyazaki [18]. Projects: 47. Thecode sizeisindicated in KLOC.

9™ Set: Shepperd and Schofield [20]. This data set has been used to test the method of estimation
by analogy. The independent variable is the number of files.

10 Set: Deshamais [7]. Projects: 61. This data set relates function points to effort, using the
concepts of entity and transaction to identify the function points.

11™ Set: Kitchenham and Taylor [14]. Projects: 33. This data set is composed of 33 projects

developed in the same language (S3, a high level language). The data relates LOC to effort (man-
months).
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Itisimportant to highlight that, asit can be gppreciated in the previous descriptions, the number of
sets of projects is limited and dso the number of projects in each set is andl (the biggest st has
63 projects). These data sets have been obtained through the andysis made of some software
development companies. These andyses, in most cases, have been performed dong severd years,

5, Results

As it can be gppreciated, the Sze of the data sets is different, this is, the amount of projects is
variable: For example, the biggest st (Boehm) has 63 and the smallest (Kemerer) hes 15. In this
work, adata anaysis tool caled WEKA [21] has been used. It includes methods such as: KNN,
linear regression, neurd networks and K* (previoudy described). It is necessary to notice that the
results published in [8] were used as a reference in order to measure the effidency of the
previoudy mentioned methods. The methods used in [8] were approximation to square, cubic and
logarithmic functions and genetic programming, indicated in this section as Curve and GP,
respectively.

In Table | and Table 2 are shown the results obtaned usng the previoudy described methods as
prediction tools applied to the €leven data sets.

In the firg two rows the results of the reference methods (GP and Curve) ae shown. Next, the
results obtained by the KNN method with k=3 (KNN-3) y k=4 (KNN-4). Experiments varying the
value of parameter k have been carried out, but the best results were obtained using these vaues.

In the row number five, the level of prediction and error obtained with NN are shown. In this case,
different architecture of back propageation of NN have been proved (different number of hidden
layers and nodes per layer were used, but the best results were obtained using one hidden layer
and 20 neurons in this layer). The NNs have been trained until they reach convergence.

Results obtained with linear and arithmetic regressons are shown in rows number 6 and 7.
Finally, the results provided by K* method, previoudy described, are shown.

The analyzed data st isindicated in each one of the columns through the name of the s&t.
5.1 Prediction capacity

One of the mogt important factors to take into account by a project leader is the effort required in
the devdopment of a software project. Thus, it is necessry to have a prediction method that
generates appropriate predictions with the smalest possble error.

To measure the prediction capacity of the methods, the rdiability level (in percentage) of the
obtained results can be used. This will reflect how good (resemblance to the actud vaues) are the
results produced by a given method.

Another messure to be congdered is the error. The error indicates the difference between the
predicted value and the red one. It can be consdered of smilar importance to the rdiability level,
but with certain caution. When making the cumulative of al the errors for a certain data s, if
there was one vaue whose error was much bigger then the errors of the remaining ones and the
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error of these is minimal, it can dant the result by reflecting too big error, being opposed
therefore, to the previous parameter.

To measure the prediction capacity of the methods, two well-known measures have been used:
PRED and MMRE that are described next.

5.1.1. PRED (/)

Level / prediction (PRED(/)) can be defined as the quotient between the number of cases in which
the estimated values are within the absolute | limit of the real values and the total number of cases:

Let
A= { (X:%3 oy X YERT [ x;,#0 Vi=1L2..n }
fiAaxA—+{0,1)
flxyl=z
FUX Xy reris X W (¥ Y2 v Y D = {210 Tz 0000 2}
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0 otherwise :
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[

For this work a level of prediction 0,25 was considered
5.1.2. MMRE

Media Magnitude of Relative Error (MMRE) can be defined as:

1 x:le
MMRE =— !
=2

”E.’
€
Where g is ared vaue of the variable in the project, g is its estimate and n is the number of
projects. It can be stated then that if the MMRE is low, we will be able to make a good number of
predictions. The criterion to consider amodd as good is that it has an MMRE < 0,25,

5.2 Analysis of Results

As it has already been explained, to measure the efficiency of the methods under study, the
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methods Curve and PG have been taken as reference. It is necessary to mention that, neither in the
methods under study nor in the reference ones, testing instances have been used. All the dements
of each one of the anaysed sets have been used for training.

In Table 1 the prediction results are shown. The best results in each one of the domains are
indicated in bold.

In the domain Albrecht, the prediction that makes the method GP is of 64,00, being this the best
result, but the difference with the following better one is smdll: the prediction of K* with avaue
of 62,50. Smilar stuations are given in the domain Bailey, where, dthough GP is the best (73,70),
the reaullt of K* (72,22) isvery close.

Table 1. Obtained predictions with 25% levd (best results in bold).

UMbl | Remerer: | Migae:: |, Shepp.
94,29 33,33 42.55
0440 | 6250 | 47,99
8847 | 5133 | 5745
51,43 53,33 5532
0420 | 3333 | 2079 | 2222
91,43 | 1337 | 1480
0713 | B33 | a042
9704 | 6667 | 4468

| Method oAb LAl
" Curve | 57,14
e 77,30 64,00

ka3 | 7609 | 5407

knn-4 V6,19 4583
| _i‘:.ih B,95 20,83
----- LR 66,67 1.3
AR 80,95 58,33

K+ 80,95 | 62,50

Table2. Media Magnitude of Relative Error (best resultsin bold).

Method |- Abran b |7 Kemepdr | Mivaz:+| Bhegpre ar; K
Carve | 0,2364 | 0,5313 DA435 | 03990 | 04489 | 05428 | 08458
TGP | 02560 | 05480 | 05840 | 05060 | 04560 | 0,6230 | 1,1430
[ ke | 02510 | 06202 | 02546 | 09275 | 10651 | 0,1014 | 04357 | 03980 | 03422 | 03372 | 06662
kmd | 03013 | 06672 | 0.2587 | 10208 | 1.2550 | 01063 | 0438 | 03909 | 0,5509 | 04085 | 0,7267 |
TTNN 02178 | 17452 | 02808 | L1772 | 10,8029 | 0.1080 | 13578 | 07125 | 23770 | 03732 | 15275
R | 02722 | 08093 | 0,665 | 1,3900 | 3,5691 | 0,1221 | 10583 | 14559 | 08577 | 04348 | 15900
AR | 0,503 [ 67163 | 02035 | 12534 | 19786 | 00800 | 02289 | 05768 | 0,731 | 03331 | 04545
K* | 02501 | 06371 | 0,450 | 02352 | 03662 | 0099 | 02654 | 04065 | 04364 | 03946 | 0,1495

On the other hand, in the domain Abran, certainly the best methods are K*, NN and AR (80,95),
falowed by GP (77,30), aso with aminimal difference.

In the domain Belady, as in the previous one, the best method is K*, but here it is necessary to
highlight that the difference with the following better one is consderable K*=9091 and
GP=3550. Important differences have dso occurred in the domans Boehm, Hea ad
Kitchenham where K* continues being the best method (76,19, 97,14 and 84,85 respectively) and
knn:3 (20,63) and AR (97,13 and 59,05) are the next best ones. GPis lower then these ones.

In the domain Miyazaki the method that provides the better result was knn-3. The difference with
the next best one (GP) is gpproximately of 10%.

In the domain Desharnais the best method is AR (58,53) and the next one is GP (51,60). In the
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domains Shepperd and Kemerer, the best method also AR (83,33 and 73,33 respectively), butitis
followed by knn-3 (72,22) and K* (66,67) respectively. GP islower than these ones.

Thus, it can be said that the best of the two reference methods -as for prediction reference- is GP.
When GP presents good results, the difference with the methods studied in this work is small. On
the other hand, when some of the methods under study produce more accurate predictions than GP
the difference is considerable. The excdlent results that K* provides must be pointed out.

In Table 2 the results of the generated errors are shown. The best results in each one of the domains
or data sets are indicated in bold.

Only in two of the 11 domains, the reference methods are better than the method studied in this
work, but in these cases with minimd differences. For example: for the doman Heiat, the best is
GP with an error of 0,0870, folowed by AR with 0,0890 and Curve with 0,0892; for the domain
Albrecht, the best is Curve (0,5313).

Knn-3 and AR aso provide good results in different domains, but as in the previous case, the
difference with the fallowing best results is minima: in the domain Miyazaki, the errors for knn-
3=0,3980 and Curve=0,3999; in the doman Desharnais, AR=0,3331, knn-3=0,3372; in the
domain Abran, AR=0,1593, NN=0,2178.

In three of the deven domans, K* was the best and in dl of them the difference of results
between the two is condderdble: in the doman Boehm the MMRE for K* is of 0,3662 and for
Curveis of 1,1336; in the doman Kitchenham the MMRE for K* is of 0,1495 and for knn-3 is of
0,6662; in the domain Belady the MMRE for K* is 0,2352 and for Curve is 0,6528.

In Table 3 and Table 4 the prediction results and errors, respectively, are shown, corresponding to
K* and K* with crossed vaidation. It can be appreciated that the difference of results among the
two methods is important. This is because in the crossed validation were used some of the
instances for testing, that way diminishing the efficiency of the method, due to the poverty of the
modd (reduced number of indances and variables).

Tabic 3. Prediction for K* and K* with cross validation.

DAL\ i

Method | ;XBnui::| Albrcphf | Bailey: |: BdSYy :|M m mm | Kemr-er | Mijrafic |;; Shepp, | Dysliw. | Kitchen
K* 80,95 62,50 7222 | 9091 7619 | 97,14 66,67 44,68 61.11 46,34 84,85

K*CV 57,14 25,00 66,67 1212 6,35 91,43 40,00 23,40 38,89 41,46 15,15

Table4. MMRE for K* and K* with cross validation.

DATA SET

Method «Ahiwrj;;:| Altirepht | Bailey | Belady | *Boebni |/llefai: Kemerec | Miyaz, Sliepp. | Deshsr. | Kitchen.
K* 0,2511 0,6371 0,2450 | 0,2352 | 0,3662 | 0,0998 0,2654 0,4065 0,4364 0,3946 0,1495

K*CV 0,3800 1,6991 0,3325 | 3,5386 | 9,4863 | 0,1222 0,7631 1,3663 | 0,8145 0,4433 2,1594

In order to visudize the behaviour of each one of the methods in different domains, as in
prediction and error, some graphics ae shown (Figures 1, 2, 3, 4, 5, 6). The discontinuous line
represents the vaue obtained by the reference method for the different domains. This vaue is
indicated by y. To compare the levd prediction, GP was conddered as reference method, since it
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provides better results than Curve method. And for the error, Curve was consdered as a reference
method, given that it presents better results than GP.

Domain: Halst Dommin: Abran
1o
I HI y=T1.%
o.m-cr Wl ned L mrm x-‘i Qurve m'm.m.mlm-»‘l.t
Method L Mrihod
Figure 1. Prediction in Heiat domain. Figure 2. Prediction in Abran domain. -

Doman: Kif chanham

[
0
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Curm
i Mathed

Figure 3. Prediction in Kitchenharo domain.

It can be seen that the prediction is not homogeneous, given thet in the Helat domain (sseFigurel)
only two methods improve (and just by alittle) the reference method y = 94,40 (K* = 97,14; AR
== 97,13), and in Kitchenham domain (see Figure 3) the K* method has gone beyond by fany =
32,40, K*= 84,85.

Domale: Albrecht Domain: Balley

o= Yol 2605

Cuwve < rrrd wrd L. iR AR L Cavw @ L] | ] L 0] L] Ly

Mathod Melhod
Figure 4. MMRE in Albrecht domain. Figure5. MMRE in Bailey domain.

Figure 4 (corresponding to Albrecht domain) shows that none of the methods enhanced the error
produced by the reference one (Curve), but in Figure 6 (corresponding to Desharnais domain) most
of them have improved the results obtained by the reference method (y = 0,5428).
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Figure 6. MMRE in Desharnais domain.

6. Conclusions

The estimation of the effort invested in the development of software projects can turn into a
complicated problem to be solved if the appropriate models are not available. Unfortunately until
this moment this is the situation, since there are not the necessary records in the software
development companies. Years of investigation are required in order to obtain the volumes of
information needed to carry out a prediction with a good level of reliability and with a low error
margin.

The domains are not the most suitable, due to their size and limited number of variables, and
because of the fact that they depend on the particular casuistry of each company.

The quality of the prediction can improve if more appropriate sets of data are available and a more
deep study of the methods is performed.

In this work, machine learning techniques have been used for the task of predicting project cost
using a set of domains that represents different types of projects. A study of the behaviour of
different methods has been presented.

The obtained results show that the outcomes of the methods used are not homogeneous for all
domains. In some cases, one method has proved to be better than the rest, and has obtained
excellent results, whereas in others the predictions are far below the 25% threshold and/or the
MMRE is far too big.

Nevertheless, the results obtained in this work are satisfactory since both the prediction levels and
the error produced by some of the methods used can be considered excellent taking into account
the limited characteristics of the models used. That is the case of the method K*.
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