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Abstract— Emails are a popular and preferred way of 
written communication in our daily life. The problem with 
emails is spam. These spam emails are sent with different 
intentions, but advertisement and fraud are the main reasons. 
As being inexpensive to send, it causes many problems to the 
internet society. This paper discusses the use of different feature 
extraction methods coupled with two different supervised 
machine learning classifiers evaluated using four performance 
metrics on two publicly available spam email datasets for spam 
filtering. We highlight the importance of the correct coupling of 
feature extraction and classifier, and the merits of using two 
independent datasets.  
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I. INTRODUCTION  
The use of the Internet is on the rise. It has become an 

essential part of daily life. Emails are a powerful tool for 
exchanging information, ideas, and a preferred way of 
written communication. Emails can be sent to individuals or 
a group of people at the same time at no extra cost. Being 
cheap to send, secure and no time delays during 
transmission are some of emails’ advantages. Despite these 
and many other advantages, there is an issue with spam 
emails. Spam is not only an annoyance, but it is also costly 
and can be a security risk which means it needs to be 
addressed.  

According to the shortest and popular definition, spam 
can be defined as ‘unsolicited’ bulk email [1] usually 
commercial in nature. Spam emails are unwanted messages 
that are sent directly or indirectly, indiscriminately, having 
no contact or interaction with the user [2]. Spam emails are 
considered as spam because these emails are not valuable to 
the receiver. The main reason behind the growth of spam 
emails is advertisement of usually illegal, non-existent or 
worthless products, promotion of a cause, as bait for fraud 
schemes or delivery of malware. Only a small number of 
targeted users need to respond to these emails to make it 
profitable for the senders. 

It is not obvious to tell who originally came up with the 
simple idea of sending out an advertisement to millions of 
email users such that at least one will respond to this 
advertisement no matter what is it all about. Because of this, 
the email accounts of millions of users are filled up with 
spam messages. Spam causes many problems to the Internet 
society; servers experience delays in the delivery of 
legitimate emails due to spam traffic. Within an 
organization, spam emails can affect: i) individual users, ii) 
reliability of emails, iii) productivity, iv) network 
bandwidth, v) computational power and storage space of 
servers [3]. According to specific respondents in a research 
report, filtering out spam emails can take up to 13 minutes 
on average of working time each day. [3] 

The number of spam emails is generally increasing. 
Being inexpensive to send means, reaching millions of 
potential users at approximately no extra cost. According to 
a report, spam is mostly used to distribute phishing website 
links, malware and viruses [4]. The average number of spam 
emails sent is 54 billion throughout the world in each day 
[4]. Another statistical report by ACMA shows that 80,925 
complaints have been received against spam emails in 
March 2017 [5]. 

II. LITERATURE 

A. Corpus Data Pre-Processing 
Before applying machine-learning algorithm, data pre-

processing is necessary because not all information in an 
email is useful for spam classification. Removing specific 
noisy and less informative terms can enhance the 
performance of a classifier and decrease feature space 
dimensionality in most cases [6]. Data pre-processing is a 
set of steps used for transforming a specific dataset to a 
uniform style that is more conjusive for machine learning 
algorithms [7]. A corpus also called a dataset can have many 
features, so in order to avoid classifier over-fitting, one 
chooses only those features that enhance classification 
accuracy and help avoid over-fitting [8]. Feature 
Engineering (creating and defining only those features that 
make the classifier to perform better) is the basis of success 
and effectiveness of content-based spam filters. Outlined 
below are the steps used in the preparation of textual data 
for feature extraction: 

Removal of special characters: Special character such 
as ‘#’, ‘@’ etc will be removed from the data during the pre-
processing stage. 

Tokenization: The textual data is broken down into 
individual words to identify specific words as spam or ham 
word. HTML tags, attachments, and headers are stripped 
rather than just emails subject and body line text. Domain 
name and IP addresses can also be considered as tokens. 

Stemming: In this process, a different inflected form of 
words is grouped together e.g. plurals, gerund forms, tenses 
etc. For example, ‘group’, ‘groups’, and ‘grouped’ would all 
be considered as ‘group’.  

Case Conversion: Once the data has been tokenized, 
then words will be transformed to lower case. 

Removal of stop words: Words like ‘a’, ‘and’ and ‘the’ 
etc are very common in English and are not helpful in 
identification of spam. These words are frequently used but 
they do not carry useful information for classification. 
Symbols and obscure text can also be removed in this step. 
Removal of such words can reduce the feature space and 
makes the classification more efficient. 



Representation: This step involves the representation of 
textual data into a specific structured format that can be 
understood by the machine learning algorithm being used.  

Lai and Tsai found that stop word removal results in 
better performance, but stemming does not have any 
significant impact on filters’ performance. However, it 
results in feature size reduction [9]. 

B. Processing Pipeline and Feature Extraction 
A feature in pattern recognition and machine learning 

can be defined as an individual characteristic or property of 
a phenomenon being observed [10]. It is the process of 
converting textual data into some specific format that can 
make the important text available for analysis. There are 
several feature extraction techniques for text classification 
e.g. bag-of-words, n-grams, TF-DIF etc.  

 
1) Bag of Words 
Bag-of-words is considered a popular and widely used 

approach for representing textual data in documents for 
analysis. It is easy and simple to understand and implement. 
In bag-of-words a textual document is represented as a bag-
of-words simply means word frequency table or it means an 
unordered set of words keeping their frequency but ignoring 
their position in the document. 

 
Figure 1: Bag-of-Words [11] 

 
2) Term Frequency – Inverse Document Frequency (TF-

IDF) 
TF-IDF is a popular feature extraction approach used for 

document classification. A problem with the word count or 
term frequency is that words which are highly frequent start 
to dominate in the document, but such words may not 
contain a lot of information for the model as words which 
are rare but are domain-specific words. One technique is to 
re-scale the occurrence of words by how often these words 
occur in all the documents. Thus, the score for frequent 
words which may not contain much information across all 
documents are penalized. This technique of scoring 
documents is called TF-IDF in short, where: 

Term Frequency (TF): The scoring of the frequency of 
a word in a current document. 

Inverse Document Frequency (IDF): The scoring of 
the frequency of a word across all documents. 

Suppose a document contains 100 words, where the 
word ‘free’ occurs 5 times. The term frequency can be can 
be calculated as: 

 
Now, assume we have 10,000 documents and the 

word ‘free’ appears 1000 times in all of them. Then, IDF is 
calculated as: 

 
C. Machine Learning Algorithms 

Machine Learning techniques have been successful for 
spam classification. These techniques extract information 
from labeled training datasets and use this information to 
train the classifier [12]. “The ability of computers to learn 
without being explicitly programmed” is called machine 
learning and it is somehow related to computational 
statistics and mathematical optimization [10]. Spam email 
classification is considered as a binary classification 
problem in which emails are classified as spam or ham. The 
machine learning algorithms that are most popular in spam 
classification are Naïve Bayes [13], Support Vector 
machine, Decision Tree and Neural network. These 
algorithms are more successful among other methods in the 
classification of spam emails [14].  
 

1) Naïve Bayes 
One of the popular classifiers used in spam classification 

problems is Naïve Bayes and it is also widely used in text 
categorization problems in general [7]. The Naïve Bayes 
classifier was initially proposed by [15] for spam 
classification problems. Naïve Bayes is based on the 
statistical Bayes Theorem. The main assumption in Naïve 
Bayes is that the features are independent. 

The work by Sahami in 1998 [15] led to the 
implementation of several spam filters using different 
machine learning algorithms, in combination with the 
recommendations proposed by Graham in 2002 [16], 
employing Bayesian analysis. A comparison of Sahami and 
Graham model can be studied in a research report by 
Guzella & Caminhas [17]. 

Since the proposed work by Graham [16] and Sahami 
[15], several works have been proposed using the Naïve 
Bayes model. The main limitation of a simple Bayesian 
classifier is that it overlooks the association between words. 
For example, such a classifier doesn’t account for the fact 
that words like ‘special offers’ more probably come together 
in spam emails than in ham emails. However, Orthogonal 
Sparse Bigrams (OSB) and Sparse Binary Polynomial 
Hashing (SBPH) were introduced to overcome this problem 
[18]. 

The SBPH technique was introduced by CRM114 and it 
is more expressive than OSB and takes a lot of memory and 
runtime overhead. SBPH is an inference of Bayesian 
filtering that can match individual words and mutating 
phrases. It uses Bayesian Chain Rule (BCR) to merge 
specifically individual feature conditional probabilities into 
a total probability. It has more expressive feature space and 
can deliver high accuracy. However, it is computationally 
expensive. On the other hand, OSB performs like SBPH but 
cuts most of the computational cost. OSB based filter 
together with other non-probabilistic algorithms as a 
replacement for BCR performed better than SBPH by 0.04% 
error rate [19]. 

Ben Medlock proposed Interpolated Language Model 
(ILM) in 2006 [20] that consider the structure of the email, 



i.e. body and subject, in n-gram Bayesian model. The 
message classification depends on combining a static 
(Complete training dataset) and a dynamic (sometimes re-
training with new dataset) element. The author compiled the 
GenSpam dataset himself for experimentation. The results 
achieved by ILM were better or at least like SVM using TF-
IDF representation. It also surpassed Bayesian logistic 
regression and Multinomial Naïve Bayes [20]. 

Wang, Jones, and Pan [21] explored the performance of 
two online linear classifiers namely Winnow and Perceptron 
in 2006 with two datasets Ling-spam and PU1. They studied 
the performance with three feature selection methods, 
Document Frequency (DF), Information Gain (IG) and odds 
ratio. They observed that the performance of Perceptron and 
Winnow using IG and DF are better than using odds ratio. 
The result showed that Perceptron and Winnow both are 
very good classifiers for spam classification and their 
performance was better than Naïve Bayes [21].  

Kim, Chung and Choi [22] used URLs in the email 
messages to filter spam messages using a Naive Bayes 
model. They used spam filtering based on URLs instead of 
analysing URL statistics to calculate the probabilities if the 
email with specific URLs is ham or spam. They concluded 
that the performance of their spam filter is similar, to those 
based on analysing keywords or URLs, but on the other 
hand, it does not need to maintain white or blacklists as in 
mostly URL based filters [22]. 

Segal [23] examined the performance of a Naïve Bayes 
classifier in 2007 that was trained either using messages 
from a specific group of users (personal messages) or 
messages from all users (global messages).  The researcher 
found that the classifier trained using global messages 
performed better than the classifier trained from personal 
messages because of the larger training dataset. In this 
research, dynamic personalization was proposed and 
explored, and how it can help in the improvement of overall 
performance [23]. 

2) Support Vector Machine (SVM) 
Support Vector Machine was used by Drucker, Wu, and 

Vapnik [8]. They used the bag-of-words representation with 
TF-IDF and binary representation, with two private datasets. 
The best results came from SVM using binary 
representation. SVM can be trained using fewer training 
examples and it can deal with multi-dimensional data using 
kernels [24]. It maps the training data to a feature space 
using kernel functions. This feature space then separates the 
samples with maximum margins by generating hyper planes 
which can be used as a non-linear decision boundaries. Rios 
and Zha [24] used private and public emails from the 
Internet collected over several years, with two state-of-the-
art algorithms including Support Vector Machines for spam 
classification. They stressed the importance of feature 
engineering and their results showed that SVM significantly 
performed better than Naïve Bayes [24]. 

Bickel and Scheffer [25] designed a framework using 
publicly available labelled and unlabeled datasets for 
training a classifier. According to the experimental results 
achieved with binary representing spam messages from 
different sources and Enron corpus, it was seen that their  
proposed methodology decreased risk by about 40% as 
compared to the use of single classifier [25]. 

Kanaris [26] trained a linear SVM using n-gram 
characters, employing the IG for feature selection. The 
datasets used in this research for experimentation were 
Ling-spam and SpamAssassin [26] and were based on cross-
validation and n-gram models. The results achieved while 
experimenting with an n-gram based model was better or 
comparable to the word-based representation [26]. 

Amayri and Bouguila [27] investigated several-distance 
based kernels and behaviors of spam filters using SVM. 
They observed that most of the kernels used in recent 
researches overlook the structure of the text. Instead of 
using these classical kernels, they proposed string-based 
kernel for spam classification. They showed how efficient 
these string kernels are for spam classification problems. 
Their results from an extensive study showed that active 
online methods using string kernels achieved high recall and 
precision scores [27]. 

D. Performance Metrics 
With so many supervised machine learning classifiers 

available there is need for a way to evaluate their 
classification capability. In this paper we use four 
performance metrics: accuracy, precision, recall and f1- 
score. Accuracy is the most intuitive performance measure: 
it is simply a ratio of correctly predicted observations to the 
total observations. Accuracy is a great measure but only 
when one has symmetric datasets. Therefore, one has to 
look at other metrics to evaluate the performance of their 
model. Our results consist of precision, recall and F1 score. 
Precision is the ability of a classifier not to label a positive 
sample as negative or label a negative sample as positive. 
Recall is the ability of a classifier to find all the positive 
samples in a dataset. F1 score is the harmonic mean of 
precision and recall. 

 

 
True Positives (TP): Such cases in which we predicted 

yes (email is spam), and it was spam. True Negatives (TN): 
Such cases in which we predicted no (email is not spam), 
and email was not spam. False Positives (FP): We 
predicted yes (email is spam), but in the actual email was 
not spam. (Also known as a "Type I error."). False 
Negatives (FN): We predicted no (email is not spam), but in 
the actual email was spam. (Also known as a "Type II 
error.") 
 

III. METHODOLOGY 
The following figure shows the methodology that has 

been used in this work. 

 
Figure 2: Flowchart of methodology 

 



A. Dataset 
We combined two different datasets for experimentation. 

The first dataset is extracted from Ling-spam corpus, which 
is a popular email dataset and has been widely used by 
many researchers [28]. The Ling-spam dataset can be found 
here [29]. The second dataset s extracted from Enron, it is 
also a popular dataset that has been widely used by many 
researchers. The raw Enron dataset is available at [30].  

The dataset used in this research is a combination of 
Ling-spam and Enron Corpus. The reason for not only using 
Ling-spam corpus is that there were not enough spam emails 
present in that dataset, but the number of ham emails were 
quite higher as compared to the number of spam emails and 
using such dataset where the class distribution of one class 
is higher will result in biased classifier towards one class. 
So, some of the spam and ham emails are taken from Ling-
spam corpus and remaining ham emails are taken from 
Enron corpus. The total number of emails in our dataset is 
2457, out of which 1312 are ham and 1145 are spam emails. 
Figure 3 shows the distribution of the spam and ham emails. 
It can be see that the dataset is fairly balanced between ham 
and spam emails. 

 
Figure 3: Distribution of Dataset 

 

B. Processing Pipeline and Feature Extraction 
The raw data is loaded and pre-processed by removal of 

special characters, tokenization, stemming and removal of 
stop words. A Python regular expression library is used for 
the removal of special characters while Natural Language 
Toolkit (NLTK) is used for tokenization, stemming and 
removal of stop words. Pre-processing achieves text 
normalization. Text normalization is the process of 
transforming text into a specific format appropriate for 
feature extraction. After normalizing the textual emails data, 
we create features using bag-of-words and TF-IDF 
vectorization techniques. After suitably transforming the 
features for each of the two machine learning algorithms we 
train the models using the training dataset and then test 
using the testing dataset. The dataset was split 70% for 
training, 20% for testing and 10% for validation. Two 
different experiments are performed using the dataset 
mentioned above and their results are compared. We 
evaluate each trained model using four performance metrics 
namely accuracy, recall, precision and F1-score.  

IV. RESULTS 
The table in figure 4 shows the results of two supervsed 

machine learning algorithms SVM and Naïve Bayes along 
with two different feature extraction techniques bag-of-
words and TF-IDF applied to these machine learning 

classifiers being scored against each other using four 
performance metrics. 

 
 
Features Bag-of-

Words 
TF-IDF 

SVM Accuracy 0.93 0.99 

Precision Ham 0.94 0.98 

Spam 0.73 1.0 

Recall Ham 0.98 1.0 

Spam 0.48 0.98 

F1 Ham 0.96 0.99 

Spam 0.58 0.99 

Naïve Bayes Accuracy 0.80 0.98 

Precision Ham 0.96 0.98 

Spam 0.30 0.98 

Recall Ham 0.82 0.98 

Spam 0.71 0.98 

F1 Ham 0.88 0.98 

Spam 0.42 0.98 

Figure 4: SVM and Naïve Bayes using BoW and TF-IDF 
 

As it can be seen from the above table, Linear SVM 
performed better, it achieved 93% accuracy, whereas Naïve 
Bayes achieved 80% accuracy on our dataset using bag-of-
words approach. Looking only on the accuracy cannot be 
very helpful to evaluate the performance of the classifier, 
whereas confusion matrix gives us more deep insights into 
the performance of the classifiers. As it can be observed that 
both the classifiers e.g. SVM and Naïve Bayes managed to 
produce higher Precision and Recall values for ham emails 
as compared to spam, which means that the classifier 
manages to predict most of the ham emails correctly, but 
they did not predict many of the spam emails as spam using 
bag-of-words approach.  Recall is high, which means that 
the classifier managed to predict most of the ham emails 
correctly, but it wasn’t able to predict many of the spam 
emails as spam. 

On the other side, both the algorithms SVM and Naïve 
Bayes achieved very high accuracies using TF-IDF, which 
is a good thing but at the same time suspicious as well, 
because the SVM achieved over 99% accuracy and around 
98% accuracy was achieved with Naïve Bayes using TF-
IDF as feature selection method, that can be a sign of an 
overfitted model. 

V. CONCLUSION 
This paper discussed the use of different feature 

extraction methods coupled with two different supervised 
machine learning classifiers evaluated using four 
performance metrics on two publicly available spam email 
datasets for spam filtering. Previous research has considered 
these datasets separately. We highlighted the importance of 
the correct coupling of feature extraction and classifier, and 
the merits of using two independent datasets. In future work 
these results could be further analysed using cross tabulation 
techniques and also investigate possible overfitting. 
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