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Abstract
Wepresent a unified framework for studying Coulomb interactions in arbitrary environments using
macroscopic quantum electrodynamics on the basis of the electromagnetic Green’s function. Our
theory can be used to derive the Coulombpotential of a single charged particle as well as that between
two charges in the presence ofmedia, bodies and interfaces of arbitrary shapes. To demonstrate this,
we reproduce thewell-known screenedCoulomb force, account for local-field effects and consider
new cases such as amulti-layermedium, a dielectric cavity, a conductingwire and a plate with a hole.

1. Introduction

TheCoulomb force is perhaps the first electromagnetic interaction encountered by a student of physics,
introduced as an immutable inverse square law that delivers the force between two charged particles. The simple
inverse square distance dependence is used as the basis for awide variety of descriptions of nature, from the
Hartree–Fockmethods of quantum chemistry to theDerjaguin, Landau, Verwey, andOverbeek theory of
colloidal dispersions [1, 2].What is usuallymissing is the fact that no physical system exists in true isolation;
therewill always be some environment enclosing the objects of interest. A prominent example is the exponential
screening of theCoulomb interaction for charges embedded in a non-localmedium [3]. This appears across
physics as such effects arise inmaterials with a high density of free or quasi-free charge carriers; these include
metals (where the screening length is the Thomas–Fermi length), electrolytes (where the screening length is the
Debye–Huckel length), ionic solutions or narrow-band-gap semiconductors [4–7]. One commonway of
arriving at these effects is tomake a Thomas–Fermi approximation for a free electron gas, then solving the
resulting screened Poisson equation. A small number of works in colloid physics [8] exist that extend this to
charges near an interface, but these rely on a linearised Poisson–Boltzmann equation inwhich several
assumptionsmust bemade.

Amore fundamental andflexible point of view is provided bymacroscopic quantum electrodynamics
(QED), where theCoulomb interaction involves the emission and reabsorption of a photon. For example, the
interaction between two charges ismediated by a photon that is emitted fromone charge and subsequently
absorbed by the other. On theway, this photonmay interact with its environment, for example itmay reflect off
amacroscopic body or be travelling through some bulkmedium. This leads to an environment-dependent
Coulomb force, which is the subject of this work.Wewill write the Coulomb force in terms of a version of the
dyadicGreen’s function, well-known from the formalism known asmacroscopicQED [9, 11]. The special case
of bulkmediawill, as we shall see, reproduce the screening effects discussed above, but the unified formalismwe
use ismuchmore general. It provides a link betweenmedium-assisted Coulomb interactions and the
considerable literature on dyadicGreen’s functions [12, 13].Wewill demonstrate this by considering general
expressions aswell as several particular geometries that demonstrate the power of the toolboxwe are presenting.

In general, environment-dependent effectsmay be described by the dielectric function, so if this can be
engineered theCoulomb interaction can be controlled. One simpleway to do this is by varyingmacroscopic
geometric parameters [14], but an increasingly relevant class ofmedia are thosewhosemicroscopic structure is
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designed to generate a desired permittivity. Control of the Coulomb interaction is particularly important in
many solid-state devices like solar cells, where an increase of screening allows for a stronger separation of
excitons into electrons and holes [15].Moreover trapped atomic ions can be used as a collection of qubits where
quantum information is transferred between the ions thorough theirmutual Coulomb interaction [16, 17].

An interesting related problem,which is of particular interest in colloid physics, is the Coulomb interaction
between two charged particles near non-translational-invariantmedia, like for example a planarmultilayer
system. This is distinct from the screening imposed by bulkmedia, and ismuch less well-studied, though in the
formalismwe present here itmay be studied in exactly the sameway as screening effects. Charged particles near
macroscopic objects induce a polarisation-charge density on the surface of those objects, which in turn affects
their Coulomb interaction. These polarisation effects are particularly important at the interfaces betweenmedia
with very different dielectric permittivities. This problem is usually treated by themethod of images, where the
medium is replaced by a set of image charges in order to satisfy a relevant set of boundary conditions on the
surfaces. Sometimes, however, in complex geometries (such as awedge) it is not clear where to place the image
charges so onemust resort to complex calculations of potentials for particular systems, whichmay be of limited
applicability. Herewewill express all Coulomb forces in terms of the dyadicGreen’s function, which is a very
well-studied object in a large number of different geometries. The interaction between two atoms near the
relatively simple systemof an infinite dielectric slab ormetal has been studied [18–21] and, in themetallic case,
extended to include spatial dispersion. The result shows that the Coulomb interactionmust be corrected for
distances shorter in comparisonwith the Thomas–Fermi screening length in the dispersive case [22]. Similarly,
the Coulomb interaction between a chargedmoving particle and a plasma has been studied in the literature [23].

Although somedisparate particular cases have been investigated, to our knowledge no general expression of
themedium-assistedCoulomb interaction is known in the literature. As stated earlier, the aimof this work is to
study theCoulomb interaction in generic environments that are described by the dyadicGreen’s tensor. The
interactionwill be described in the framework ofmacroscopicQEDas a one-photon exchange process, where
the photon propagator is governed by the electromagnetic environment.

After deriving some general formulae, wewill demonstrate the power of themethod byfirstly considering a
set of examples that reproducewell-known results, the novelty arising from their unificationwithin the same
framework. Thesewill include the screening for spatially dispersivemedia, the interaction between two charges
near a planar interface between two dielectrics and the interaction between a charge and a polarisable particle.
Following this we also apply our general results to new, non-trivial settings, namely local-field effects, amulti-
layermedium, a dielectric cavity, a conductingwire and a conducting plate with a hole. Our approach can be
applied to every casewhere theGreen’s tensor is known or can be calculated by analytical or numericalmeans.
As alreadymentioned, there is a vast literature on the subject of the dyadicGreen’s tensor—the calculations
presented here represent ameans to reliably translate this wealth of results to the language of theCoulomb
interaction in a rigorous and transparent way.

2. Coulomb interaction in the presence of dielectrics

To study theCoulomb interaction between two charged particles, we usefield quantisation in linear absorbing
and non-localmedia [9, 10, 24, 25], using theCoulomb gauge. Here and throughout we take themedium to be
non-magnetisable (i.e. with unit relative permeability), so that the electric field can be expanded in terms of the

creation and annihilation operators w wˆ ( ) ˆ( )†
f r f r, , , for electric excitations labelled by frequencyω and

position r;

Gòw w w=ˆ ( ) ( ) · ˆ( ) ( )sE r r s f s, d , , , . 1e
3

The tensorsGe aremode-tensors that depend on the imaginary parts of the electric permittivity of the absorbing
medium:

G G
w

w
pe

e w w¢ = ¢ ¢( ) ( ) ( ) ( )
c

r r r r r, , i Im , , , 2e

2

2
0

and on the classical Green tensor of theHelmholtz equationG w¢( )r r, , [9, 10]:

G w
e w w d ´  ´ - ¢ = - ¢

⎡
⎣⎢

⎤
⎦⎥( ) ( ) ( ) ( )

c
r r r r r, , , , 3

2

2

where  is the identitymatrix.
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An important relation involving thesemode-tensors is:

G G G*
ò w w
m
p

w w¢ = ¢( ) · ( ) ( ) ( )s r s r s r rd , , , , Im , , , 4e e
3 0 2

where denotes the transpose.
Charged particles interact with the radiationfield through the scalar and vector potentials, not directly via

the electricfield. The scalar potential f̂ is related to the longitudinal part of the electric field via f= -ˆ ˆE . The
longitudinal part f of a general vector-valued function f can be calculated using the longitudinal delta function
d p= - -( ) ( ∣ ∣)r r4 1 via:

ò d= - ( ) ( ) · ( ) ( )sf r r s f sd . 53

Hence the scalar potential satisfies the equation:

Gòf w w w = - ˆ ( ) ( ) · ˆ( ) ( )sr r s f s, d , , , , 6e
3

where G e is the left-longitudinal component ofGe:

G Gò dw w¢ = - ¢ ( ) ( ) · ( ) ( )sr r r s s r, , d , , . 7e e
3

The scalar potential can hence be derived performing a line integral of a vector field:

Gò òf w w w= - ¢ ¢ˆ ( ) · ( ) · ˆ( ) ( )sr r r s f s, d d , , , . 8e
r

r
3

0

Weassume that the point r0may be placed at infinity ( -  ¥∣ ∣r r0 ) and take the scalar potential to be defined
relative to this; f w =ˆ ( )r , 00 . As expected, the potential at a point r is proportional to thework done by the
longitudinal electric field in order tomove the charge from infinity to that point. Analogously the vector
potential can be expressed in terms of the bosonic excitation operators ( = -^ˆ ˙E A):

Gòw
w

w w= ^ˆ ( ) ( ) · ˆ( ) ( )sA r r s f s,
1

i
d , , , , 9e

3

where G^ e is the left-transverse component ofGe:

G Gò dw w¢ = - ¢^ ^( ) ( ) · ( ) ( )sr r r s s r, , d , , 10e e
3

and d p=  ´  ´^ -( ) ( )( ∣ ∣)r r4 1 is the transverse delta function.

3. Energy shift

Weconsider the interaction between two charged particles assisted by a polarisablemedium. The distances
between the particle and any interfaces of themedium are considered to be large enough that the interfacemay
be regarded as amacroscopic surface, i.e. itsmicroscopic structure is not resolved. Thismeans that we are far
enough away to exclude such effects as Pauli repulsion and covalent bonding.

Asmentioned in the introduction, theCoulomb interactionmay be pictured as arising from the emission
and absorption of one virtual photon. There are three processes which can contribute to the interaction, which
can be conveniently represented through Feynman diagrams.One diagram involves the photon being emitted
and reabsorbed by the same particle as shown in see figure 1. This photonmay be affected by themedium,
causing a position-dependent shift—hence this process describes the interaction between a single charged
particle and a polarisablemedium.

The other two diagrams involve the exchange of a single virtual photon between the two charges (see
figure 2), and describe theCoulomb interaction between the pair. In all three of these diagrams the interaction is
affected by themediumbecause the photon can be reflected by the body’s surface, and hence can be considered
emitted by afictitious image charge.

The energy shift describing theCoulomb interaction can be obtained from second order perturbation theory

åD = á ñ -
á ñá ñ

-¹

∣ ˆ ∣ ∣ ˆ ∣ ∣ ˆ ∣ ( )E i H i
i H I I H i

E E
, 11

I i I i
int

int int

and Ĥint is theHamiltonian for a set of charges qα ofmomentum ap minimally coupled to the electromagnetic

scalar and vector potentials f̂ and Â;
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å å åf= - +
a

a a
a

a

a
a a

a

a

a
a

= = =

ˆ ˆ ( ) ˆ · ˆ ( ) ˆ ( ) ( )H q
q

m

q

m
r p A r A r

2
. 12

A B A B A B
int

, , ,

2
2

The second term is absentwhen one considers charges fixed in space ( =ap 0). The intermediate state ñ∣I
corresponds to a state inwhich one virtual photon is present: w w wñº ñ = ñ - =∣ ∣{ ( )} ˆ ( )∣{ }†

I E E1 r f r, , 0 , I i ,
while the initial state corresponds to a state without photons ñº ñ∣ ∣{ }i 0 . Using equations (8), (9), the expectation
value

w w d d w wá ¢ ¢ ñ = - ¢ - ¢{ }∣ ˆ( ) ˆ ( )∣{ } ( ) ( ) ( )†
f r f r r r0 , , 0 13

and the integral relation (4), thematrix elements of the individual terms thatmake up equation (11) read;

G^ òf wá ñ = - ¢ ⋅ ¢a a a
a ∣ ( )∣ ( ) ( )i q I qr r r rd , , , 14e

r

r

0

G


ò
m

p
w wá ñ =a

a
a

a

a
a a

¥
^ ^∣ ˆ ( )∣ { ( )} ( )i

q

m
i

q

m
A r r r

2 2
d Tr Im , , , 15

2
2 0

2

0

wherewe have introduced the two-sided-transverse component ofG

G Gò ò d dw w¢ = ¢ - ¢ ¢ - ¢^ ^ ^ ^( ) ( ) · ( ) · ( ) ( )s sr r r s s s s r, , d d , , . 163 3

where d^ is the transverse delta function defined below equation (10). Using this and the integral relation (4), the
total energy shift reads:

G

G


ò ò ò

ò

å

å

m
p

w
w

w w

m
p

w w

D =- ¢ ¢

+

a b
a b

a

a

a
a a

=

¥

=

¥
^ ^

a b  · ( ) ·

{ ( )} ( )

E q q

q

m

r r r r

r r

d
d Im , , d

2
d Tr Im , , , 17

A B

A B

r

r

r

r
0

, , 0

2

0

,

2

0

0 0

wherewe have introduced the two-sided-longitudinal component ofG :

G Gò ò d dw w¢ = ¢ - ¢ ¢ - ¢   ( ) ( ) · ( ) · ( ) ( )s sr r r s s s s r, , d d , , , 183 3

Figure 1. Single-atomCoulomb interaction.

Figure 2.Medium-assisted Coulomb interaction between two atoms.

4

J. Phys. Commun. 2 (2018) 035027 PBarcellona et al



where d p=  Ä  - ( ∣ ∣)r4 1 is the longitudinal delta function.Here we have used a property of theGreen’s
tensor under transposition;G Gw w¢ = ¢( ) ( )r r r r, , , , .We use the Schwarz reflection principle;

G G* w w¢ = ¢ -( ) ( ) ( )r r r r, , , , 19

to extend the frequency integral (17) to thewhole real axis :

G

G


ò ò ò

ò

å

å

m
p

w
w

w w

m
p

w w

D =- ¢ ¢

+

a b
a b

a

a

a
a a

= -¥

¥

=

¥
^ ^

a b  · ( ) ·

{ ( )} ( )

E q q

q

m

r r r r

r r

2 i

d
d , , d

2
d Tr Im , , . 20

A B

A B

r

r

r

r
0

, ,

2

0

,

2

0

0 0

The tensor Gw w¢( )r r, ,2 is analytic in the upper half of the complex plane (including the real axis), and it is also
finite at the origin. Thismeanswe close the pathwith an infinitely large half-circle in the upper complex half-
plane and deal with the singular pointω=0 using the principal value prescription. The integral along the
infinite semi-circle vanishes for ¹ ¢r r because:

Gw w¢ =
w ¥

¹ ¢( )∣ ( )
∣ ∣

r rlim , , 0. 21r r
2

Calculating the residue atω=0, the energy shift reads:

G

G


ò ò

ò

å

å

e

m
p

w w

D =- ¢ ¢

+

a b
a b

a

a

a
a a

=

=

¥
^ ^

a b
· ( ) ·

{ ( )} ( )

E q q

q

m

r r r r

r r

1

2
d , d

2
d Tr Im , , , 22

A B

A B

r

r

r

r

0 , ,

0

,

2

0

0 0

wherewe have defined the static Green tensor

G G Gw
w

w
w¢ = ¢ = ¢

w w 

 ( ) ( ) ( ) ( )
c c

r r r r r r, lim , , lim , , . 23
0

2

2 0

2

2

The last equality follows from the fact that for zero frequency theGreen’s tensor is purely longitudinal [9].
The energy shift (22) consists of two parts. Firstly there are the single-particle termswhich describe the

interactionwith the surface;

G G


ò ò òe

m

p
w w= - ¢ ¢ +

¥
^ ^( ) · ( ) · { ( )} ( )U

q q

m
r r r r r r r

2
d , d

2
d Tr Im , , 24A

A A

A
A A

r

r

r

r2

0

0
2

0

A A

0 0

and secondly themedium-assisted Coulomb interaction between the two particles, which reads:

Gò òe
= - ¢ ¢( ) · ( ) · ( )U

q q
r r r r r r, d , d 25A B

A B

r

r

r

r

0

A B

0 0

as is well-known for arbitrary charge distributions [26]. Combining the single-particle and two-particle terms
one has;

D = +( ) ( ) ( )E U Ur r r, . 26A A B

Note that the single-particle shift ( )U rA contains an infinite contributionwhich comes from the free
Coulomb interaction; however this shift does not depend on the position of the particle and does not lead to any
observable force. Note that our results (24) and (25) remain valid for non-localmediawhere themode tensor (2)
involves a convolution over the non-local permittivity [25].

In equation (24) thefirst term represents the classical interactionwhile the second term is a quantum
correction that vanishes in the classical limit   0. The single-particle shift represents a correction to the force
if the charge is situated in an environment. In general the expressions for such a correction are very complicated,
but it is in fact possible to estimate the order ofmagnitude of this termby direct inspection of equation (24).
Firstly we rewrite (24) in terms of theComptonwavelength l p= ( )m c2A A

G Gò ò òe
l
p

w w= - ¢ ¢ -
¥

^ ^
⎡
⎣⎢

⎤
⎦⎥( ) · ( ) · { ( )} ( )U

q

c
r r r r r r r

2
d , d

2

1
d Tr Im , , . 27A

A A
A A

r

r

r

r2

0
2 0

A A

0 0

Webegin by noting that theGreen’s tensorG w¢( )r r, , typically has an order ofmagnitude of -r 1where r
represents the typical distance between the charge and the surface of themedium. Then, equation (23) tells us
that that the staticGreen’s tensorG ¢( )r r, has an order ofmagnitude of r−3. Hence, the ratio between the second
andfirst termof (27) is of order ofmagnitude l rA . An electron has l » -10A

12 m, this should be contrasted
with the fact that the description of the surface as amacroscopic body breaks down at distances of around
10−9 m. Thus for all distances for which the basic assumptions of this work hold, the second termof
equation (27) can safely be discarded.
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This analysis is backed up by the detailed evaluation of both terms previously carried out in [23], where the
problemwas analysed in both the non-retarded and the retarded regimes for a plasma surface. There, it is found
that the ratio of the second term to the first term is equal to l l p( )r2 2A p

2 in the non-retarded regime, and
l p( )rA in the retarded regime, whereλp is the plasmawavelength. Since for realmaterials the plasma
wavelength is in the visible rangewe recognise also in this case that the first term of (27) dominates the second.

4. Energy shift in terms of the scalar Green’s function

TheCoulomb interaction depends on the staticGreen tensorG ¢( )r r, as defined in equation (23), which is
related to the scalarGreen function ¢( )g r r, from electrostatics defined via [26]:

e d  ¢ = - - ¢· [ ( ) ( )] ( ) ( )gr r r r r, . 28

Note that the scalar Green’s function is symmetric, ¢ = ¢( ) ( )g gr r r r, , , see [26].
In order to show the connection between the two quantitiesG ¢( )r r, and ¢( )g r r, consider equation (3),

which defines the full, frequency-dependent dyadicGreen’s tensorG w¢( )r r, , . Taking the divergence of both
sides of (3) and considering the static limitω→ 0 one has;

Ge d ¢ = - - ¢· [ ( ) ( )] ( ) ( )r r r r r, , 29

where e e wº ( ) ( )r r, 0 is the static permittivity andG ¢( )r r, the static Green’s tensor, see equation (23).
Applying the operator∇′to both sides of equation (28) and comparing the result to equation (29)we see

that:

G ¢ = -¢ ¢( ) ( ) ( )gr r r r, , . 30

Using thewell-known relation

ò ¢ ¢ ¢ = -· ( ) ( ) ( ) ( )f f fr r r rd , 31
r

r

0
0

to replace g byG in equations (24) and (25), wefind:

e

e

=

=

( ) ( )

( ) ( ) ( )

U
q

g

U
q q

g

r r r

r r r r

2
,

, , , 32

A
A

A A

A B
A B

A B

2

0

0

wherewe have additionally used the property ¢ ( )g r r, 0 for - ¢  ¥∣ ∣r r . It is worth noting that, apart from
the quantum correction, the Coulomb interaction between two charge distributions r r,A B was already
described by, for example, Schwinger [26] as:

ò òe
r rD = ¢ ¢ ¢( ) ( ) ( ) ( )U r r gr r r r

1

2
d d , . 33A B

0

3 3

In free space we obtain thewell-knownCoulombpotential since p= -( ) ( ∣ ∣)( )g r r r r, 1 4A B A B
0 . In general the

Green’s function is the sumof the free-space contribution ( )g 0 and the scattering part ( )g 1 which accounts for
reflections from any surfaces thatmay be present. In the rest of this workwe subtract from ( )U rA the divergent
free-space contribution, as ourmain focus is the corrections to this stemming from the electromagnetic
environment, thuswewill workwith the following pair of equations;

e
=( ) ( ) ( )( ) ( )U

q
gr r r

2
, , 34A

A
A A

1
2

0

1

e
=( ) ( ) ( )U

q q
gr r r r, , . 35A B

A B
A B

0

TheGreen’s function ¢( )g r r, represents the propagator of the field, describing the amplitude for a photon
emitted at ¢r to be absorbed at r. Hence equation (34) represents an emission and absorption of a photon by the
charge, with a reflection from the surface. In fact the reflected photon can be thought of as emitted by afictitious
image charge. Equation (35) represents a back-and-forth excitation exchange between the two charges (with
possible reflection).

Formulae (34) and (35) together with (30) constitute a recipe that takes a dyadicGreen’s tensorG w¢( )r r, , as
input, and produces Coulombpotentials ( )( )U rA

1 and ( )U r r,A B . Asmentioned in the introduction, a proper
account of this process allows one to calculate Coulomb interactions in exotic situations by exploiting the huge
literature on dyadicGreen’s functions.

For transitionally invariantmedia theGreen’s function depends only on the difference between the two
points: = -( ) ( )g gr r r r,A B A B . In this kind of system the forces acting on the two charges would be equal and
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opposite, which is just a consequence of the action–reaction principle. Howeverwhen the translational
invariance is broken and local-field corrections are taken into account the two forces are not equal and opposite.
This is not a violation of action–reaction since the interface between twodifferentmedia takes somemomentum
to restore the balance.

Finally, we note thatwe can give an interpretation of the classical shift in terms of thework needed to bring
the static charges from infinity and assemble them in the required positions. Themedium-assistedCoulomb
electric field produced by the chargeA, with position rA, using equation (30), is:

Gòe e
= ¢ ¢ = - ( ) · ( ) ( ) ( )

q q
gE r r r r r rd , , . 36A

A A
A

r

r

0 0

A

0

Hence the potential in r due to both charges is:

òf = - ¢ ¢ + ¢( ) · ( ( ) ( )) ( )r r E r E rd . 37A B
r

r

0

TheworkW required to assemble the charges is

å f=
a

a a
=

( ) ( )W q r
1

2
, 38

A B,

which coincideswith the classical energy shift derived previously in equation (32).

5. Local-field corrections to theCoulomb interaction

In section 4we derived theCoulomb interaction between two charges placedwithin a generic environment. It
was assumed that the local electromagnetic field acting on the two particles is themacroscopic field.However
this assumption is not satisfied in optically densemedia, where localfield corrections are important [27, 28]. One
way to introduce the local-field correction is via the real-cavitymodel. There, the charges are considered to be
surrounded by small, empty, spherical cavities of radiusR and are hencewell-separated from the neighbouring
atoms of themedia.

We consider first the electric field transmitted by the cavity’s surface into a point r outside the cavity, where
the surroundingmedium is infinite, seefigure 3. TheGreen’s function of the infinite bodywith the cavity, for
> <r R r R, A , reads [29]:

*å åe
q f q f=

+ +=

¥

+
=-

( )
( )

( ) ( ) ( )( )g
l l

r

r
Y Yr r,

1

1
, , , 39A

l

A
l

l
m l

l

lm lm A AC
0

0
1

whereYlm are the spherical harmonics. TheGreen’s tensor of the infinite bodywithout the cavity
( > <r R r R, A ) is:

*å åpe e
q f q f=

-
=

+=

¥

+
=-

( )
∣ ∣ ( )

( ) ( ) ( )( )g
l

r

r
Y Yr r

r r
,

1

4

1 1

2 1
, , . 40A

A l

A
l

l
m l

l

lm lm A A
0

0
1

Hence the electric field >EA transmitted through the cavity surface to a point r outside the cavity is equal to the
field thatwould be transmitted to the same point in the absence of the cavity ( =r 0A ):

e e
= -  = - >( ) ( ) ( ) ( )( ) ( )q

g
q

gE r r r r r, , . 41A
A

A
A

A
0

C
0

0

0

Figure 3.Cavitymodel: the guest charges in amedium are separated by small, vacuum-filled spherical cavities of radiusRc. >( )E rA is
the electricfield transmitted by the cavity’s surface into a point r outside the cavity.
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Moreover:

e
e

 =
+

( ) ( ) ( )( ) ( )g gr r r r,
3

2 1
, . 42A A A AC

0 0

Thismeans that the electric field transmitted through the cavity surface to the point inside the cavity rA is equal
to thefield that would be transmitted to the same point in the absence of the cavity,multiplied by a global factor
e e +( )3 2 1 . However themedium can have a finite size and the electricfield can be reflected from the outer
surface of themedium. The scattering of the field from the outer surface is taken into account by replacing the
infinite-bodyGreen’s function ( )g 0 with thefinite-bodyGreen’s scattering function ( )g 1 , see figure 4. The
electric field transmitted through the cavity surface, reflected from the outer body surface and finally
retransmitted into the cavity reads:

e
e

e e
= -  = -

+
<( ) ( ) ( ) ( )( ) ( )q

g
q

gE r r r r r,
3

2 1
, , 43A

A
C A

A
A

1

0 0

1

where ( )g 1 is the scatteringGreen’s function of the finite-bodywith the cavity, seefigure 4.
The local-field corrected force acting onA reads:

 
e

= = -
+

< =( ) ( ) ( )∣ ( )( ) ( )q
q

gF r E r r r
3

2 1
, . 44A A B A A A

A
A r r,

1
2

0

1
A

Note that we should consider the electric field reflected at the surface of the cavity aswell; however using the
Green’s function in [29] it is simple to show that this contribution vanishes.We can generalise our results when
the dielectric constant of themedium is not homogeneous; the localfield corrected force acting onA reads:

 
e

= = -
+

< =( ) ( ) ( )
( )

( )∣ ( )( ) ( )q
q

gF r E r
r

r
r r

3

2 1
, . 45A A B A A A

A

A

A
A r r,

1
2

0

1
A

Wenow focus on the local-field corrected interaction between two charges. ChargeBwill produce some field
which is experienced by chargeA. Following the same previous steps wefind that the force experienced by the
chargeA is:

e
e e

= = -
+

<( ) ( ) ( )
( )

( ) ( )q
q q

gF r r E r
r

r
r r,

3

2 1
, . 46A A B A B A

A

A

A B
A A B

0

Both the scattering and the bulk contributions of theGreen’s tensor contribute, leading to enhancement of the
force. For example, water has a static permittivity of approximately 80 leading to an enhancement factor of about
1.49. To our knowledge the local-field corrected Coulomb force calculated in this section is a new result, which
could find applications in the physics of ions suspended in solvents.

6. Applications

Todemonstrate the use of our general results (34), (35) and their generalisations (45), (46) including local-field
effects, we apply them to several geometries.

6.1.Homogeneous non-localmedium
As an initial example to check the consistency of ourmethodwe consider a translationally invariantmedium,
which is also spatially dispersive. Spatial dispersion is the dependence of the permittivity on thewave vector
(rather than simply itsmagnitude), whichmeans that the electric inductionD at some point is caused by the
electric fieldE at one ormore displaced points. In a bulkmedium theGreen’s functionmust be translation-
invariant, whichmeans that it can only depend on the difference between the coordinates:

Figure 4. (a) Schematic illustration of ( )g 1 , thefinite-body scatteringGreen’s functionwith the cavity. (b) Schematic illustration of
( )gC
1 , thefinite-body scatteringGreen’s functionwithout the cavity.
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G Gw w¢ = - ¢( ) ( ) ( )r r r r, , , . 47

In this case theGreen’s dyadic is often Fourier transformed:

G Gòw p w- ¢ = - - ¢( ) ( ) ( ) ( )·( )kr r k, 2 d e , , 48k r r3 3 i

where the Fourier transform can be given in terms of the transverse and longitudinal permittivities, e w^( )k,
and e w( )k, [30]:

G w
w

e w
w e w

= - - - -^
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⎜ ⎟

⎡
⎣⎢

⎤
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c
k k

k

c

k k
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kk
kk, ,

,
. 49

2

2
2

1

2

2

2 2

Here  is the identitymatrix. Hence theGreen’s function reads:

òp e
¢ = - ¢


( )

( ) ( )
( )·( )g k

k k
r r,

1

2
d

1

, 0
e . 50k r r

3
3

2
i

Substituting the Fourier-transformedGreen’s function (50) into the two-bodyCoulomb potential given by
equation (35), wefind (using ò pW = ( )· kr krd e 4 sink ri ):

ò òp e e p e e
= =-

-¥

¥
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( )

( ) ( ) ( )
( )·( )U

q q
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q q
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2
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4 i
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1

, 0

e
, 51A B

A B A B
kr

k r r
3

0

3
2

i
2

0

i
A B

where º -r r rA B.
The longitudinal and transverse non-local permittivity of a realmedium can be described by the

hydrodynamicDrudemodel, which can be considered a limiting case of theHopfieldmodel [31–33]:

e w
w

w w w

w

b w w g
= +

- + G
+

- +
( )

˜
( ) ( )

( )k
k

, 1
i i

. 52
p p
2

0
2

2

2 2

Thefirst term represents the dielectric function for bound electrons and the second one that for conduction
electrons. The plasma frequencies are defined by w e w e= =˜ne m Ne m,p e p

2
0

2
0 , where n,m,me are

respectively the number density, effectivemass of the free electrons and bound electrons and theN is the density
of bound electrons. Finally,ω0 is a transition frequency andΓ, γ>0 are damping constants that govern
absorption in themedium. For a free electron gas b = v3 52

F
2 , with vF the Fermi velocity [34].

Inserting the longitudinal permittivity (52) into the energy shift (51) and evaluating the residua of the poles
in the upper part of the complex planewefind;

pe e
=

-
( ) ( )U r

q q

r4

e
53A B

k r

0

s

with e w w= + ˜1 p
2

0
2 and w b e= ( )ks p . This is a screenedCoulomb potential where both bound and free

electrons contribute to the screening [7, 34]. In particular, bound electrons reduce the interaction by a factor 1/
ε, where ε represents the associated permittivity; free electrons are responsible for the exponential
suppression -e k rs .

6.2.Dielectric slab
In the previous sectionwe considered a homogeneousmedium.However inmany interesting cases translational
symmetry is broken, for example in planarmultilayer systems.Herewe consider two point charges embedded in
a semi-infinite dielectricmediumof dielectric constant ε1, which has a planar interface with amaterial of
dielectric constant ε2 (see figure 5)

TheGreen’s function satisfies equation (28), with the boundary conditions that g and the normal component
of the displacement vectorD are continuous across the interface between twomedia. Its expression for source
position ¢z >0 reads [26]:

e p e
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+ - ¢
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+ - ¢
<

⎧
⎨
⎪⎪

⎩
⎪⎪

( ) ∣ ∣ ∣ ∣

∣ ∣

( )g

z

z
r r

r r r r

r r

,

1 1

4

1 1

4
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4
, if 0

, 541 1
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1 2

where  = -( )x y zr , , is the position of an image charge that corresponds to a real charge placed at r.We can
first derive the single-particle Coulomb term >( )z 0A :

pe e
e e
e e pe e

e e
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and the related corrected force:

pe e
e e
e e

e
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q z
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3

2 1
. 56A A
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This can be interpreted in terms of the interaction between the real chargeA and its image. The factor 1/2 arises
because the the image charge is not a real charge, but rather an induced one.

Inserting theGreen’s function (54) into (35)we obtain the following Coulomb interaction between the two
charges >( )z z, 0A B :

pe e
e e
e e

=
-

-
-
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⎛
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( )U
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,
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where  = -( )x y zr , ,B B B B is the position of the image of chargeB. Thefirst term represents the free Coulomb
interaction, while the second one represents the interactions between the real chargeA and the image charge B .

The result (57) is well-known, however using our formalismwe can introduce local-field effects at the level of
theGreen’s function as described in section 5. The local-field corrected force onA reads:
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Wealso briefly comment on the the case where one charge is embedded in amediumof dielectric constant ε1
and the other charge embedded in themediumof dielectric constant ε2. In this case:

pe e e
=

+ -
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∣ ∣
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q q
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. 59A B
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A B0 1 2

In particular if onemedium is a perfect conductor (e.g. e  ¥1 ), the two charges do not interact, since any
photon emitted by one charge is completely reflected by the interface and does not reach the other charge. The
local-field corrected force reads:

pe e e
e

e
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The above results can easily be generalised to the case of amulti-layermedium. For theGreen’s function g1 in
the rightmost layer of an n-layer (n−1 interface) stackwhose layered are indexed by j one has (see, for
examples, [9, 35]);

òr
e p pe
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¥

- + ¢( )
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( ) ( )( )g z z kR J k
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, ,
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4
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4
d e , 61k z z
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where J0 is the zeroth-order Bessel function of thefirst kind, r = - ¢ + - ¢( ) ( )x x y y2 2 , and the reflection
coefficientR1 is defined recursively via;

e e e e
e e e e
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j j j j
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j

1 1
2

1
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2

1

j
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where j=1Kn−1, and Lj is the thickness of layer j. The recursion is stopped by imposition of the termination
conditionRn=0, physically corresponding to there being no interface to reflect from (i.e. a zero-reflectivity
boundary) after the final interface. For n=2 it is trivial to reproduce theGreen’s function (54), and the recursive
reflection coefficient allows large numbers of layers to be systematically taken into account.

Figure 5.Two point charges near a semi infinite dielectric.
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6.3. Cavity
Our next example is the Coulomb interaction between two charges in a cavity.We suppose that two charges are
embedded in amediumwith dielectric constant e2 and are near two other parallel semi-infinite dielectrics with
relative permittivity ε1 and ε3. The plane z=0 is equidistant from the two dielectric surfaces, which are
separated by a distance d, as shown infigure 6

At themidpoint between the plates ( = =z z 0A B ), theGreen’s function (see appendix) reads

òr
pe

r=
- -

-

¥ - -

-
( ) ( )( ) ( ) ( )g k

R R

R R
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4
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1 e 1 e
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0

whereR1 andR3 are the reflection coefficients for the twomedia bounding region 2;
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and r = - + -( ) ( )x x y yA B A B
2 2 .We can expand the denominator of (63) in a power series
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2 , which can then be integrated term-by-term
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Each termhere can be interpreted as what onewould have obtained using the imagemethod, but themethod
outlined here and in the appendix ismore convenient as in this case wewould have to deal with an infinite series
of images corresponding tomultiple reflections.

Formula (65) is a new result, valid for arbitrary values of reflectivitiesR1,R3, position ρ and cavity size d. To
make contact with previous results [36, 37], we consider an asymptotic limit where the left and right surfaces are
perfect conductors:R1=R3=1, and the charges are separated by amuch larger distance than that between the
plates ρ? d,finding

r
pe r

= = = pr-( ) ( )g d R R
d

, 1
1

4

8
e 66d

2 1 3
2

in agreementwith [36, 37].
Since both charges are equidistant from the conducting surfaces ( = =z z 0A B ) the interaction between the

charges and the surfaces vanishes, as onewould expect from symmetry considerations. However the interaction
between the two charges does not vanish. In particular for ρ? d, according to equation (35) the interaction
reads:

r
pe e r

pr
= - ⎜ ⎟⎛

⎝
⎞
⎠( ) ( )U d

q q

d d4

8
exp . 67A B

0 2

Hence the cavity exponentially suppresses the Coulomb interaction at large distances. At small ρ (or equivalently
large d) the interaction is just the Coulombpotential between two isolated charges

Figure 6.Two charges inside a dielectric cavity.
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r
pe e r

=( ) ( )U d
q q

4
, 68A B

0 2

whichwe plot infigure 7, alongside the large-distance asymptotic result (67) and the result obtained from
numerical evaluation of (35) using (65). Finally, if the region inside the cavity has e ¹ 12 , the local-field corrected
force reads:

r
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6.4. Interaction between charges placed near a conductingwire
Wenow consider theCoulomb interaction near an infinitely long conductingwire of radiusR, as shown in the
left panel offigure 8. The scalar scatteringGreen’s function g for such a setting is found (in agreementwith [38])
to be;

òåp
k

k
k

kr kr= - f f k

=-¥

¥ ¥
- + -( ) ( )

( )
( ) ( ) ( )( ) ( ) ( )g

I R

K R
K Kr r,

1

2
d e , 70A B

m

m z z m

m
m A m B

1
2 0

i iA B A B

Figure 7.Coulomb interaction between two charges in vacuum at themidpoint of a perfectly reflecting cavity. At small distances the
interaction is equal to the standardCoulomb result (68), and at large distances it is equal to the asymptotic result (67)where the
interaction is exponentially suppressed.

Figure 8. Left; two charges located near a perfect conducting cylinder of radiusR. Right; CoulombpotentialU of chargeA in the xy
plane. The chargeB is placed at = { }Rr 3 2, 3 2, 0B , and the resulting potential is scaled to that for the interaction potential ( )U 0 of
two charges in free space.
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where r = + = - = -x y x x x y y y, ,A B A B
2 2 and Im,Km are themthmodifiedBessel functions of thefirst

and second kind, respectively. The remaining coordinates are defined as shown infigure 8, where theCoulomb
potential in the xy plane is plotted as a function of the position of chargeB.

6.5. Plate with a hole
Finally we consider amore involved example, namely a perfect conducting plate with a hole of radiusR, as
shown infigure 9.Analogous problems involving the plate with a hole have been considered in the literature
[39, 40]. This case is interesting froma technical point of view since it is not obvious how to locate the image
charges to satisfy the boundary conditions, and interesting froman applied point of view due to its relevance to
membranes. A hole or pore in themembrane of a biological cell can allow a variety of possibly ionised particles to
enter [41]. The requiredGreen’s functionmay be obtained from theKelvin inversion from theGreen’s function
of the semi-infinite half-plane [38, 42]. However the expression obtained in [42] is valid for r and r′lying on the
same side of the plate: z, z′>0.Herewe generalise theGreen’s function to include the case z>0, z′<0 aswell,
finding:
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and (ρ,f, z) represents the coordinates of r in a cylindrical systemwhere the symmetry axis of the hole is the z
axis and the origin is at the centre of the hole.Wewill initially focus on the case where both charges are on the
symmetry axis, and firstly quote the single-particle result found via equation (34)
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The resulting interaction is shown infigure 10, wherewe have scaledwith respect to the free interaction
( pe= -( )( )U z q z16A A A

0 2
0 , i.e. the interaction for large distances).

The interaction is always attractive and vanishes in the limit zA→ 0 forfiniteR, which is also clear from
symmetry considerations. In the full-plate case (R = 0) the force diverges as zA→0 since therewe can
construct the image chargewhich approaches the real charge. Hence in the limit z RA , for dfinite, the

Figure 9.Two charges are located near a perfect conducting plate with a hole of radiusR. The symmetry axis of the plate is the ẑ axis.
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interactionwith the surface can be neglected andwe can focus only on themedium-assisted interaction between
the two charges.

To calculate the interaction potential between the charges we suppose that one charge in one side of the plate
andwe vary the position of the other charge. If the two charges are lying on the z axis on opposite sides of the
plate: > <z z0, 0A B andR→ 0we have  +¥ F D and l = - 1, meaning that the interaction vanishes.
This is to be expected since the plate is a perfect conductor, so any photon emitted by one charge is completely
reflected by the surface, so the charges do not see each other. IfR isfinite a photon can travel fromone side to to
the other, sowe expect a non-vanishing interaction. Infigure 11we plot the this interaction energy for different
value of the radius of the hole. The interaction is scaledwith respect to the free interaction

p= -( ) ∣ ∣( )U z z z z, 1 4A B A B
0 . For afinite hole radiusR there is a non-vanishingweak interaction also

when <z 0B .
To demonstrate the power and general applicability of ourmethodwe consider now the interaction between

chargesA andBwhen each chargemay be located at any position. Directly using (35) in (71)we can produce the
full three-dimensional interaction potential, whichwe show a slice of infigure 12;

6.6. Interaction between a charged particle and a polarisablemolecule
Finally we consider what happenswhen a charged particle is placed near a polarisablemedium, inwhich case the
Coulombfield of the charged particle will polarise themolecules that constitute themedium. In the dilute limit

Figure 10.Coulomb interaction between an on-axis electron and the plate for ¹R 0. The interaction is scaledwith respect to the
function pe= -( )( )U z q z16A A A

0 2
0 .

Figure 11.Coulomb interaction between two on-axis charges assisted by the plate. The interaction is scaledwith respect to the free
interaction p= -( ) ∣ ∣( )U z z z z, 1 4A B A B

0 .We consider three different values of the radius: =R z 0, 1, 10A .
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the Coulomb interaction between the charge and the surface can be described inmicroscopic terms, as arising
from theCoulomb interaction of the charge and the individualmolecules, as shown infigure 13.

It is well-known that for a dilutemedium aBorn expansion of the scatteringGreen tensor can be performed
[10]:

G G Gò aw m w h w w w¢ = ¢ +( ) ( ) ¯ ( ) · ( ) · ¯ ( ) ( )( ) rr r r r r r r, , d , , , , ..., 76B B B B B
1

0
2 3

where Ḡ is the backgroundGreen’s tensor, i.e.theGreen’s tensor in the absence of the dilutemedium (which
could be yet anothermedium), η is the number density and the integration is over the volume of the polarisable
medium.Using equations (23), (30)we canwrite the Born expansion in terms of the scalar backgroundGreen’s
function ḡ ;

ò a
e

h¢ = -   ¢ +( ) ( ) ¯ ( ) · ( ) · ¯ ( ) ( )( )g r g gr r r r r r r,
1

d , 0 , .... 77B B B B B B B
1

0

3

We substitute this expansion into the single-particle Coulomb interaction, equation (34):

ò h= a-( ) ( ) ( ) ( )U r Ur r r rd , , 78A B B q A B
3

where a- ( )U r r,q A B is the electrostatic interaction between a charged particle and a polarisablemolecule in the
presence of arbitrarymedia as background (with the backgroundGreen’s function nowdenoted as g):

Figure 12.Cross-section of the scattering correction ( )( )U r r,A B
1 to theCoulomb interaction of two charges positioned near a plate

with a hole (the interaction ismediated by a photon reflected from the surface). All distances aremeasured in units of the hole radiusR,
and the position of one charge is taken as r= - =z R R0.15 ,A A . The colours represent the potential felt by the other charge at that
point. The interaction is scaled to be in units of the free space result p= -( ) ∣ ∣( )U r r r r, 1 4A B A B

0 , and the two charges are assumed to
be lying in the plane shown in thefigure (i.e.fA=fB).

Figure 13.Microscopic interpretation of theCoulomb interaction between amolecule and a polarisable body.
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a
e

= -  a- ( ) ( ) · ( ) · ( ) ( )U
q

g gr r r r r r,
2

, 0 , . 79q A B
A

B A B B B B A

2

0
2

In free space, since p= -( ) ∣ ∣( )g r r r r, 1 4A B A B
0 wefind:

a
p e

= -a- ( ) · ( ) · ( )( )U
q

r
r r

r r
,

32

0
80q A B

A B0
2

2
0
2 6

and = -r r rA B. This expression is well-known in the literature for the special case of isotropic particles [43], in
which case one has;

a

p e
= -a- ( )

( )
( )( )U r

q

r

0

32
. 81q

A B0
2

2
0
2 4

Our result (79) generalises this to anisotropically polarised particles, aswell as being applicable to any geometry. For
example, the interactionbetween a chargedparticle and apolarisablemolecule near aperfectly conducting surface
canbe foundbyusing in equation (79) the result of an image construction = +( ) ( ) ( )( ) ( )g g gr r r r r r, , ,A B

0
A B

1
A B ,

where p= - -( ) ∣ ∣( )g r r r r, 1 4A B A B
1 ,  = -(x y zr , ,B B B B). The scatteringGreen’s function ( )g 1 corresponds to

the interactionbetween the charge and the imagedipole of thepolarisablemolecule. In fact in equation (79) the
interaction canbe easily interpreted: the photonpropagates from the chargeA to thepolarisablemoleculeB, directly
or after a reflection (these processes beingdescribedwith thepropagator ( )g r r,B A ), is reflectedby thepolarisable
molecule, andfinally absorbedby the chargeA.Hence the interactionbetween the charge and thepolarisable
molecule is a two-photonprocess.

7. Conclusions and outlook

In this article we have developed a systematic and unified description of Coulomb interactions of charges in non-
trivial environments. The presence of the environment is included via the classical Green’s tensor, or also in a
simpler fashion in terms of theGreen’s function.

Our approach can be applied to non-trivial geometries where it is not possible or practical tofind the suitable
image charges, we have demonstrated this via the examples of the plate with a hole and awire. Using the same
framework, we have shown examples where the environment significantly changes the interaction, for example
by exponentially suppressing it in the dielectric cavity geometry.We have quantified how theCoulomb
interaction can be significantly tuned by changing the geometric and dielectric parameters of the environment,
manymore cases of which could be investigated, all within the formalismpresented here.

Thus the outlook from this work is to apply the formalism to important practical examples. For example, we
have considered only neutral environments here, while withoutmuch extra complication one could consider
environments which carry a net charge, like for example ionic solutions.We have also considered only stationary
charges, inwhich case there is no real complication associatedwith the instantaneous nature of theCoulomb
interaction. A time-dependentmodel could be developed to include retardation effects thereby satisfying
causality requirements and opening up ourwork to the study ofmoving charges.
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Appendix. Green’s function of a cavity

Weconsider the cavity configuration infigure 6. The dielectric constant is:

e r
e
e
e

=
< -
- < <
>

⎧
⎨⎪
⎩⎪

( ) ( )z

z d

d z d

z d

,

, if 2

, if 2 2

, if 2

, A.1
1

2

3

where ρ is the radial component of a cylindrical co-ordinate system. Apoint charge is placed at z=z0 in the
central region, which induces surface charges at the interfaces. The corresponding source-termof theGreen
function is:
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òpe pe
r

-
=

¥
- -

∣ ∣
( ) ( )∣ ∣kJ k

r r

1

4

1

4
d e , A.2k z z

2 0 2 0
0

0

where Jn is the nth Bessel function of thefirst kind. In the central region theGreen’s function consists in a
superposition of rising and falling exponentials, as well a term stemming from the point source:

òr
pe

r= + +
¥

- - - - -( ) ( )( ( ) ( ) ) ( )( ) ( ) ∣ ∣g z z kJ k a k b k, ,
1

4
d e e e , A.3k z z k z z k z z

2 0
2 0

0
0 0 0

where a(k) and b(k) are coefficients to be found. In the left regionwe have only rising exponential since the
Green’s functionmust vanish for  -¥z :

òr
pe

r=
¥

-( ) ( ) ( ) ( )( )g z z kJ k c k, ,
1

4
d e A.4k z z

1 0
2 0

0
0

while in the right region:

òr
pe

r=
¥

- -( ) ( ) ( ) ( )( )g z z kJ k d k, ,
1

4
d e , A.5k z z

3 0
2 0

0
0

where c(k) and d(k) are coefficients not yet determined. In order tofind the four unknown coefficients a(k), b(k),
c(k), d(k)we impose the condition fromMaxwell’s equations that theGreen’s function and the normal
component of the displacement vectorD are continuous across the interface between themedia:

e e

e e

- = -
¶ ¶ - = ¶ ¶ -

=
¶ ¶ = ¶ ¶

( ) ( )
( ) ( )

( ) ( )
( ) ( ) ( )

g d z g d z

g z d z g z d z

g d z g d z

g z d z g z d z

0, 2, 0, 2,

0, 2, 0, 2,

0, 2, 0, 2,

0, 2, 0, 2, . A.6

1 0 2 0

1 1 0 2 2 0

2 0 3 0

2 2 0 3 3 0

Solving the resulting systemof equations allows one to eliminate the four unknowns, the result for theGreen’s
function in the central region is, for z�z0:

òr
pe

r=
- -

-

¥
- -

- + - -

-
( ) ( )( )

( )
( ) ( )( )

( ) ( )
g z z k

R R

R R
J k, ,

1

4
d e

1 e 1 e

1 e
, A.7k z z

k d z k d z

kd2 0
2 0

2
1

2
1

2
1 3

0
0

0

whereR1 andR3 are the reflection coefficients for the left and rightmedia, as shown in equation (64).

ORCID iDs

Pablo Barcellona https://orcid.org/0000-0001-5206-3925
Robert Bennett https://orcid.org/0000-0001-6931-8840

References

[1] Derjaguin BV and Landau L 1941Acta Physicochim.URSS 14 633
[2] Verwey JWandOverbeek J TG 1948Theory of the Stability of Lyophobic Colloids: the Interaction of Sol Particles Having an Electrical

Double Layer (Amsterdam: Elsevier)
[3] TarasovaVE andTrujillob J J 2013Ann. Phys. 334 1
[4] Thomas LH1927Proc. Camb. Phil. Soc. 23 542
[5] Fermi E 1928Z. Phys. 48 73
[6] Fermi E 1928Z. Phys. 49 550
[7] AshcroftNWandMerminND1976 Solid State Physics (NewYork:Holt, Rinehart andWinston)
[8] HurdA J 1985 J. Phys. A:Math. Gen. 18 L1055–60
[9] Buhmann SY 2012Dispersion Forces I (Heidelberg: Springer)
[10] Buhmann SY 2013Dispersion Forces II (Heidelberg: Springer)
[11] Gruner T andWelschDG1996Phys. Rev.A 54 1661
[12] Tai C-T 1996Dyadic Greenas Functions in Electromagnetic Theory 2nd edn (Oxford: OxfordUniversity Press)
[13] ChewWC1990Waves and Fields in InhomogeneousMedia (NewYork: VanNostrandReinhold)
[14] Karakasoglu I and Fan S 2016Phys. Rev.B 93 075433
[15] Gregg BA2003 J. Phys. Chem.B 107 4688
[16] MehtaKK, BruzewiczCD,McConnell R, RamR J, Sage JM andChiaverini J 2016Nat. Nanotechnol. 11 1066
[17] Harty T P, AllcockDTC, BallanceC J, Guidoni L, JanacekHA, LinkeNM, StaceyDN and LucasDM2014Phys. Rev. Lett. 113 220501
[18] Allen R andHansen J 2003Mol. Phys. 101 1575
[19] EdmondsDT 1988Eur. Biophys. J. 16 255
[20] Efrima S 1981 Surf. Sci. 107 337
[21] Apell S P and PennDR1986Phys. Rev.B 34 6612
[22] GabovichAM, LiMS, SzymczakH andVoitenkoA I 2012 Surf. Sci. 606 510
[23] BartonG 1977 J. Phys. A:Math. Gen. 10 601
[24] Buhmann SY, ButcherDT and Scheel S 2012New J. Phys. 14 083034
[25] ButcherDT, Buhmann SY and Scheel S 2012New J. Phys. 14 113013
[26] Schwinger J, Deraad L L Jr.,MiltonKA, TsaiW-Y andNorton J 1998Classical Electrodynamics (Boulder, CO:WestviewPress)

17

J. Phys. Commun. 2 (2018) 035027 PBarcellona et al

https://orcid.org/0000-0001-5206-3925
https://orcid.org/0000-0001-5206-3925
https://orcid.org/0000-0001-5206-3925
https://orcid.org/0000-0001-5206-3925
https://orcid.org/0000-0001-6931-8840
https://orcid.org/0000-0001-6931-8840
https://orcid.org/0000-0001-6931-8840
https://orcid.org/0000-0001-6931-8840
https://doi.org/10.1016/j.aop.2013.03.014
https://doi.org/10.1017/S0305004100011683
https://doi.org/10.1007/BF01351576
https://doi.org/10.1007/BF01333639
https://doi.org/10.1088/0305-4470/18/16/011
https://doi.org/10.1088/0305-4470/18/16/011
https://doi.org/10.1088/0305-4470/18/16/011
https://doi.org/10.1103/PhysRevA.54.1661
https://doi.org/10.1103/PhysRevB.93.075433
https://doi.org/10.1021/jp022507x
https://doi.org/10.1103/PhysRevLett.113.220501
https://doi.org/10.1080/0026897021000050848
https://doi.org/10.1007/BF00254060
https://doi.org/10.1016/0039-6028(81)90629-4
https://doi.org/10.1103/PhysRevB.34.6612
https://doi.org/10.1016/j.susc.2011.11.020
https://doi.org/10.1088/0305-4470/10/4/022
https://doi.org/10.1088/1367-2630/14/8/083034
https://doi.org/10.1088/1367-2630/14/11/113013


[27] Sambale A, Buhmann SY,WelschD andThomasM2007Phys. Rev.A 75 042109
[28] DungHT, Buhmann S Y andWelschDG2006Phys. Rev.A 74 023803
[29] Linse P and Lue L 2014 J. Chem. Phys. 140 044903
[30] Horsley S AR and Philbin TG2014New J. Phys. 16 013030
[31] Raza S, ToscanoG, JauhoA,WubsMandMortensenNA2011Phys. Rev.B 84 121412(R)
[32] Hopfield J J andThomasDG1963Phys. Rev. 132 563
[33] Gale R J 1988 Spectroelectrochemistry: Theory and Practice (NewYork: Plenum)
[34] Kittel C 1967 Introduction to Solid State Physics (NewYork:Wiley)
[35] EberleinC andZietal R 2010Phys. Rev.B 82 062506
[36] Pumplin J 1969Am. J. Phys. 37 737
[37] deMelo e Souza R, Kort-KampWJM,Rosa F S S and FarinaC 2015Phys. Rev.A 91 052708
[38] EberleinC andZietal R 2007Phys. Rev.A 75 032516
[39] Jackson JD 1962Classical Electrodynamics (NewYork:Wiley)
[40] SmytheWR1950 Static andDynamic Electricity (NewYork:McGraw-Hill)
[41] Pontius FW,Crimaldi J P andAmyGL 2011 J.Membr. Sci. 379 249
[42] EberleinC andZietal R 2011Phys. Rev.A 83 052514
[43] Erbil HYildirim 2006 Solid and Liquid Interfaces (Oxford: Blackwell)

18

J. Phys. Commun. 2 (2018) 035027 PBarcellona et al

https://doi.org/10.1103/PhysRevA.75.042109
https://doi.org/10.1103/PhysRevA.74.023803
https://doi.org/10.1063/1.4862148
https://doi.org/10.1088/1367-2630/16/1/013030
https://doi.org/10.1103/PhysRevB.84.121412
https://doi.org/10.1103/PhysRev.132.563
https://doi.org/10.1103/PhysRevA.82.062506
https://doi.org/10.1119/1.1975793
https://doi.org/10.1103/PhysRevA.91.052708
https://doi.org/10.1103/PhysRevA.75.032516
https://doi.org/10.1016/j.memsci.2011.05.066
https://doi.org/10.1103/PhysRevA.83.052514

	1. Introduction
	2. Coulomb interaction in the presence of dielectrics
	3. Energy shift
	4. Energy shift in terms of the scalar Green’s function
	5. Local-field corrections to the Coulomb interaction
	6. Applications
	6.1. Homogeneous non-local medium
	6.2. Dielectric slab
	6.3. Cavity
	6.4. Interaction between charges placed near a conducting wire
	6.5. Plate with a hole
	6.6. Interaction between a charged particle and a polarisable molecule

	7. Conclusions and outlook
	Acknowledgments
	Appendix. Green’s function of a cavity
	References



