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ABSTRACT

This thesis describes the development of a knowledge based system
which encapsulates some of the expertise used by a number of
experienced construction planners for planning the construction stage

of low rise house building projects in the U.K.

The general objective of the research was to investigate the
feasibility of using knowledge engineering for developing models of
construction planning expertise, which could be employed for tackling

some of the existing knowledge bottlenecks in the construction

industry.

The resulting system can be described as a knowledge based
framework designed for supporting the decision making process involved
in planning house building at a tactical level. One of the main
features of this framework is its ability to cope with incomplete

information.

The knowledge acquisition process involved both the elicitation
of knowledge directly from experts, and the analysis of construction
plans from several past housing developments. The model was
implemented on an expert system shell called LEONARDO Level 3, which

runs in any standard IBM-PC micro-computer or compatibles.

The evaluation of the system focused on the validity of the
model, i.e. the degree at which the outcomes of the system resembled
the outcomes of the human expertise being modelled in the knowledge
base. A prescriptive method of validation was devised specifically for
this study, involving both experts that had provided expertise for the

system, and external experts.

(xii)



CHAPTER 1: INTRODUCTION

1.1 The emergence of knowledge engineering

Artificial intelligence is a branch of computer science that
emerged in the Fifties, concerned with symbolic processing, as opposed
to numeric processing. Nowadays, this field deals with the issue of
designing and programming machines that emulate humans, by appearing
to be intelligent or by mimicking human intelligence or human problem
solving (Fenves, 1987). It covers a number of diverse areas, such as
natural language processing, image recognition, knowledge engineering,
and robotics. Newton (1986) stated that the term artificial
intelligence is a misnomer, since this topic covers not only
intelligence but also all the qualities that distinguish the human

from the empty box, such as flexibility, reasoning, communication,

etc.

Knowledge engineering is the process of encapsulating knowledge
into computer systems to solve problems that normally require human
attention and intelligence, using knowledge representation and
processing techniques from the field of artificial intelligence
(Sagalowicz, 1984). Such systems are popularly known as expert systems

or knowledge based systems.

The need for knowledge engineering has emerged because traditional
software engineering has some limitations in supporting decision-
making. The application of conventional computer programs has been

limited to very definite and routine tasks, for the following reasons:

(i) Conventional computer programs are developed in a prescriptive
manner. Every sequential step must be determined in the very early
stages of development, like someone else’s interpretation of the

problem - not the user’s (Newton, 1986);

(ii) They are primarily designed for computer efficiency, rather
than for human understanding. Usually only their developers are able

to understand and modify them (Lansdown, 1982);

(iii) They cannot provide the user with justification for their

results nor explain why they need a particular piece of information

(Lansdown, 1982); and



(iv) Information is usually input in a standardised way and they
cannot perform their task if any piece of information is missing

(Hamilton & Harrison, 1986).

On the other hand, many important problems do not have tractable
algorithmic solutions. They originate in complex social or physical
contexts, in which the available information is often "noisy", full of
uncertainty and errors, incomplete, and sometimes inconsistent

(Schutzer, 1987).

Ortolano & Perman (1987) pointed out that there are two basic
characteristics that distinguish knowledge based systems from

conventional computer programmes. The first one, often termed as
transparency, refers to the ability of a user to stop a program in the
middle, in order to find out why a particular gquestion is asked or
what reasoning was used by the system to deduce a particular
conclusion. The second distinctive feature is that the knowledge
pertaining to a problem, placed in the knowledge base, is kept
distinct and separate from the procedures, or inference mechanism,

which manipulate that knowledge.

There are some other characteristics commonly associated with
knowledge based systems, which may also be found occasionally in

conventional programs. These are:

(i) They contain a great deal of information about very specific

domains (Lansdown, 1982);

(ii) They give advice in a way similar to a consultant (Lansdown,

1982);

(iii) Uncertain data to reach probable conclusions can be used

(Hamilton & Harrison, 1986); and

(iv) The knowledge is represented in a very explicit and uniform

way, normally embodied in separate modules (Lansdown, 1982).

Brandon et al. (1988) stated that knowledge based systems have
expanded the range of problems that can be tackled by the use of
computers. As these systems represent a more human-like form of
computing than do conventional systems, they allow computers to deal
with less structured problems. However, those authors stressed that

the current state of knowledge engineering does not allow knowledge



based systems to replace completely domain experts in all kinds of

problems. Knowledge based systems still have a number of shortcomings

in comparison to human thinking capabilities, such as:

(1) Knowledge based systems can only be used for relatively deep

and narrow areas of knowledge (Brachman et al., 1983);

(ii) They cannot take into account the kind of wide-range
information that humans use for solving some problems (Brandon et al.,

1988);

(iii) They cannot easily process the unstructured information that

is usually obtained by human senses, such as touch, smell, sound, or

sight (Basden, 1983); and

(iv) They are not able to easily discover similarities between

complex, non-identical objects (Brandon et al., 1988).

Sagalowicz (1984) stated that the most important benefit from
extracting knowledge from humans and representing it in a computable
form is the reduction in the costs of knowledge reproduction and
exploitation, especially in domains where there is a knowledge
bottleneck, i.e. fields where knowledge is unavailable, poorly
distributed, difficult to maintain, update or organise.

In the long term, knowledge based systems have the potential of
becoming depositories of knowledge for specific domains. Because the
knowledge base is usually an explicit representation of domain
knowledge, it is possible to maintain it in a form which is accessible
for more than one kind of use Schutzer (1987). Some authors, such as
Kidd & Welbank (1984) and Hayes-Roth et al. (1983), pointed out that
the ultimate importance of knowledge engineering may be in
formalising, structuring and making public an expert’s knowledge,

rather than in the production of high performance computer programs.

1.2 Knowledge based systems and expert systems

Some authors make a distinction between the terms "experts system"
and "knowledge based system". Harmon & King (1985), for instance,

referred to expert systems as large systems, and to knowledge based

systems as small systems.

Ibbs (1986) reported on a seminar about the future for computerized

construction research in the USA, in which a distinction was made



between "expert system", "knowledge based system" and "knowledge based

expert system". An "expert system" was defined as a computer program
that contains some particular human expertise (surface knowledge),
based exclusively on heuristics or rules of thumb. On the other hand,
a "knowledge based system" was regarded as being founded on knowledge
of physical processes (deep knowledge). The term "knowledge based
expert system" was used to describe systems that combines both surface

and deep knowledge.

However, there seems to be no widely accepted definition for any of
them. In practice, the terms "expert system" and "knowledge based
gsystem" have interchangeably been used to describe a wide range of

computer systems that are able to hold human-like knowledge as well as

to process this knowledge in a more human-like fashion than do

conventional computer systems (Basden, 1983; Fenves, 1987).

The expression "expert system" suggests that such a system captures
knowledge from experts. In reality, these systems very rarely contain
knowledge that has been exclusively elicited from humans (Harmon &
King, 1985). For this reason, the term "knowledge based system" was
chosen to be used throughout this thesis. It generally refers to all
computer systems that have both the characteristics of transparency of
knowledge, and separation between the knowledge base and the inference

engine, as discussed above.

1.3 The relevance of knowledge engineering for the construction

industry

Several authors, such as Lansdown (1982), Wager (1984), De La Garza
& Ibbs (1986) and Ashley & Levitt (1987), have pointed out that the
nature of the construction industry puts it in a position to get many
benefits from artificial intelligence techniques, and, in particular,
of knowledge engineering. They all agree that the great potential of
knowledge engineering in construction is related to the fact that
knowledge from experts, such as designers, planners, managers, and
estimators, is intensively used in this industry during all phases of

the construction process.

Construction projects are characterized by a high variability,
resulting from both its one-off production technology and from

external influences such as weather, site conditions, regulatory




agencies, etc. (Bishop, 1972). The decision making process must be
fast, and is very much influenced by site- and time-specific events,
involving both technical and managerial issues (Levitt, 1986). Also,
the acquisition of meaningful data to use in formal optimization
models is difficult and costly to obtain, since the processes involved
in construction are far less repetitive than in the traditional
manufacturing industry (Wager, 1984). For these reasons, practical
experience and intuition are much more fruitful sources of knowledge
in construction than are scientific investigation or mathematical

modelling (Levitt, 1986).

There seems to be a considerable number of knowledge bottlenecks

amongst the several distinct specialities involved. Traditionally, the
industry is faced with a sharp division between the design team and
the construction team (Bishop, 1972; Gray, 1983). The design team
usually does not have access to the construction team’s expertise, and
vice versa. Also, the increasing sophistication of construction
projects have forced a further partitioning of the design activity

into a number of specialized disciplines (Newton, 1986; Logcher,
1989).

As a result, there is a large number of independent organizations
involved in the construction process, each one having its own
specialists. Specialist groups are frequently physically separated
from each other, which makes their inter-communication difficult.
Moreover, some of these organizations operate in a relatively small

scale, and cannot afford to have as many highly qualified experts as

they need.

Knowledge based systems have the potential of providing individual
organizations involved in the construction process with some expertise
which is needed, but that is not available directly from their staff.
This could greatly improve the gquality of decision making in
construction. Even large companies which have a wide range of
specialists are able to get benefit from the use of knowledge based

systems, by freeing the experts available to give more attention to

less trivial tasks.

Another important potential role for knowledge engineering in
construction is training (Basden, 1983). Experts usually gain their
knowledge through experience, long periods of training,

apprenticeship, and observation. The learning process normally takes

5



many years, and may be expensive in the case experience is gained
through mistakes made in real situations. The access of students to
the formalized domain knowledge could improve the cost-effectiveness
of their training, and shorten the learning period needed to become an
expert. Also, this type of knowledge based system can protect an
organization from the loss of expertise when key experts retire or

leave for other jobs.

The potential of knowledge engineering for refining construction
expertise is highlighted, amongst others, by Ashley & Levitt (1987).
They pointed out that, because construction research has not reached
much beyond the empirical stage, there is a potential for knowledge

based systems to become "an important stepping stone toward a robust

body of theory" in this field.

1.4 The motivation for the work

The initial motivation for this study was the issue of improving
the effectiveness of the construction industry. The author comes from
Brazil, a third world country that has a tremendous shortage of good
quality buildings. The country is faced with a colossal housing
deficit, which has been estimated as something between six and seven
million dwellings for the following ten years, as well as with a large
shortage of hospitals, schools, and other public buildings (Fundagdo
Jodo Pinheiro, 1984). At the same time, there is a high potential
demand for civil engineering investments, since the country needs
urgently to improve the amount and quality of public services provided
to its population, such as water supply, sanitation, electricity, and

transportation.

The resources available to carry out so many building and civil
engineering projects at the same time are limited. The amount of money
the government has been able to invest in such projects during the
last twelve years has been drastically cut because of the huge
external debt which the country is faced with (Roddick, 1988).
Pressure for a rational use of resources also comes from the need to
preserve the environment. The extensive use of some natural resources,
such as hardwood, aluminium, crushed rocks, sand, etc., has been
recently associated to the rapid destruction of the natural

environment.



Construction planning is one of the knowledge intensive tasks
within the construction process that is closely related to the aim of
improving the effectiveness of construction projects in terms of cost,
time, and quality. Baker et al. (1979) described a survey amongst
people experienced in project management, in which satisfaction with
the project and control system was perceived as an important factor
for the success of a project. The Business Roundtable (1982) report
concluded that an effective use of planning techniques can potentially
improve methods of project management, leading to shorter durations of

construction projects, and, consequently, to cost savings to clients.

Arditi (1985) reported on two studies conducted at the Illinois
Institute of Technology, in which planning received the highest score
in terms of importance amongst contractors as one of the factors of

productivity improvement in construction, at company headquarters.

Construction planning usually involves the choice of alternative
construction technologies, the definition of work tasks, the
estimation of required resources and durations of individual tasks,
and the identification of any interactions or constraints amongst

different tasks (Hendrickson et al., 1987).

There are indications that this domain is suitable for knowledge
engineering applications. It is a very time consuming task (Laufer &
Tucker, 1988), and the domain experts generally perform it in a very
intuitive and unstructured fashion, with a great deal of reliance on
their judgement (Hendrickson et al., 1987; Levitt & Kunz, 1985). The
ill-structured nature of the problem makes it difficult to develop a
precise and efficient algorithm for generating plans and monitoring
construction projects (McGartland & Hendrickson, 1985; Navinchandra et
al., 1988). Moreover, a knowledge bottleneck exists because the number
of experts available is very small (Mason, 1984; Gray, 1986; Levitt et
al., 1988), training people in this field takes a considerably long

time, and there are very few textbooks that contain real expertise.

Since the introduction of the first software tools for construction
planning in the early Sixties, computers have had relatively little
impact in supporting decision making in this field. Levitt & Kunz
(1985), Hendrickson et al. (1987), and Echeverry et al.(1989) pointed
out that most existing commercial tools are completely knowledge
independent, i.e. the knowledge which experts use for defining

activities, estimating durations, and establishing the pace of work



cannot be captured and re-used by these tools. They all agreed that
such tools are employed only as a computer aided framework where
planners input their decisions whenever a new cycle of planning is
performed. Also, the reasoning used for making the programme is not
made available to other people involved in the subsequent stages of
planning, for tasks such as interpreting and updating the schedule,
evaluating project performance, and performing real time control

(Levitt & Kunz, 1985).

Several authors have claimed that there is a demand for knowledge
based tools for construction planning, which could expand the expert’s
capability to manipulate and utilise qualitative and experiential
information, making production planning a less painstaking task, and

freeing experts for the work that essentially requires human decisions
(Levitt & Kunz, 1985; Hendrickson et al., 1987; Logcher, 1987;
Warszawski, 1988). They also stressed that explanation facilities
available in such systems could be useful for providing credibility
for correct decisions, as well as for highlighting decisions which are

inconsistent.

Knowledge based tools for construction planning also seem to have a
great potential amongst contractors that do not have a scale of
operation in which it is cost effective to employ highly qualified
construction planners. In such companies this task is usually carried
out in a very informal way by people that have only general knowledge
about the domain, or that do not have enough time to perform formal
planning. Knowledge engineering could provide the means for these
companies to access some of the expertise they lack, quickly, and at a

reasonable cost.

The innovating effect that models of construction planning
expertise can potentially have in terms of enhancing the communication
between design and production have drawn the attention of several
authors, such as Flanagan (1980), Gray (1986), Atkin (1987), Beeston
(1987).

Cost planning procedures have been systematically used in the UK by
consultant quantity surveyors, seeking to improve the economic
performance of construction projects. It is widely accepted that cost
planning is most effectively applied during the early design stages,
when the major cost significant decisions are made (Ferry & Brandon,
1980).



The cost models traditionally employed by quantity surveyors, based
on price information collected in bills of quantities from past
projects, have suffered intense criticism from researchers in the
field of cost estimating. Beeston (1987) stated that the way in which
construction prices are estimated in such models has only a remote
relationship to the way costs are incurred on site, making it
difficult to examine accurately the effect of design changes in the
production costs. A research study carried out at the University of
Reading (1981) suggested that the most hopeful source of more
efficient improvement in the quantity surveyors’ method of estimating
lies in considering the way construction costs actually arise on site.

Another drawback of the traditional cost planning methods is the fact

that, although time usually is a factor of major importance for

construction projects, such methods do not offer any reliable guide
for the relationship between design and the duration of activities on

site (Flanagan, 1980).

The main obstacle for the use of contractors’ cost estimating
techniques for cost planning is the fact that the design team do not
have enough expertise about construction methods. Although non
conventional forms of contracting have been used in order to bring the
advice of contractors to the early design stages, the contractor’s
role still commences too late during the design process to have a

major impact in the economic efficiency of a project (Gray, 1983).

Unless the structure of the construction industry radically
changes, it seems that knowledge engineering is the most promising
means through which the existing knowledge bottleneck between the
contracting side of the industry and the design team can be overcome.
Knowledge engineering has the potential of being used for developing
sound models of construction planning expertise. Such models could be
used by clients and their consultants for considering the effect that

their decisions are likely to have in the production process.

1.5 Aims of the research

Based on the discussion presented in the previous sections, three

hypotheses were formulated. These are:

(i) Knowledge engineering can provide tools for improving the

construction planning experts’ capability of manipulating qualitative
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and experiential information, removing some of the painstaking work
from their hands, as well as allowing them to analyse a large number

of construction alternatives in a short time;

(ii) Knowledge engineering can improve the integration of the
construction industry by establishing a knowledge link between the
construction team and the design team. Such link consists of making
available to the design team construction planning expertise that
could be used for several tasks, such as estimating the amount of

resources required, forecasting the project duration, etc.; and

(iii) Knowledge engineering can provide the means for formalizing,
structuring, and refining a robust body of knowledge on construction

planning, that can be accessed for more than one kind of use,
improving the dissemination of expertise within the industry as well
as being used as a basis for establishing the research needs in this

field.

Considering the limitations of this research project in terms of
time and resources available, the decision was made to focus the
research on testing the first hypothesis. Based on that, the general
objective of this study was established. It consists of investigating
the feasibility of using knowledge engineering for developing models
of construction planning expertise, which could be applied for
tackling some of the existing knowledge bottlenecks in the

construction industry.

This investigation was carried out by developing a practical
application, which encapsulates knowledge elicited from a number of
construction planning experts from the industry. The specific

objectives of such development are depicted below:

(i) To examine the suitability of available knowledge elicitation
techniques and methodologies specifically for developing applications
in the field of construction planning, considering the practical
constraints of carrying out the study in collaboration with the

industry;

(ii) To understand the nature of the expertise employed by
construction planners in practice, and to find out how much of this

expertise can be modelled in a knowledge engineering application;

(iii) To analyse the difficulties of implementing a model of
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construction planning expertise as a knowledge base system, in
relation to issues such as knowledge representation, inference

control mechanism, man-machine interface, etc.; and

(iv) To assess the extent to which the expertise encapsulated in a
knowledge based system for construction planning can be formally

validated.

Although the scope of the study excludes formally examining the
second and third hypotheses outlined above, this research can also be
expected to provide some guidance towards their investigation in

further studies.

1.6 Outline of the thesis

The thesis is divided in two main parts. The first part comprises
Chapters 1 to 4, and consists of a review of the theoretical
background which this research is based on. The second one embodies
Chapters 5 to 8, and focuses on the description of the knowledge

engineering application.

Chapter 2 discusses the planning problem, with particular emphasis
on the task of planning the production stage of construction projects.
It also examines the limited impact that the traditional construction

planning techniques have had in the construction industry.

Chapter 3 provides a general discussion on the application of
artificial intelligence techniques to construction planning. It
reviews some of the main knowledge engineering applications developed
in this field so far, and establishes a number of general guidelines

for the development of the application.

Chapter 4 presents a general description of the production process
involved in house building. Such description is mostly based on
several activity sampling studies which have particularly investigated

this kind of project.

Chapter 5 covers some basic aspects of the application, such as
system specification, sources of knowledge, knowledge elicitation
techniques, and software tool choice. The basic structure of the model
of expertise developed in this research is presented in Chapter 6,
while Chapter 7 concentrates on describing the main features of the

implemented system.
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Chapter 8 discusses the problem of validating knowledge based
systems, as well as describes the approach adopted in the current
study. Finally, a summary of the conclusions, lessons for the future,

and suggestions for further research are given is Chapter 9.

Through this thesis, the author uses a number of expressions widely
used in the field of artificial intelligence, such as rules, frames,
forward and backward chaining, object oriented programming, etc. The
meaning of such expressions have been exhaustively defined in several
publications. They can also be found in the glossary of terms

presented at the end of this work.
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CHAPTER 2: THE PLANNING TASK

2.1 Introduction

Planning is a cognitive activity familiar to everyone. It plays a
key role in decision making by enabling individuals to deal with
changing and complex situations. Planning influences a wide range of
activities, from the most trivial ones, such as how to get to work in
the morning, to the most consequential, such as the allocation of
resources in a country’s economy. Plans are used, either formally or
informally, for guiding any activity that has not been entirely
automatized (Hoc, 1988).

Planning is one of the essential ingredients of construction
management. Although a lot of research has been made during the last
few decades, some dissatisfaction with the application and results of
construction planning still remains (Business Roundtable, 1983; Laufer
& Tucker, 1987). However, it seems that people involved in
construction management still consider that a more effective approach
to construction planning can bring considerable improvements in the
performance of the industry (Baker et al., 1979, Business Roundtable,

1983; Arditi, 1985).

This chapter initially discusses the meaning of planning as well as
the basic cognitive mechanisms that are behind the planning task. The
second part of the chapter is devoted to the role of planning in
construction management. The vertical and horizontal dimensions of
planning throughout a construction project are discussed, and the

major deficiencies of construction planning in practice are presented.

2.2 Planning in general
2.2.1 pefinition of planning

There is a large number of distinct definitions of planning as far
as the literature in this field is concerned. Hayes-Roth & Hayes-Roth
(1979) defined planning as the first stage of a two stage problem-
solving process named ‘planning and control’, in which planning is the
predetermination of a course of action aimed at achieving a certain
goal, and control consists of monitoring and guiding the execution of

the plan to a successful conclusion. Hoc (1988) defined planning as
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making a decision on the basis of predictions of the probable outcome
of a situation through extrapolation from past events, considering
that the decision to act usually has the effect of modifying the
events to more satisfactory goals. Laufer & Tucker (1987) accepted the
definition of planning as a decision making process performed in
advance of action that attempts both to deeign a future and effective
ways of achieving it. In summary, planning can be defined as the
process of setting goals and establishing the procedures to attain
them, being only effective if intertwined with the process of

controlling activity execution.

According to Hoc (1988), planning mechanisms intervene in
situations where a response cannot be obtained from rules triggered by

current environment information. He also points out that when this
occurs, individuals must anticipate on future information, usually in
a schematic fashion, based on previously acquired information.
Therefore, if a task requires a totally new elaboration, no

anticipation and, consequently, no planning can be carried out.

Uncertainty about the future is a common feature of most problems
involving planning, since much of the knowledge human beings use for
anticipation is qualitative, uncertain, and judgmental, defying
rigorous analysis (Fiksel & Hayes-Roth, 1989). In very unpredictable
situations, individuals may have to elaborate plans in the form of

working hypothesis (Hoc, 1988).

The necessity of using a schematic representation of a task is a
consequence of both the limited capacity of the human working memory
and the uncertainty involved in anticipation. When dealing with very
complex problems, individuals wusually abstract only a number of
relevant data from details, increasing the portion of problem space
that they are able to tackle, resulting in the construction of
schematic representations. Additionally, a schematic representation
enables plans that are generated in a very uncertain environment to
remain probable, since they can summarize a large family of possible
alternative solutions. This schematization process raises the level of

control a human being has over an activity (Hoc, 1988).

The choice of the level of representation is usually a kind of
compromise, since it must be detailed enough in order to be able to

guide activity, but it must also be schematic enough so as to cope
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with the limited capacities of individuals’ working memory (Hoc,
1988). Plans for very simple tasks include very detailed information,
at a level close to activity execution. Complex and uncertain problems
need plans at a higher level, where only strategic information is

taken into conesideration.

Plans can be state anticipations, named declarative plans (e.g. an
architectural plan), or procedure anticipations, known as procedural
plans (e.g. a computer programme). They are often not only schematic,
but also hierarchical, since their structure expresses the

organization levels of what they represent as well as the relations

between these levels (Hoc, 1988).

The planning process can be assumed to operate in a two dimensional

planning space, the two dimensions being time and abstraction level
(Hayes-Roth & Hayes-Roth, 1979). The lowest abstraction level is named
‘basic level’, where plans include all the detailed information

necessary for action execution (Hoc, 1988).

2.2.2 Planning models

Although it is accepted that planning is a multi-stage, multi-level
process, some describe it as a top-down, systematic, complete, and
hierarchical process, while others hold that people plan in a multi-
directional, incremental, and heterarchical mode (Laufer & Tucker,
1987). None of the cognitive models of planning proposed so far have
been widely accepted as reliable by researchers in the field of
planning (Laufer & Tucker, 1988).

Early models of planning, adopted in pioneering artificial
intelligence systems, described planning as a top-down, systematic,
complete, and hierarchical process (Hoc, 1988). They assume that plans
are initially generated at the more abstract levels, and are
successively refined into the lower level spaces, towards the basic
level. Also, they presuppose that complete plans exist at all levels
of abstraction and that all decisions involved fit a hierarchical

structure.

Hayes-Roth & Hayes-Roth (1979) proposed a less rigid approach to
planning, named "opportunistic" model. This approach assumes that
planning involves both coherent and incoherent decision sequences, in

extreme cases appearing to be chaotic. The opportunistic approach

15



assumes that planning is a multi-directional, incremental, and

heterarchical process.

Multi-directional means that both top-down and bottom-up processing
are simultaneously employed, i.e. conclusions arisen from planning at
a more abstract level can guide subsequent planning at a lower level,
and vice versa. The incremental aspect of planning is concerned with
the fact that complete plans are rarely produced for each abstract
level, and that tentative solutions are proposed without the
requirement of fitting into a higher level integrated plan. In other

words, a developing plan does not necessarily grow as a coherent
integrated plan. Finally, heterarchical means that some of the

planning decisions does not fit into a single hierarchical structure

(e.g. decisions about how to allocate cognitive resources).

Hayes-Roth & Hayes-Roth (1979) regarded the top-down, systematic,
complete and hierarchical approach as a particular case of the
opportunistic model. They stress that both models are suitable for
describing different situations, and suggest a number of variables
that can influence the approaches adopted by planners in particular

problems. These are:

(i) Problem characteristics: some problems have an inherent
hierarchical structure that planners can naturally use in their
schematic representations. Also, individuals tend to adopt a top-down

approach if a problem imposes severe time constraints;

(ii) Expertise: an experienced planner working on a familiar,
constrained problem may have well-learned, reliable abstract plans
available. In cases where planners are not so experienced, or the

problem is relatively unconstrained, opportunistic methods tend to be

more advantageous; and

(iii) Individual preferences: some individuals have a strong
preference for bottom-up approach, regardless of problem
characteristics, while others are more flexible, adopting an

appropriate approach in response to problem characteristics or

instructions.
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2.3 Planning in construction management
2.3.1 The complexity of construction

A construction project usually poses a unique problem to the people
involved in managing the production process (Bennett & Ormerod, 1984).
The design and location of each project are distinct from all others.
A large number of different organizations and individuals are involved

in the design and in the production process, each one having a

different set of priorities and objectives (Bishop, 1972).

Construction generally involves a large number of different
technologies, as well as alternative combinations of labour and

equipment. Additionally, a large number of imponderable factors are

bound to affect the production process, such as weather, material

shortages, labour problems, unknown sub-surface conditions, inaccurate
estimates of durations and cost, changes in the design, etc. (Levitt,
1986). All these considerations make the problems that construction
managers have to face of a type and magnitude not usually found in

other industries (Bennett & Ormerod, 1984).

Congidering the 1limited capacity of human working memory,
construction managers normally need some kind of formal plans that can

expand their capacity for understanding complex situations.

Construction plans can be regarded as procedural plans, since they
anticipate and represent in a schematic way a group of actions to be
executed. However, before generating a construction plan, planners
need to translate all the information available, such as architectural
plans (brief, sketch design, or detailed design), and site conditions
(if known), into another abstract representation of the project. Such
representation is possibly a sort of declarative plan, which consists
of the planner‘s own view of the final product, expressed in terms of

its main construction components.

2.3.2 The role of planning

People involved in construction management are required to perform
a large number of functions (Harrison, 1985; Neale & Neale, 1989),
which can be classified under four main headings: guiding execution,
co-ordination, control, and searching for improved solutions. The
basic role of planning is to assist managers to fulfil each of those

functions (Laufer & Tucker, 1987).
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Guiding execution is concerned with directing the parties involved
in the implementation of a project. A construction plan can be seen
ag a model of the installation of components and assemblies, which
provides information about the tasks required, their sequence, their
duration, and their required resources (Echeverry et al., 1989). Plans
can be used as either direct assignments or at least as guidelines for

lower management to make decisions later on (Laufer & Tucker, 1987).

The second function consists of providing a means of communication
amongst the different project participants, such as owner, designers,
site management, sub-contractors, suppliers, etc. This is done by

informing which tasks each participant is expected to do (Echeverry et
al., 1989). Here, the planning role is focused on harmonizing and
facilitating clusters of tasks that are characterized by a high degree

of interdependence (Laufer & Tucker, 1987).

Control involves measuring and evaluating performance, and taking
corrective actions in order to ensure that the course of action is
maintained and the project goals are reached. In this respect,
planning must establish the targets and the course of action to attain
such goals , in a format that is convenient to the control function

(Echeverry et al., 1989).

Searching for improved solutions is concerned with generating and
comparing several alternative plans for the production process, in
terms of cost, time, and demand for resources. This function can be
carried out at different points in the construction stage. For
example, alternative plans can be used at the design stage for
comparing a number of design solutions from the point of view of the
duration of the construction stage (Gray, 1983). Contingency planning
could also be included under this heading. It consists of preparing
several plans for likely contingencies in order to minimize response

time when a new plan is needed (Laufer & Tucker, 1987).

Planning the construction process is a highly complex task that
involves a large number of activities, a great deal of uncertainty,
being usually subjected to a number of conflicting constraints, such
as time, space, cost, and availability of resources (Levitt, 1986).
Consequently, the optimization approach, often employed in other
engineering fields, is largely ineffective in construction practice

(Warszawski, 1987). Generally construction planning searches for an
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acceptable, or feasible arrangement of actions, rather than an optimum

one.

2.3.3 The vertical dimension of planning

In most medium and large construction projects, construction
management is usually carried out by a number of different people,
each one tackling the problem at a distinct level of specificity.
The different levels of management for which plans are produced define

a vertical dimension of the planning process.

Laufer & Tucker (1987), for instance, divided construction
management in three levels: top, middle and lower management. Top
management is mostly involved in setting the objectives of a project.
Middle management is more involved in selecting the resources for

reaching those objectives. And finally, lower management assists

middle management in selecting and devising the solutions.

Each level of management requires construction plans at a
convenient degree of detail. If plans contain too many details, a long
time is needed to elaborate and update them, making them ineffective
to influence short term decisions. Also, very detailed plans can make
the planning and control process very expensive and time-consuming,
since a huge amount of paper work is necessary, both for issuing
instructions and for reporting the work carried out. On the other
hand, if activities are planned without the necessary details, a plan
cannot fulfil its functions of execution, co-ordination and control,
since important relationships between activities can be 1lost, and
major deviations in the course of the project cannot be picked up by

the control system.

The most adequate level of detail of a plan is also affected by the
level of uncertainty, as discussed in Section 2.2. In a highly
unpredictable environment such as construction, changes often disrupt
the original plans, making frequent modifications necessary.
Otherwise, plans become out of date, losing the confidence of users
very quickly (Harrison, 1985). Plans that contain too many details may
be ineffective in the presence of high uncertainty, due to the

excessive effort needed for constantly updating them.

Several authors, such as Nuttal (1965), Bishop, (1972); Harrison
(1985), and Neale & Neale (1989) suggested that very unpredictable
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situations can be more effectively dealt with by giving lower level
management some discretion in the day-to-day work. In this case, plans
must have some degree of flexibility, working as a general framework
where lower level managers can fit their decisions. This approach is

what Neale & Neale (1989) named as dynamic planning.

The construction process is often divided into fundamental units of
work, named work packages, each one consisting of a continuous action
taken by an operative or group of operatives working together, without
being interrupted by any other gang (Forbes, 1977). The amount of work
packages in each project usually ranges from several hundreds to
dozens of thousands, depending on the complexity and size of the work

to be done (Harrison, 1985).

Plans for top managers are usually much less detailed than the work
package level. They are first generated early in the project cycle,
often before its location and design are known, integrating the
production activities into a more general framework, which includes
also events related to other stages of the building process, such as

design, contractual procedures, and commissioning the project (Neale &
Neale, 1989).

The level of work package is probably convenient for site managers,
who have to co-ordinate and control the work of all gangs. At a lower
level of management, such as first level supervisors on site, or sub-
contractors, plans probably have to be elaborated at a level of detail
finer than the work package level, since the work of each operative
has to be controlled on a short term basis. Table 2.1, extracted from
Neale & Neale (1989), illustrates the level of detail plans are likely

to have among the different levels of management.

MANAGEMENT POSITION TIME LEVEL OF TIME
LEVEL IN THE COMPANY SCALE DETAIL UNIT
Top Managing From feasibility Project phases month
director to commissioning
Middle Construction Tendering and Stages of work waek
manager production phases
Lower Site manager Production phase Work package day
Sub-contractors Stages of work Work package/Task day
Foreman Stages of work Task day

Table 2.1: Degree of detail of plans for each level of management
(compiled from Neale & Neale, 1986)
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In summary, construction planning can be described as a multi-stage
process, carried out by people situated at several different levels in
the management hierarchy. The higher the level of management, the more
comprehensive, abstract the plans are, and the greater the uncertainty
involved in planning. Whether this process can be better described as
a top-down, systematic, complete, and hierarchical procees, or as
multi-directional, incremental, heterarchical process is a question

still to be answered.

2.3.4 The horizontal dimension of planning

Project planning should be a continuous process which starts at the
conception of the project and extends until the project has reached
satisfactory conditions (Harrison, 1985). The horizontal dimension of

planning is concerned with the different phases involved in this

continuous process, as well as with their timing.

Laufer & Tucker (1987) describes a theoretical model of the
planning and control process in construction, reproduced in the Figure
2.1, which contains features that are often prescribed by textbooks in
the field of project management, such as Harrison (1985), and Neale &
Neale (1989). In this model, the planning process is divided into five

stages, as follows:

(i) Planning the planning process: a number of key decisions
concerning the planning process is made at this stage, such as what
plans are needed, how they will be used, how detailed they will be,
what techniques will be appropriate, when the plans will be prepared,
etc. (Harrison, 1985). Projects that are unique are likely to require
more effort at this stage than the ones that are carried out in a

routine basis;

(ii) Information gathering: this stage generally requires a
considerable amount of resources (Laufer & Tucker, 1987). There are
several sources of information at the beginning of the project, such
as design, contract documents, report on site conditions, data about
labour productivity, and constraints or goals imposed by higher level
management or by the client. Additionally, information concerning the

actual progress on site has to be collected throughout the production

stage;
(iii) Preparation of formal plans: the plans are worked out, using

21 ESCOLA DE ENGENHARIA
BIBLIOTECA



some kind of construction planning techniques. At this stage, a number

of alternative planning solutions can be considered;

(iv) Information diffusion: the information generated in the
previous stage ie disseminated in a convenient format to a number of
users, such as other levels of management, sub-contractors, clients;

and

(v) Evaluating the planning process: the whole planning process is
periodically evaluated, as a basis for improving the whole planning

process in future projects.

i 3 { 3 ™ — -

H;I;:::lgin;he Gathering P;:PE;_‘:;:;“ . Information i “:E\rah:all ng
: i = i i c planning

process information ) | plans ) diffusion M

> N

Project
implementa- |e
tion

Figure 2.1: A model of the planning and control process
(after Laufer & Tucker, 1987)

During the implementation of a project, its progress is monitored
and feedback is used to update plans and prepare reports about the
current performance of the project, as shown in Figure 2.1. Managers
evaluate real progress against the plans, identify causes of delay,
take corrective action, and, if necessary, revise the duration
estimates of activities in progress and those that are yet to start
(Ahuja & Nandakumar, 1985).

Laufer & Tucker (1987) pointed out that, from the five stages
above, "planning the planning process", and "evaluating the planning
process" are virtually non existent in practice, while the remaining
ones usually suffer from major deficiencies. These will be discussed

in Section 2.3.5.

/\ 2.3.5 construction planning in practice
2.3.5.1 Preparation of plans

The stage of preparation of plans is the one that usually receives

most attention, to such a point that there is a confusion between the
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concepts of project management and construction planning, and the

application of planning techniques (Baker et. al., 1979).

There is a number of techniques that can be applied for the
preparation of plans (Gantt bar chart, linked bar chart, critical path
method, line of balance, etc.), each one having its own advantages and
disadvantages (Harrison, 1985; Neale & Neale, 1989). Critical path
method (CPM) based techniques have been usually accepted as the only
ones that are able cope with the large number of activities involved
in construction and their complex inter-relationships (Harrison,

1985). They are often mentioned as indispensable aids for planning and

scheduling construction projects (Levitt et al., 1988),

However, the success of CPM based techniques have been reported as
very limited, although they have been used for more than three
decades. A survey published by Davis (1974) indicated that, amongst
400 large construction companies in the USA, 45% of them never or
seldom used CPM. Another study regarding large companies in the same
country found that only 43% used CPM effectively (Business Roundtable,
1982). Allam (1988) reported that only 4.9% of a sample of CPM users
in the UK applied it in all projects and that 68.3% used it in less
than half of their projects.

The limitations of CPM have been extensively discussed by several
authors, such as Peer (1974), Birrel (1980), Roderick (1977), Parsons
(1983), Heineck (1983), Jaafari (1984), Trimble (1984), and White
(1985). Generally, CPM is criticized as being incompatible with the
essence of the construction process, since it was created for projects
of national importance in which cost control and efficient use of
resources had low priority in relation to the project duration. In
such projects, contractors usually have central control over the
resources to be allocated, which does not exist in ordinary
construction projects, especially considering the increasing role of
sub-contractors in the industry (Piggot, 1972; Birrel, 1980). Other

important weaknesses of CPM techniques can be summarized as follows:

(i) CPM techniques do not attempt to ensure full continuity of work
for the gangs, which is the backbone of operational planning in
construction, since they refer mainly to technological constraints
rather than limitations of resources (Laufer & Tucker, 1987). Trimble

(1984) pointed out that scheduling a project is more efficiently
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carried out if critical resources are used as a starting point, rather

than activities;

(ii) CPM is more suitable for sequential operations which
characterize an assembling type of work. Construction usually involves
a number of bulk operations, being similar to an installation type of
work, in which the detailed sequencing of activities is not very
important (Laufer & Tucker, 1987);

(iii) The sharp separation between the work of the various trades,
as assumed by CPM techniques, does not exist for the majority of
building activities, since they tend to overlap with a score of

preceding and succeeding items, instead of being in sequence (Heineck,

1984; Jackson, 1986). The timings of activities are not only linked by
start and finish relationships but also by rates of development
(Roderick, 1977);

(iv) Creating or updating a CPM network for complex projects is a
very time-consuming task that constantly requires the work of
construction planning experts (Bromilow, 1978; Parsons, 1983; Levitt &
Kunz, 1985). As discussed in Section 1.4, computers have had
relatively 1little impact in this task, since most commercial
scheduling tools require a complete construction plan as input. CPM
software packages merely carry out computations on data provided by
construction planners (Levitt et al., 1988). Laufer & Tucker (1987)
pointed out that the development of sophisticated CPM based computer
packages might have created the misconception that CPM techniques have

progressed more than they actually had;

(v) CPM techniques require plans to be elaborated in a bottom-up
approach, in which the crucial planning decisions are concerned with
detailed construction activities, such as duration, resource
allocations, probabilities, etc. On the other hand, research studies
carried out by Birrel (1980) and Gray & Little (1985b) indicated that,
in practice, planners’ crucial decisions involve more general aspects
of a project, such as its division in work locations, the sequence of

work through these locations, and the pace of work; and

(vi) It has been reported that site managers have difficulties in
understanding the complexities of CPM networks (Birrel, 1980; Bueiness
Roundtable, 1982; Allam, 1988).

Harrison (1985) and Allam (1988) reported that the disappointment

24



of several companies with CPM techniques have brought back to use the
technique of Gantt bar charts. Birrel (1980) and Harrison (1985)
pointed out that several companies carry out planning using CPM
primarily because of clients’ demands. Furthermore, there is a growing
tendency to use CPM as an administrative tool for litigation and for
allocating contractual responsibilities, rather than as a planning

instrument (Jaafari, 1984; Royer, 1986).

The unavoidable frequent planning revisions and the 1long time
needed to update formal plans, undermine to a great extent the
influence that planning can have in regulating operations in a real

time basis (Laufer & Tucker, 1987). The cycle that involves the stages

of "information gathering", "preparation of formal plans",
"information diffusion", and "project implementation" (see Figure 2.1)
is often too slow, restricting the intended role of formal planning,
which is to regulate operations while in progress (Laufer & Tucker,

1989). Consequently, updating formal plans is wusually an archival
record-keeping process, rather than a re-planning process (Levitt &

Kunz, 1985).

2.3.5.2 Information gathering

The major deficiency in the information gathering stage is the fact
that uncertainty is usually not adequately considered. One of the main
reason for that seems to be the scarcity of information about the
variability of labour performance, both in the industry and in
published sources. Duff (1980) and Bennett & Ormerod (1984) reported
on how the libraries of output rates kept by contractors have been
reduced to databases of single figures, in order to attend

deterministic demands of a commercial environment.

There have been attempts to develop simulation based planning
models that incorporate the effect of variability in the planning
process (Bennett & Ormerod, 1984; Ahuja & Nandakumar, 1985). However,
the insufficiency of data about variability and the difficulty of
accommodating the interdependency between variables involved have
highly restricted their application as a comprehensive and detailed

planning tool (Laufer & Tucker, 1987).

The usefulness of simulation techniques in practice has been

restricted to analysing the construction process in qualitative terms,
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such as for comparing the importance of specific uncertainties in
relation to the main project objectives, or for highlighting those
areas which would most benefit from attempte to reduce or control
uncertainty. This is the case, for instance, of the study carried out

by Legard (1983).

Laufer & Tucker (1987) reported that, besides the existing shortage
of information about variability, the majority of planners make very

little effort to seek additional information towards the use of
stochastic models of planning. In practice, planning is wusually

carried out considering that variability is a brief intrusion into a

predictable sequence of operations, although it is an undisputed fact

that variability is the norm rather than the exception in the

construction process (Heineck, 1983).

2.3.5.3 Information diffusion

The information diffusion stage suffers from two major
deficiencies. Firstly, individuals may be prejudiced against planning,
imposing obstacles to its implementation. This fact has been reported
both inside (O’Brien, 1984) and outside (Laufer & Tucker, 1987) the
construction industry. Secondly, an excessive amount of information,
organized in an inappropriate format can be as harmful as a shortage
(Laufer & Tucker, 1987; Birrel, 1980). The latter prcoblem can be
aggravated by the introduction of computers, that often induce the
creation of over-elaborate, unnecessary, or irrelevant data (Mason,

1984).

Several authors offered evidence that project management currently
deals with two separate systems of information that coexist side by
side (Piggot, 1972; Trimble, 1984; Harrison, 1985; Laufer & Tucker,
1987; Levitt et. al., 1988). At a higher level the information system
is formal and has a limited effect on site execution. It is based on
the head office of the company and usually involves computerized
resources. Its main functions are to monitor the current status of
projects, and to keep historical data for future forecasts. At a lower
level, a system of informal information and decision making exists. It
is mainly situated at the site, and dictates the actual execution on a

short term basis.

Field managers often abandon CPM networks for more informal bar

charts or activity lists, when developing their detailed work plans
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(Levitt et al., 1988). Harrison (1985) pointed out that, in extreme
cases, complicated looking plans are produced not to be used in the
management of the work on site, but are generated at the beginning of

the project and then left unchanged on the office walls, for

impressing clients.

2.3.6 Improving the effectiveness of formal planning

Laufer & Tucker (1987) argued that the lack of long term formal
planning in construction works against the effectiveness of the
industry as a whole, for the following reasons: (i) resources

requiring long lead time cannot be delivered early enough; (ii)
integrating the plans of several different projects is very difficult;

(1iii) maintaining consistency between decisions from several levels of
management is not feasible; and (iv) improving efficiency of
production through the analysis of alternative construction methode is

ruled out.

Several suggestions have been made for improving the effectiveness
of formal planning, including adequate training of managers and
engineers (Arditi, 1983; Laufer & Tucker, 1987), concentrating
research efforts on other stages of planning - not so much on the
stage of preparation of formal plans (Laufer & Tucker, 1987); and the
application of artificial intelligence techniques to the planning and
control process (McGartland & Hendrickson, 1985; Levitt & Kunz, 1987;
Hendrickson et al., 1987; Navinchandra et al., 1988; Alshawi et al.,
1989).

The present research can be regarded as an attempt to improve the
effectiveness of formal planning in the construction industry, by
means of developing a knowledge engineering application in the field

of construction planning.

2.4 summary and conclusions

Anticipation and schematization are the two basic mechanisms of the
planning task. Planning the production stage of construction projects
is a very difficult task. Anticipation has to be carried out in a very
uncertain environment, and the complexity and the scale of
construction usually requires planning to be carried out at different

levels of management, each one using a different abstract
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representation of the construction process.

The planning and control process that exist in practice usually
differs from what is prescribed in several textbooks on project
management. There is an excessively large emphasis on the stage of
preparation of plans, while other stages are neglected to a great
extent. Moreover, despite all the research effort concentrated on the
development of network based planning techniques during the last
thirty years, they still present major deficiencies as practical

planning aids.

Construction planning is perceived as being too informal. According
to some research studies, on-site construction is usually based on

short term informal planning, and formal plans have very limited use

as real time control tools. This approach has imposed a number of

limitations in the performance of construction management (Laufer &

Tucker, 1989).

Knowledge engineering has been suggested as one of the fields of
research that have the potential of improving the effectiveness of
formal planning. In the next chapter, some of the research carried out
in the field of artificial intelligence applied to planning will be
described, and the main knowledge engineering applications developed

specifically for construction planning so far will be discussed.
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CHAPTER 3: ARTIFICIAL INTELLIGENCE IN CONSTRUCTION
PLANNING

3.1 Introduction

In the previous chapter, the main problems related to the lack of
effectiveness of formal planning in construction management have been
discussed, and the application of artificial intelligence (AI)

techniques has been pointed out as one of the measures that have the

potential for improving the current situation.

The state-of-the-art of AI research concerned with the construction

planning problem is reviewed in this chapter. Several studies that

involved the development of AI planning systems or conventional
knowledge based systems are discussed in some detail. AI applications
for planning fall into two broad areas: (i) knowledge-lean, general
purpose, domain-independent planning systems; and (ii) knowledge-
intensive, domain specific planning systems (Levitt et al., 1988).

The current state of AI techniques for planning and the lessons
learnt from the development of various systems were the basis for
establishing the main features of the knowledge engineering
application developed in this research. The general guidelines for
setting the working objectives of this application are presented at

the end of the chapter.

3.2 Artificial intelligence applications for planning
3.2.1 Domain independent planning systems

General purpose planning systems that can automatically produce
sequences of activities have been an active research topic within AI
since the early Sixties. Echeverry et al. (1989) described them as
systems that are able to produce plans for any type of discipline,
since they are properly given the available actions and the goal to be

accomplished by the plan.

In general terms, domain-independent AI systems perform the
planning task by defining a search space and then seeking a point
within this space that is defined as a solution (Tate, 1985). Most

systems use a means-ends approach, in which an initial state and a
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goal state are each one represented by a set of facts (Levitt et al.,
1988). A number of potential actions are defined, as well as their
preconditions and their effects on the current state. Based on that,
the system searches through available actions and select the action
that can reduce most of the differences between the current state and
the goal state. This procedure is repeated until a sequence of
actions, or a plan, capable of transforming the initial state into the

goal state, is generated (Levitt et al., 1988).

The two major problems related to applying AI planning systems to
practical problems are combinatorial explosion and interactions
between sub-goals (Cohen & Fiegenbaum, 1982). Combinatorial explosion
is a consequence of the huge number of possible paths in the search,
even for relatively simple problems, most of which do not lead to goal

achievement. The problem of interacting sub-goals arises from the
difficulty of making explicit all the preconditions needed for an
action to be feasible (Fiksel & Hayes-Roth, 1989).

Of particular importance to construction are the systems that
generate non-linear plans (i.e. plans in which activities can be
carried out in parallel, rather than being strictly linear), since
they could be used for supporting planning using CPM networks
(Navinchandra et al., 1988). NOAH (Network of Action Hierarchies) was
the first non-linear planning system to be developed (Levitt et al.,
1988). Tate (1976) extended NOAH and developed NONLIN, which has been
applied to the problem of generating plans for house building. Work is
currently under way to rewrite and generalize NONLIN as O-PLAN, in
order to enhance its abilities in the area of project scheduling and

resource management (Levitt et al., 1988).

Despite the continuous advance in general purpose AI planning
systems, several authors have recognised that there are still several
limitations in using such systems for generating plans in very complex
real situations (Hendrickson et al., 1987; Levitt et al., 1988; Fiksel
& Hayes-Roth, 1989).

Levitt et al. (1988) pointed out that AI planning systems do have
major limitations in terms of feasibility, expressiveness, and
utility, since they do not provide powerful mechaniems for
representing domain specific knowledge other than heuristics for
search control. As an example, such authors discussed the limitations

of NONLIN for tackling the construction planning problem. Their main
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criticiem was concerned with the fact that, like in CPM algorithms, no

new knowledge was generated by NONLIN, but it only made explicit a
number of implicit relationships that had to be input by experts.

Fiksel & Hayes-Roth (1989) stated that existing algorithms for
generating and optimizing plans have had only limited success, even in
relatively narrow domains, because the knowledge required for planning

in most real situations has great temporal and conceptual complexity,

as well as inherent instability and uncertainty.

In the specific case of construction planning, general purpose AI

planning systems have also the following major drawbacks:

(1) They assume that a complete set of primitive actions is
available and that the preconditions and effects of each actions are
known. In contrast, in construction, and other problems involving
human beings, a complete enumeration of possible primitive actions is
not available, nor is a precise definition of their preconditions and

effects (Darwiche et al., 1988);

(ii) They usually incorporate only a relatively small number of
actions (typically fewer than ten), that are repeated many times. On
the other hand, the number of activities involved in construction is
very large, implying relatively 1little repetition (Levitt et al.,
1988);

(iii) Construction planning involves the selection of the
appropriate resources to be employed, while in problems such as block
stacking and job shop scheduling, all resources are given (Hendrickson

et al., 1987); and

(iv) The trade-offs between cost, technology, and activity
duration, so important for construction planning, are not considered

in such AI planning models (Hendrickson et al., 1987).

3.2.2 Domain specific planning systems

Some of the more recent AI planning research have focused on
developing planning systems which are able to incorporate some
problem-specific knowledge (Levitt et al., 1988). The production of
such systems results from the application of knowledge engineering,
and sometimes involves the use of techniques generated in the

development of general purpose planning systems.
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Domain specific planning systems have been developed with a
specific narrow planning domain in mind. They have been much more
successful than general purpose planning systems in terms of producing

plans for real tasks (Levitt, 1990). However, they lack the generality
of the general-purpose planners: as any knowledge based systems, they
require significant amounts of re-programming before they can be
applied to even a slightly different planning domain (Darwiche et al.,
1988).

Such systems can be regarded as a particular type of knowledge
based systems. They encapsulate models of human expertise, and use
the same knowledge representation formalisms usually found in

conventional knowledge based systems. Their only peculiarity is the
fact that to some extent they have been built in an architecture

oriented towards solving planning problems.

Callisto (Sathi et al., 1986), Construction Planex (Hendrickson et
al., 1987), GHOST (Navinchandra et al., 1988), OARPLAN (Darwiche et
al., 1988), and SIPEC (Kartam & Levitt, 1989), for instance, are among
the AI applications specifically designed for the fields of
construction planning and project management, which fall under this

category of systems. They will be discussed later in this chapter.

3.3 Conventional knowledge based systems

There are also a relatively large number of AI applications
which encapsulates some domain-specific knowledge from the field of
construction planning, but that have been developed using a more
general purpose architecture. Their scope is usually restricted to
small number of planning tasks, and to a very narrow range of

problems.

Such systems tend to be fairly small, and implemented in cheap
hardware. Differently from AI planning systems, the development of
some of them have involved very intensive knowledge elicitation
exercises. They generally fit the description of conventional

knowledge based systems.

Time (Gray, 1986), Elsie (Brandon et al., 1988), CONSAS (Ibbs & De
La Garza, 1988), PREDICTE (Stretton & Stevens, 1990), MIRCE (Alshawi
et al., 1990), Mason (Hendrickson; Martinelli & Rehak, 1987), and
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Ratu-aj (Kahk&énen, 1989) can be classified under this category of

systems.

Section 3.5 will discuss some of the most important knowledge based
systems developed so far, either planning systems or not. This review
describes only those systems that have approached in a way or another
the task of generating plans. It does not include systems that were

developed for selecting mechanical equipments, such as for lifting
(e.g. Gray & Little, 1985a; Wijesundera & Harris, 1987; Cooper, 1987)

or earth moving (e.g. Christian & Caldera, 1987).

Before starting to describe such applications, it is convenient to

make a brief introduction to the tools and languages used to develop

them. This will be presented in Section 3.4.

3.4 Tools and languages

Knowledge based systems can be built using either high level
languages or software tools specifically designed for knowledge
engineering. High level languages can be AI oriented, such as LISP and
PROLOG, or not, e.g. FORTRAN, BASIC, PASCAL. Knowledge engineering
tools, on the other hand, can be classified as either programming

environments or as shells (Ortolano & Perman, 1987).

Programming environment is a software tool associated with a
particular high language, which contains chunks of code written in
that language that are useful for particular programming tasks (Harmon
& King, 1985). Such tools are generally characterized as hybrid, since
they combine approaches from several different areas of computer
science (Ortolano & Perman, 1987). They usually incorporate an editor,
interfaces to the outside world, multiple knowledge representation
schemes, interactive graphics, and a programming language. Generally,
they require expensive, sophisticated hardware, such as workstations

and mainframes.

There are a number of programming environments, named mixed AI
planners, that have been particularly designed for developing domain
specific AI planning systems. They are able to capture significant
amounts of domain specific knowledge and, at the same time,
incorporate some search and constraint propagation techniques (Levitt
& Kunz, 1987). The BBl blackboard approach (Hayes-Roth, 1985), and

SIPE (System for Interactive Planning and Execution Monitoring)
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(Wilkins, 1984) are among such tools.

Shells are tools designed to facilitate the rapid development of
knowledge engineering applications (Ortolano & Perman, 1987). They are
normally much cheaper than programming environments, and run on widely
available micro-computers. Generally, they incorporate very specific
strategies for knowledge representation, and use fairly rigid
inference control mechanisms. Their suitability is restricted to a

much narrower range of problems than programming environments or high

level languages (Harmon & King, 1985).

The range of facilities offered by commercial available shells have

increased dramatically in recent years, in response to technological
advance and market demands (Ortolano & Perman, 1987). Some of the
micro-computer shells available in the market are able to replicate
some the features that used to be found only in knowledge engineering

programming environments (Alshawi et al., 1990).

Most shells currently available are to some extent oriented towards
solving diagnosis and evaluation. Their basic principles have been
extracted from abstracting high level representation and reasoning
concepts from a series of domain-specific knowledge based system
applications in those two types of problem (Levitt, 1990). Tools more
adequate to tackle plan generation can be expected to appear when

developers of planning systems manage to do likewise.

3.5 AI applications for construction planning
3.5.1 Early models of expertise

Models of construction planning expertise have risen the interest
of the research community long before the emergence of knowledge
engineering. In the early Seventies, a computer programme named COCO
(COsts of Contractors Operations) was developed by the Department of
Environment (1971), UK, for giving advice to the design team about the
cost and the construction duration for fairly large buildings, at the

tender stage.

COCO was developed to the stage of working prototype, wusing
expertise from planning staff of four British contractors. It modelled
the decision process of construction planners concerned with
determining the required plant, labour, and construction time. The

developed prototype covered a limited number of building components:
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frame, cladding, and internal partitions. Based on a small number of
design elements, such as frame type, length of reach required for the
crane, number of floors, COCO waes able to estimate the cost of a
number of resources, as well as the duration of some stages of work.
That was probably the first attempt in the UK to encapsulate the
expertise of construction planners into a computer programme, in order

to give cost advice to the design team.

Several years later, Flanagan (1980) proposed a building duration
model that could be used by quantity surveyors for predicting the

duration of the construction stage of building projects, during early
design stages. This model was based upon pre-established CPM networks,

using algorithms for estimating the duration of activities, and for
establishing delay ratios between activities, i.e. the percentage of
completion of one activity that allows the start of its succeeding.
Such algorithms encapsulated some expertise of construction planners.
The main objective of that research was to produce a price prediction
technique for quantity surveyors, which could take into consideration

both the construction method and construction duration.

3.5.2 Time

Time, developed at the University of Reading, was the first
knowledge based system developed in the UK for generating plans for
construction projects (Gray, 1986). Originally, its main objective was
to compare different design alternatives from the point of view of
the durations of major stages of work. The system is able to provide a
prediction of the overall construction time at a very early, formative
stage in the design process, when alternative forms of construction

are being considered (Gray, 1988).

Time uses knowledge elicited from experts in construction planning
for selecting activities, establishing precedences, and estimating
their durations. Its scope is limited to a number of construction
technologies and building types. The system asks questions about the
dimensions of the building, construction technology employed, and the
chosen lifting equipment. A construction programme is generated in a
conventional bar chart format, being possible to interrogate the
system about specific details of the chosen activities. An interesting
feature of the system is that it is possible to nest into it another

knowledge based system called Cranes, which contains specific
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knowledge for the selection of an appropriate crane (Gray, 1987). Time

is written in PROLOG, and runs in IBM PC compatible micro-computers.

One of the main contributions of the research was the
identification of some common features in the decision making process
followed by different construction planning experts. Gray & Little

(1985b) were able to formalize heuristic procedures used by planners
to break down construction projects into activities, as well as to
extract from them a number of rules used for establishing precedences

among activities.

3.5.3 Elsie

Elsie, developed at the University of Salford, is probably the only

knowledge based system for the construction industry in the UK that
has reached the stage of a commercial package so far (Brandon et al.,
1988). Elsie was designed to be used in the strategic planning of a
project, prior to formal design, and consists of four separate

modules: Budget, Procurement, Time, and Development Appraisal.

The Time module is concerned with forecasting the duration of the
whole building process, from the point at which the client decides to
contemplate a project, through the design and construction phases, to
completion. It encapsulates the expertise of both gquantity surveyors
and construction planners. A panel of construction planners provided
the expertise for estimating the duration of the construction phase,
while gquantity surveyors provided the expertise for forecasting the

duration of the other phases (feasibility, design, procurement, etc.).

Elsie asks questions concerned with the quality of the building,
soil characteristics, site conditions, project cost range, a few
project dimensions (average area per floor and number of floors), and
whether there is a basement. A very general construction plan is
generated in bar chart format, in which a project is divided only in
major stages of work, such as "initial site works", "substructure",
"superstructure”, etc. Such plan is much less detailed than the one
generated by the Time knowledge based system, described in Section
3.5.2. Also, a report accounting all the assumptions made by the

system is provided.

Elsie was built using the knowledge based shell Savoir, and runs in

IBM PC compatible micro-computers. It was initially developed for
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dealing with office blocks only, but its knowledge base has been
expanded to handle other types of buildings.

3.5.4 callisto

Callisto is a knowledge based system for supporting project
management of large engineering projects that has been developed at
the Robotics Institute, Carnegie-Mellon University, in the USA. The
aim of this research project is to apply results of AI research to
support project management, through modelling of project environments
and managerial and analytical expertise (Sathi et al., 1986). It has
included the development of methods for supporting several project

management tasks, such as generating, updating, analysing, and

evaluating project plans, tracking project events, and providing means

of communication and negotiation between different 1levels of

management.

Roth (1987) summarizes the three main areas of research within the

Callisto project as follows:

(i) Development of a semantic representation of projects: the main
objective has been to develop a knowledge representation scheme rich
enough for supporting a variety of scheduling, analysis, and reasoning
capabilities, as well as the creation of a detailed historical record

of a project;

(ii) Automatic generation of text and graphical explanations: the
main objective is concerned with developing an explanation approach
for assisting managers in the analysis and search for relevant

information across large updated schedules.

(iii) Developing a distributed approach to project management
systems: here, the goal has been to investigate ways to support the
communication process amongst the several levels of management
involved, either by providing a language for managers to communicate
about project plans and conflicting constraints, or by providing

methods by which some negotiation between managers can be performed.

Callisto has been built using a knowledge engineering programming
environment called SRL (which was later upgraded to become the
commercial product Knowledgecraft). It uses CPM networks for

representing construction plans.
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3.5.5 Construction Planex

Construction Planex is a generic knowledge based framework

developed at the Carnegie-Mellon University, USA, that can be used as
an automated planning assistant (Hendrickson et al., 1987). It
attempts to emulate construction planning expertise at a very fine

level of detail.

The system takes as input the description of elementary building
components, site conditions, and resource availability. During the
planning process, the system creates and uses a description of the
project that consist of hierarchies of design elements and
construction activities. As output, it assists in the selection of
appropriate construction technologies, aggregates activity elements
into project activities, generates plans using precedence data that is

provided in advance rather than deduced, and estimate activity

durations and costs.

Construction Planex scope was initially limited to the ground
works, foundations and frame erection operations of modular high rise
buildingse. More recently, the system was generalized for other areas,
such as electric wiring harness assembly. It is implemented in the
programming environment named Knowledgecraft, and runs in a Texas

Instruments’ Explorer LISP workstation.

3.5.6 CONSAS

CONSAS (CONstruction Scheduling Analysis System) is a knowledge
based system developed by a joint effort of the University of Illinois
and the US Army Corps of Engineers. It intends to emulate the
reasoning process that experienced project managers use for accessing
the correctness and soundness of a contractor’s initial project plans,
and for evaluating construction progress, both from the point of view
of the client (Ibbs & De La Garza, 1988). The overall goal of the
research is to develop an intelligent assistant capable of supporting
the work of less experienced project managers. The research is limited
to a specific type of building: medium to high rise reinforced

concrete buildings.

A large emphasis of the research was given to the knowledge

acquisition process. Multiple sources of expertise were involved: a

38



senior project manager from a large building contractor,

representatives from the client (US Army Corps of Engineers), a
construction planning consultant, and a number of staff from the
University of Illinois. Some of those experts were involved in a

knowledge elicitation controlled experiment, described by De La Garza

et al. (1988).

CONSAS runs in IBM PC micro-computers and compatibles, and involves
three different software packages: (i) Personal Consultant Plus, a
knowledge based system shell; (ii) Primavera Project Planner, a
commercial project control system; and (iii) DBASE III Plus, a
database management system. In the long term, this system will be

further developed, involving other project management tasks, such as

estimating, scheduling, and control. The programming environment ART

(Automated Reasoning Tool), running in the Explorer workstation, was
chosen as the tool for the future developments (Ibbs & De La Garza,
1988).

3.5.7 Platform

Platform was built at Stanford University, USA, with the aim of
investigating whether an AI hybrid environment is able represent and
use construction planning knowledge for enhancing the power of
traditional project management systems as real time control tools
(Levitt & Kunz, 1985). It was developed to the prototype stage,
involving a very specific type of project, offshore oil drilling

platforms.

Platform’s most significant enhancement in relation to conventional
CPM based planning systems is to perform automated schedule updating.
The system not only corrects the network with actual project data for
completed activities, but also looks for significant risks that appear
to have impacted their durations. It encapsulates heuristic knowledge
for identifying those risk factors that have had some effect in the
durations of activities, either positive (called "knights") or
negative (called "villains"). The durations of future activities are
then revised to a more optimistic or to a more pessimistic value,
according to the risk factors that are impacting each of them.
Platform II is an enhanced version of the original Platform, which

uses interactive graphics for representing construction plans.

Platform was developed in the Intellicorp KEE (Knowledge
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Engineering Environment) programming environment, operating on
workstations such as XEROX 1100 Series, Symbolics 3600 Series, and
Texas Instruments’ Explorer. This system has been extended to be used

in other project management domains, such as software project

management and factory automation (Levitt & Kunz, 1987).

Platform III is another knowledge based system that was built for
illustrating the use of the artificial intelligence technique of
"multiple worlds" in making project feasibility decisions under
uncertainty (Levitt & Kunz, 1987). This technique assists project
managers in making decisions under an uncertain environment, by
generating worlds that describe all the possible combinations of
choices available, as well as the implications and the outcome of

those decisions.

3.5.8 Mason

Mason is a knowledge based system prototype, developed at Carnegie-
Mellon University, USA, that is able to estimate the duration of
bricklaying activities (Hendrickson; Martinelli & Rehak, 1987). Its
knowledge base was built using expertise from a professional
bricklayer and a labourer, both of them having many years of

experience in the field.

The system initially estimates the maximum productivity that can be
expected for a particular activity. Then, it reduces this value,
according to a number of characteristics of the job, such as work
content, gang size, temperature, height, type of operatives (union and
non union labour), etc. In addition to the estimating procedures,
Mason also makes recommendations concerning appropriate gang

compositions and technologies.

The system is implemented in the OPS5 programming language. A
probable extension of the system will be to develop it as a general
knowledge based system framework for estimating a much wider range of

activities.

3.5.9 GHOST

GHOST (Generator of Hierarchical networks for cOnSTruction) is a
knowledge based system that is part of a larger integrated knowledge

based environment for construction planning, named CONPLAN, currently
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being developed at the Massachusetts Institute of Technology (MIT),
USA. CONPLAN will take as input: (i) design; (ii) resources available

and material delivery times; (iii) availability of trades and project
personnel; and (iv) knowledge about past projects. And it will
be able to produce: (i) project networks optimized by trade,
resources, and cost; (ii) activity durations; and (iii) network

analysis (Navinchandra et al., 1988).

GHOST is essentially a programme that defines activities and
establishes precedences between them. It does not extract activities
from construction drawings, nor does it estimate activity durations.

It takes as input a list of objects to be constructed, such as

foundations, walls, floor slabs.

GHOST's initial step consists of producing an optimistic, but
non feasible CPM network, in which all activities are in parallel. It
then modifiee the network in order to make it feasible, introducing
linearizations wherever activities cannot be done in parallel. The
establishment of such precedences is based on a number of construction

principles, such as enclosure, support, etc. (Navinchandra et al.,
1988).

GHOST is written in IMST, a knowledge engineering programming

environment developed at the MIT.

3.5.10 MIRCI

MIRCI (Management Interface foR the Construction Industry) is a
system developed jointly by the University of Salford and Liverpool
Polytechnic, that is aimed to investigate the feasibility of
automating the generation of CPM networks, using micro-computer based
knowledge based systems. It integrates three distinct software units:
(i) a knowledge based system, built using the shell Leonardo Level 3;
(ii) Pertmaster Advanced, a commercial CPM based planning tool; and
(iii) DBASE III Plus, a database management system (Alshawi et al.,
1990).

MIRCE breaks down the project into activities and establishes
precedences between them. The information generated is then passed on
to Pertmaster Advanced, enabling the activities to be displayed in a
variety of ways, including a graphical presentation of the network.

DBASE III Plus is used as an interface between the knowledge based
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system and Pertmaster Advanced. The user can interact with the system
through any of the units, the knowledge based system, the database, or

the planning tool.

Like Construction Planex, MIRCI uses a frame-based representation
scheme for creating a hierarchical description of the project in terms
of design elements and construction activities. Currently, MIRCI is at
a prototype stage, being able only to establish precedences between

previously known activities.

3.5011 Mtll-lj

Like Mason, Ratu-aj is a knowledge based system prototype for
estimating the duration of construction activitiee. It is the result
of a pilot project, developed at the Technical Research Centre of
Finland, for computerizing information that had been available in
manuals for construction project planning in that country (K&hkdnen,

1989).

The current version of Ratu-aj is limited to estimating the
duration of large panel shuttering activitiee. The user has to input
the size of the gangs, their level of experience, the work content,
and conditions related to the weather, site, and equipment. Besides
estimating a deterministic duration of the activity, the system

produces a linked bar chart representing all sub-activities involved.

The development environment consists of a knowledge based system
shell NEXPERT, running on a Macintosh II micro-computer. Future
developments of Ratu-aj include transferring the system to an IBM PC

micro-computer, and linking it to a commercial project planning and

control systems.

3.5.12 SIPEC

SIPEC is an AI planning system, developed at Stanford University,
USA, which is able to generate a construction plan for fairly simple
multi-storey buildings (Kartam & Levitt, 1989). One of the main aims
of the study was to investigate the utility of AI planning technigques

for construction planning.

SIPEC uses fundamental knowledge to derive precedence relationships

between activities, rather than having activity precedences "hard
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wired" into the system (Levitt, 1990). However, it does not consider

resource requirements and resource limits, being unable to support the

calculation of activity durations.

The AI mixed planner SIPE, developed by Wilkins (1984), was used
for implementing the system. It has been also been integrated to a CAD

system, 8o that component descriptions for a project and their

topology can be read in from a CAD database (Levitt, 1990).

3.5.13 OARPLAN

OARPLAN (Object-Action-Resource Planning System) is an AI planning
system which is part of an integrated design and construction

environment, currently being developed at Stanford University (Levitt,

1990).

The system takes as input a description of a facility to be
constructed, and generates a hierarchical project plan for the
construction of such facility. Like GHOST and SIPEC, OARPLAN reasons
with knowledge concerned with basic construction principles to derive

precedence relationships among activities (Darwiche et al., 1988).

One of the main objectives of the research is to develop a planning
shell for construction projects that (i) provides a natural and
powerful constraint language for expressing construction planning
knowledge, and (ii) produces construction plans by satisfying

constraints expressed in this language (Darwiche et al., 1988).

The initial version of OARPLAN was implemented using the BBl
blackboard environment (Hayes-Roth, 1985). More recently, a second
version was implemented using two LISP based shells, named Framekit
and Rulekit. OARPLAN contains interfaces to CAD systems, and to a

commercial CPM based planning tool, named Micro Planner.

3.5.14 PREDICTE

PREDICTE (PRoject Early Design-stage Indicative Construction Time
Estimate) is a knowledge based system developed by Digital Equipment
Corporation (DEC), and Civil & Civic, two private companies from

Sydney, Australia.

The system was designed to be used as a decision support system

which estimates the construction time of concrete framed multi-storey
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buildings, during early design stages, when little information about
the project is available. One of the main objectives of this project
was to provide a powerful tool for helping to evaluate and improve
early design concepts for multi-storey projects, using construction

time as criterion (Stetton & Stevens, 1990).

The knowledge encapsulated in the system was elicited from an
expert from Civil & Civic, before he retired, in order to avoid the
loss of his expertise. Like Elsie, it has also reached the stage of a

marketable tool (Stretton & Stevens, 1990).

PREDICTE usually asks between 100 and 140 questions about the
location, size, shape, appearance, ground conditions, and surroundings
of the project being analysed. Its main output is a list of the main

stages of work, which shows the starting day, duration, and completion
day. The system was implemented using a representation language named

Candle, which was developed by DEC.

3.5.15 Discussion

Brandon et al. (1988) classified knowledge based systems in five
different categories, according to their stages of development:
skeleton system, demonstration system, working system, usable system,
and commercial system. Most systems described above have not succeeded
beyond the stage of a working system. Only two of them, Elsie and

PREDICTE, have reached the stage of a commercial system.

None of the models developed so far is capable of performing an
automated generation of detailed construction programmes, although
this seems to be the long term objective of a number of research
projects, such as the ones at the MIT (Navinchandra et al., 1988), and

Carnegie-Melon University (Hendrickson et al., 1987).

In the UK, several research studies have emerged from demands of
the quantity surveying profession. The models of construction planning
expertise developed by the Department of Environment (1971), Flanagan
(1980), Gray (1986) and Brandon et al. (1988) have been built for
providing advice to clients and design teams, in the early stages of

the building process.

Like PREDICTE, both Time and Elsie are able to generate fairly
simple plans for the production stage of construction projects.

However, such plans are not detailed enough for guiding execution,
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being rather like estimates of the durations of the main stages of the
work. They can be used to forecast the duration of the whole project,
and to compare different design alternatives using construction time
as criterion. Such models of planning expertise can be seen, after
all, as attempts to produce pricing techniques for quantity surveyors

that take into consideration both the construction method and

construction duration.

In the USA, most studies have developed applications related to the
use of CPM techniques for construction planning. They have generally
attempted to automate some of the task performed by planners or
managers when updating a network (Levitt & Kunz, 1985); criticising a
network (De La Garza & Ibbs, 1987); estimating activity durations
(Hendrickson; Martinelli & Rehak, 1987); or establishing activity

precedences (Navinchandra et al., 1989). Such studies can be
criticized for having entirely accepted the concept of CPM as a
convenient model for construction planning. They have not considered
all the evidences offered by the literature about the incompatibility
of network based planning techniques with the essence of the

construction process, previously discussed in the Section 2.3.5.1.

While most systems in the UK were built using micro-computer based
shells, in the USA a large number of applications were developed in
sophisticated knowledge engineering programming environments, running

on expensive hardware.

Clearly there are two main areas of research amongst the studies
described. Some studies have focused on the knowledge acquisition side
of the problem. They have concentrated on the problem of extracting
from human experts sound models of construction planning expertise.
This is the case of the research carried out at the University of
Reading (Gray & Little, 1985b), University of Salford (Brandon et al.,
1988), Carnegie-Mellon University (Hendrickson; Martinelli & Rehak,
1987); University of Illinois (De La Garza et al., 1988); and
Technical Research Centre of Finland (K&hk®nen, 1989).

On the other hand, there are studies that have emphasized the
issues of finding an adequate general architecture for construction
planning expertise, involving the development of sophisticated
knowledge representation schemes, inference control mechanisms,

interactive computer graphics, and the application of techniques
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developed in general purpose AI planning systems. This is the case of
the research at Carnegie-Mellon University (Hendrickson et al., 1987);
Stanford University (Levitt et al., 1988); and MIT (Navinchandra et
al., 1988). This area of research usually demands the use of powerful

programming environments, and expensive hardware,

All research studies described have approached only a very narrow
aspect of planning, in order to limit the size of the domain
knowledge. The boundaries were established by means of (i) approaching
a small number of planning tasks, such as generating plans (e.q.
Construction Planex), updating plans (e.g. Platform), criticizing
plans (e.g. CONSAS), estimating activity duration (e.g. Mason, Ratu-
aj), rather than the whole process; and (ii) dealing only with a

specific type of building or a small number of construction
technologies, such as office blocks (e.g. Elsie), offshore platforms
(e.g. Platform), reinforced concrete framed buildings (e.g. CONSAS,

Construction Planex, SIPEC, PREDICTE).

Another common characteristic of all applications described is that
none of them is aimed at replacing human experts completely. They have
been developed rather like decision support systems, which are able to

free planners or managers from time consuming or tedious work.

According to Brandon (1990), knowledge engineering applications
have not proved yet to be capable of performing difficult tasks at the
level of human experts, except in well structured, very narrowed
domains, with clear boundaries. He stated that what most current
applications can do is to provide some kind of decision support, by
giving a convenient starting point for human decision making, or, in

other words, a "sounding board" for human ideas.

This limitation is particularly severe in domains that can be
classified as soft, wide, and shallow. Such domains are characterized
by a large number of potentially relevant items which are linked by a
dense matrix of weak relationships. The knowledge is therefore not
very reliable and most decisions often involve empirical associations
in the form of heuristics or rules-of-thumb (Basden et al., 1987).
Considering the description presented in Chapter 2, construction

planning can be included in such category of domains.

Warszawski (1988) pointed out that it is very difficult to develop

knowledge based systems which can replace human experts in the field
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of construction planning, even if the planning process is broken down
into a number of individual tasks in order to limit the scope of the
domain knowledge. He stressed that, given the complexity of
construction planning, there are interdependences among different

planning tasks, which are difficult to eliminate.

3.6 Guidelines for this research

The review of the main domain specific AI systems for construction
planning provided some guidelines for establishing the main features

of the knowledge engineering application developed in this research.

One of the main restrictions for the development of this

application was concerned with the hardware and software available.

The limited amount of resources available for the research discarded

the use of knowledge engineering programming environments and

workstations.

The decision of using a commercial micro-computer based shell,
rather than building a system from scratch using a programming
language, was made because of limited time available for this study.
Such tools are convenient for rapid prototyping (Ortolano & Perman,
1987), and they are usually better designed than would be the case
with a knowledge representation formalism designed in-house (Brandon

et al., 1988).

The decisions concerned with hardware and software geared the
research towards exploring the problem of using knowledge acquisition
for extracting models of expertise from people involved in
construction planning. Although the aim of devising a convenient
architecture for knowledge engineering applications in this field has
not been neglected, the author was aware that the potential
contribution of a micro-computer based application to issues such as
knowledge representation and inference control mechanism for
construction planning is very unlikely to be in the forefront of

innovation.

Another important decision was concerned with establishing the
boundaries of the domain knowledge. Based on previous research work,
it seemed convenient to approach only a portion of the planning
problem, and to deal with a narrow range of building types and

construction technologies.
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The choice of the planning taske to be approached depended to a
great extend on the availability of expertise, and could not be
precisely specified before the knowledge acquisition procese had
started. However, the initial proposal was to focus on the production

of construction plans.

Considering all the evidences provided by the literature about the
limitations of CPM techniques, the initial proposal was to develop a
model of construction planning expertise based on the way the

construction process really happens on site, rather than simply

adopting the CPM concept.

Another important feature chosen for the application was the
ability to cope with incomplete information, so that it could be used
in the early stages of the building process, such as feasibility,
design, and tendering. It was envisaged that such feature would give
an interesting contribution towards the use of models of construction

planning expertise by the design team.

The range of building types chosen was traditional technology low
rise houses. The author has had an specific interest for house
building projects for the reasons presented in Section 1.4. Moreover,
no other type of building has been more investigated through activity
sampling studies in the UK, during the last thirty years, than house
building. Most of these studies were carried out by the Building
Research Establishment (BRE), and they could be used as an additional
source of knowledge for the application by providing a scientifically
based description of the construction process, as it really happens on

site.

The choice for traditional technologies rather than industrialized
ones was made because they seem to be in favour nowadays, both in the
public and in the private sector in the UK (Leopold & Bishop, 1983;
National House Building Corporation, 1990). In general terms,
traditional house building technologies involve the use of the
following components: (i) strip, pad, raft or piled foundations; (ii)
load bearing cavity wall, brickwork on the outer leaf and concrete
blockwork on the inner leaf; (iii) concrete slab or timber joisted
floor at ground level; (iv) precast concrete slab or timber joisted
floor at upper floor levels; (v) timber staircases; (vi) pitched

timber roofs, covered with concrete tiles; and (vii) concrete block or
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stud partitions.

The limited time scale of this research restricted the development
of the application to the stage of a working system. At that stage of
development, a system is reasonably validated and debugged, being able
to generate accurate results: it could, in theory, be used in
practical situations, but its questions and reports are still clumsy

for users not sympathetic towards it (Brandon et al., 1988).

Finally, for the reasons discussed previously in Section 3.5.15,
the system had to be designed as a decision making support system for
people that possess some construction expertise, rather than as a

consultancy type of knowledge based system that stands on its own.

3.7 Summary and conclusions

In the first part of this chapter the current state of AI research
on general purpose, domain independent planning systems was discussed.
Although research in this field has fulfilled the role of testing
ground for some AI planning techniques (Tate, 1985), the applicability
of such systems in the field of construction planning so far has shown

to be very limited.

On the other hand, several domain specific, knowledge intensive AI
models of construction planning expertise, either planning systems or
conventional knowledge based systems, have been successfully
developed. However, most of them have not succeed beyond the stage of

working prototype.

A review of some of the most important applications developed for
construction planning revealed the existence of two main areas of
research. Some studies have emphasized the development of models of
human expertise, while others have focused on the search for an

adequate knowledge based architecture for planning systems.

None of the applications described aimed at completely replacing
human experts. Instead, they were developed as decision making support
systems, tackling a very limited portion of the planning problem.
Furthermore, the size of the domain knowledge was generally restricted
by dealing with only a narrow range of building types and construction

technologies.

Some general guidelines for the development of an application were
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established, based on the lessons learnt from other studies, and on
the limitations of this research in terms of resources and time. This
application was defined as a micro-computer based decision support
system, aimed at modelling expertise concerned with traditional house
building projects in the UK. It would be built using a commercial
knowledge based system shell, and the main issue involved in its
development was to devise a sound model of construction planning
expertise, rather than searching for an innovative architecture for

construction planning AI systems.

The model will not use CPM as a framework, like most other studies

in this field. Its structure will reflect the way the construction

process really happens on site, according to the literature, coping,
at the same time, with the lack of complete information which is

typical during the early stages of the building process.

The following chapter consists of a review of the literature about
the production process involved in house building, which has supported
the knowledge acquisition process involved in the development of the

application.
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CHAPTER4: A CHARACTERIZATION OF HOUSE BUILDING

4.1 Introduction

In Chapter 2, the difficulties of using CPM as a tool for
construction planning were discussed. The main limitation of the CPM
concept is concerned with the fact that it makes assumptions about
construction activities that have been denied by the experience of
some site engineers and by scientific reports: the construction
process seems to be much more complex than is usually assumed by
several CPM textbooks (Forbes, 1977; Roderick, 1977; McLeish, 1981;
Heineck, 1983). For that reason, the development of the system using
any of the available CPM based programming techniques as a framework

was rejected.

No other kind of building has had its production process studied in
the UK as much as low rise house building. Since the end of the Second
World War, several productivity studies concerning house building
projects have been developed in this country, most of them carried out
by the Building Research Establishment (BRE). The main objective of
such studies has been to get a better understanding of the actual
process of house building. During the Sixties and early Seventies,
research in that field reached a peak, but, in recent years, only
limited exercises have been carried out, probably because work study

techniques have not been in favour any more (Bennett & Ormerod, 1984).

This chapter consists of a description of the production process in
low rise house building projects, as it really happens on site, based
on several publications that resulted from the studies mentioned
in the previous paragraph. The objective of this analysis is to
provide qualitative information that can be used in the task of

building the model which had its guidelines proposed in Chapter 3.

In Section 4.2, the progress of work in house building is compared
to the traditional concept of production line, and the main strategies
used by the construction industry for building repetitive projects are
discussed. The role played by key resources in traditional house
building is analysed in Section 4.3, and the way the pace of work is
usually established in house building projects is presented in Section
4.4. Finally, Section 4.5 consists of a discussion about the

difficulties of making predictions related to the production process.
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4.2 The progress of work in house building

4.2.1 Comparing repetitive building to a production line

A great proportion of building work consists of the construction of
a series of similar units. This is found in low rise house building,
and also in multi-storey building, where the units may be dwellings,

bays, or storeys.

Nuttal (1965) compared the progress of work in repetitive
construction projects to the flow of work in a production line, by
describing the construction process as a series of queues: the

different trades are the servers and each similar work unit is a
customer to be served; the service time is equal to the required time

to perform an operation on each unit; and the interval between
arrivals of customers in the queue is the interval between completions
of units in the preceding operation. If the average time to perform an
operation is longer than the average interval between completions of
the preceding operation, a gradually lengthening queue of units will

be formed between the two operations.

In a traditional production line the units to be produced are
identical and the uncertainty related to each operation is low. The
use of balanced gangs usually avcids that the work of one trade
affects the work of others. It means that it is possible to adjust the
size of each gang so that all gangs serve the sequence of units at

approximately the same rate.

If the construction process was similar to a production line, the
only restriction to the perfect balancing of all gangs would be
concerned with the physical limits to the size of gangs. For most
trades involved in construction, the work is more efficiently
performed if small gangs are used, rather than large ones (Pigott,
1972). Also, there is usually an optimum proportion between the number
of skilled operatives and the number of unskilled ones for each trade,
for instance 2:1 or 3:2 (Forbes, 1971; Clapp, 1978). Since the pace of
work is usually established by choosing a number of operatives for
each trade that is a multiple of the optimum gang size, the rate of
progress of individual activities can only be varied in steps: it is a

discrete variable, not a continuous one (Heineck, 1983).

However, the actual construction process is far less uniform than a
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production line. Many projects are difficult to break into a number of
similar units. Even in repetitive projects it is hardly possible to
balance gangs perfectly. The method of balancing is based on

assumptions such as the amount of work is approximately the same and

the durations are constant for the same operation on different units.

Nuttal (1965) presents the reasons why neither of these assumptions

are entirely valid in practice: (i) variations in site conditions and

design may change the amount of work to be carried out in each unit;
(ii) the average duration of each activity normally is different from

the estimate used when balancing the gangs; (iii) the times taken to

perform the same activity on different construction units are variable

due to differences in the performance of distinct gangs or individuals

and to the learning effect; and (iv) there are delays caused by

external interferences such as materials shortage and inclement

weather.

In fact, there may be occasions when there are no units waiting to
be tackled, because of variations in the service time, resulting that
the men engaged in the following operation will have unproductive
time. This is particularly likely to happen at the beginning of the
job, before the queue of units to be served has time to grow (Nuttal,
1965).

An additional complexity of the construction process in relation to
a traditional production line is concerned to the existence of loops
in the flow of work (Nuttal, 1965). A single gang may be involved in
more than one activity along the production of one unit. Such
situations require a gang to halt before finishing the work in a
location, and return to complete it at a later date. For instance, in
traditional house building, wusually the same gang of bricklayers
builds the external wall of a house in separate lifts, since floor
joists need to be placed at the first floor level, and scaffolds need

to be mounted at each 1500 mm lift.

In summary, the production process involved in building repetitive
units looks much more complex and chaotic than a traditional
production line. In order to cope with the unavoidable variability and
uncertainty related to the production process on site, the
construction industry developed a number of strategies, that have been
reported by the literature, such as: (i) low intensity of work; (ii)

the spreading of work to various construction units; (iii) lack of
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continuous flow of work; (iv) the overlapping of theoretically
sequential activities; (v) varying rate of deployment of resources to
individual activities; and (vi) the lack of compulsory sequence of

work. In the following sections of this chapter, each one of these

strategies is analysed, and the main difficulties faced by traditional
planning techniques, such as CPM and line of balance, are highlighted.

4.2.2 The low intensity of work

One of the tactics adopted by the construction industry for
avoiding the interference between the work of different gangs is to
build relatively slowly, by creating buffers between the visits of
sequential gangs to each work place (Bishop, 1982). This procedure
reduces the incidence of non-productive time within gangs but also

extends the duration of the project as a whole, since it causes long
periods of inactivity during the building of any one house (Eden,

1972).

Obviously, the project duration cannot be increased indefinitely in
order to avoid all possible interferences between gangs. Waiting times
between operations represent capital tied up in the contract (Nuttal,
1965). Clients’ capital costs and contractors’ indirect costs tend to
increase with the duration of the construction duration. There is a
conflict between reducing the men’s unproductive time and the unit’s
waiting time. In actual projects, the parties involved usually have to
reach a compromise between the total amount of non-productive time and

the whole duration of the project (Nuttal, 1965).

The low intensity of work in house building has been confirmed by
average figures provided by the literature for the total duration and
man-hour requirements of real projects. The average time taken to
build individual traditional houses on sites of a repetitive nature
has been reported by Heineck (1983) to be in the range of 23 to 59
weeks. Considering a labour content in the range of 1200 to 1700 man-
hours (Lemessany & Clapp, 1978; Fraser & Evans, 1980), the average
weekly allocation of labour could be estimated as something between 20
and 50 man-hours per week. Such figures correspond to approximately an
average of 0.5 to 1.5 man-weeks throughout the whole construction
period. This intensity of work is very low if it is considered that
the usual minimum crew is made up of at least two operatives (Heineck,

1983).
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4.2.3 The spreading of work to various construction units

If there is no particular necessity of finishing the work in each
work place quickly, the complex organizational problems can also be
tackled by creating a pipeline of unfinished houses, so that each gang
is able to find a job somewhere on the site, if the work is

interrupted for any reason (Bishop, 1966).

This strategy is particularly feasible in low rise house building
projects, since the site is naturally divided in independent work
locations, such as single houses or blocks, which often have

independent access. If necessary, it is possible to start working on

several houses simultaneously, spreading the work over a wide area.
Multi-storey buildings tend to have more restrictions to the progress
of work at certain stages of the project than do low rise buildings.
For instance, building the reinforced concrete structure of a high
rise building has necessarily to follow a sequence of work places,

from the lower to the higher floors.

The research studies carried out by Forbes (1977) and Heineck
(1983) confirmed that in low rise house building much of the non-
productive time within the gangs is avoided by spreading the
construction work horizontally, increasing the number of alternative
work locations for each gang, but also increasing the time needed to

conclude a single unit.

The extent to which the work is spread on site may also be
constrained by external factors. For instance, some contractors
involved in speculative house building have every incentive to deliver
completed houses as soon as possible, since such developments have to
meet the demands of a volatile market (Leopold & Bishop, 1983a). The
rates of building speculative houses have been reported to be
significantly higher than the rates of building local authority houses

(Forbes, 1969; Leopold & Bishop, 1983a).

4.2.4 Lack of continuous flow of work

Several site studies have shown that the work on building sites is
done discontinuously. It proceeds in small intermittent amounts over
most of the project, instead of completion in small neat periods of

time (Roderick, 1977). Each trade pays several visits to each work
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place, specially those involved in the services and finishing stages
(Forbes, 1977; McLeish, 1981). In the study carried out by Heineck
(1983), the discontinuity was such that, from the beginning to the end
of individual activities, the number of weeks without work exceeded

the number of weeks in which work was observed.

Several causes have been identified for the discontinuity on
building sites: delays on the work of preceding trades, design
demanding several visits of each trade (Bishop, 1966); the way
subcontractors undertake their work simultaneously in several
different sites (Pigott, 1972); number of variation orders issued by

architects; shortage of materials; unavailability of labour resources

(Heineck, 1983); inclement weather (Clapp, 1966); theft and vandalism;

labour strikes (Bennett & Ormerod, 1984), etc.

In the particular case of house building, there are indications
that the high discontinuity of building work is to a great extend
caused by the large number of work packages needed to the completion
of a traditional house. Forbes (1977) reported that as many as 300
work packages have been identified in activity sampling studies,
rather than the 100 theoretically required in a traditional house
building site.

Bishop (1972) pointed out that the discontinuity of the work on
building sites is a direct consequence of the discontinuity,
fragmentation, and lack of commitment in the construction industry at

a macro-economic level, caused by uncertain and fluctuating demand.

A significant correlation has been found in several research
studies between the total man-hour requirements and the number of
separate visits of each gang (Pigott, 1972; McLeish, 1981; Horner &
Talhouni, 1990), indicating that interruptions tend to cause a loss of
productivity in the work of operatives. Horner & Talhouni (1990)
pointed out two main reasons for this loss in productivity: first, the
operatives tend to slow down the pace of work when they perceive an
impending delay, in order to minimize the chance of a complete
stoppage; second, the shorter the uninterrupted time available for
carrying out a task, the greater the proportion of time consumed in
preparatory tasks (e.g. mixing mortar for bricklaying), and in

completion tasks (e.g. cleaning up and protection).

A considerable effort has been devoted to the task of increasing
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the continuity of building work in order to improve the productivity
of the industry. In general terms, most strategies proposed have

either tackled the problem by improving the buildability of design or
by concentrating the management effort on reducing the impact of

unavoidable external interferences (Bennett & Ormerod, 1974).

Buildability is a word of relatively recent origin, focusing on the
idea of designing for ease of construction, but considering the
overall requirements of the completed building (CIRIA, 1983). It

emphasizes the rationalization of design elements in order to improve
on-site productivity, encouraging the type of design that enables as

much work as possible to be completed by a gang without interruptions

from the work of other men (Leopold & Bishop, 1983a).

However, there has been no indications from the literature that the
pattern of work in construction has changed significantly. Heineck
(1983), for instance, reported on the progress of work on three house
building sites, in which the electrical installation had been
specially designed in order to be executed during a single visit.
Although the majority of work was carried out in the 2 or 3 initial
weeks, several visits by the gang of electricians were still required
to each work place, resulting in a total duration in the region of 15

weeks.

Some components largely used in house building nowadays involve
several work packages of very low work content, causing interferences
between gangs. Porch roof, for instance, is a design element that
requires the work of a number of gangs: plumbers, joiners, roof
tilers, decorators, and sometimes bricklayers and electricians.
Installing kitchen units, on the other hand, involves the work of only
two trades, but usually requires more than one visit by each of them,
characterizing the situation named by Nuttal (1965) as looped
operation.

Both the low intensity of work and the lack of continuous flow of
work lead to construction activities of relatively large durations, if
compared to the time needed to perform all the work in each work place

and to the total project duration (Roderick, 1977; Heineck, 1983).
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4.2.5 The overlapping of theoretically sequential activities

Several studies have indicated that the rigid precedence between
activities of a head and tail type is the exception rather than the
rule on building sites (Roderick, 1977; Birrel, 1980; Heineck, 1983).
Most activities tend to overlap with other activities, in order to
accommodate the relatively long durations, previously referred in

Section 4.2.4.

Roderick (1977) described a research study carried out at the
BRE, involving a large office block and a central store warehouse, in
which the actual sequence and timing of activities were compared to
the CPM network prepared by a contractor. He concluded that the

pattern of work was very different from the logic of the network:
several activities were carried out simultaneously, implying a much
larger number of ladder type relationships than established in the

contractor’‘s network.

Heineck (1983), in his study of three house building sites,
concluded that the technical precedence between stages of work does
not necessarily require the completion of a supposedly preceding
activity to allow the succeeding one to start. According to that
author, most construction activities tend to overlap, instead of being
in sequence, and the sharp separation between the work of the various

trades, as assumed by traditional network techniques, does not occur.

Moreover, there are indications that the concept of logic 1link
between construction activities should also involve some degree of
flexibility. Birrel (1980) pointed out that the work of different
gangs can be related to each other by absolute logic, or by
preferential logic. Absolute logic means that the precedence between
two activities is mandatory: roof tiling, for instance, must be

carried out necessarily after roof carcassing.

Preferential logic, on the other hand, is concerned with the fact
that, although there is a preferable sequence of carrying out groups
of activities, the order in which they are performed can be changed to
a certain extent. For example, services and finishing work is
advisable to start only after the house is water tight and safe.
However, if the work of glaziers is delayed for any reason, the

services and finishing activities are likely to start before external
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glazing is carried out. It is possible that the flexibility introduced
by preferential logic causes a further increase on the degree of

overlapping between activities.

Some alternative approaches have been proposed to represent
relationships between activities. Roderick (1977) suggested that the
timing of related activities should be established not only by start
and finish relationships but also by rates of development. The
proposition of Heineck (1983) consists of not establishing the
sequence of work as a rigid chain of tasks, but defining precedences

through the proportions of work that need to be accomplished in

preceding activities. This concept of precedence could be applied not
only to different activities carried out in the same work place, but

also to similar activities performed in sequential units.

4.2.6 Varying rate of deployment of resources

Considering the site as a whole, the typical pattern of employment
of resources follows an "S" curve, consisting of a slow build-up of
the number of operatives employed at the beginning, reaching a peak
about the middle and tapering off towards the end of the contract
(Shippam, 1968). Obviously, such pattern is to some extent a
consequence of the small number of work places available at the
beginning and at the end of the job. The smaller the contract, the
greater the starting and finishing effects, and less remains of the
middle period when the number of work places is at its maximum

(Nuttal, 1965).

Fleming (1967) observed that the "S" curve pattern is only an
approximation of what really happens on site: there is not a gradual
build up of labour, but a number of minor peaks spread over a good

part of the contract period.

The allocation of resources to each activity also seems to follow a
pattern similar to an "S" curve (Roderick, 1977): high intensity of
work occurs only during part of the duration of activities, their
start and finishing being undertaken with small allocations of
resources. In the research carried out by Heineck (1983), the
allocation of work was not constant throughout the duration of the
activities: some particular weeks were responsible for the major use
of resources, the major effort taking only a small number of weeks of

the total duration.
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An irreqular pattern of allocation of resources to activities is

also confirmed by the study of McLeish (1981), in which a stable gang

structure was found only for the bricklayer trade. The trades that
usually have the least regular pattern of allocation are those for
which there is not enough work to occupy one man continuously during
a relatively long period. Such trades do not carry out their work in a
smooth flow, but intermittently. They leave the site if there is no
work, and come back only when there is a clear run of work available
(Bishop, 1972). This type of work is usually suitable for sub-
contracting (Fleming, 1967).

4.2.7 Lack of compulsory sequence of work

Several authors have reported a lack of rigid sequence of work for

most construction activities in house building sites.

Pigott (1972) studied the progress of work in three sites in the
Republic of Ireland, and concluded that the operatives moved from
block to block without any apparent logic. In the three sites analysed
by Heineck (1983), no two stages of work followed the same order of
start from unit to unit: wherever work was made available, operatives
moved in, without being restricted by the sequence of house blocks

that the work was supposed to followed.

Eden (1972) pointed out that the flow of work should not be
established in terms of the best sequence of work from unit to unit,
but by considering the group of units that can be better dealt with
simultaneously at each point in time. Heineck (1983) suggested that
the sequencing of work should be seen as the creation of pools of work
which can be tackled simultaneously by a number of trades, rather than

an orderly arrangement of consecutive activities and units.

The difficulty of following a unique sequence of work from unit to
unit imposes serious problems to the practical application of line of

balance programming techniques (Heineck, 1983).

4.3 The role of key resources

In construction planning, the activity that controls the pace of
work within a stage is traditionally called the key activity. The key
activity may be the one that takes the longest time (Building Research
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Station, 1956), or one that involves a leading resource (Duff, 1980),
i.e. a resource that is critical by its coet or availability. In
labour intensive construction, such as traditional house building, the

number of operatives available for manning each key activity

establishes the rate of production for each stage of work.

In the particular case of traditional house building in the UK,

most activities have their rate of progress usually established by the
work of skilled operatives, rather than by the pace of work imposed by
some mechanical equipment (one of the few exceptions is the excavation

of foundations).

Traditionally, the activities carried out by bricklayers play a key
role in the construction of traditional houses. Bricklayers are

skilled operatives, and in most regions in the UK they have been in
shortage (Law et al., 1987). The construction of the shell of a house
not only represents a significant part of its labour content (Forbes,
1971; Pigott, 1972; Lemessany & Clapp, 1978; Fraser & Evans, 1980),
but it also makes available a work place for several other trades,

including those which create a work place protected from the weather.

Bricklayers usually have the lowest non-productive man-hours
element among all trades (Forbes & Stjernstedt, 1972). Historically,
bricklaying has been organised into relatively large, independent
operations, producing an apparent improved productivity in comparison
to other trades (McLeish, 1981). The percentage of unproductive time
in the work of bricklayers tend to be significantly smaller than for

most other trades (Forbes, 1971).

Bennett & Ormerod (1984) pointed out that brickwork is a sort of
dominant activity in house building: the progress of work of other
activities is usually organized in such a way that continuity of work
is given to the bricklaying trade at a constant gang size. This is
confirmed by the research work developed by McLeish (1981) in which

bricklayers were the only trade with a clear and stable structure.

Compared to the brickwork activities, the services and finishes
activities tend to have a more chaotic pattern of work, involving
ehorter, less continuous working periods (McLeish, 1981). Many
activities are carried out in parallel at these stages, and there is a
high incidence of interferences between the work of different gangs

(Forbes & Stjernstedt, 1972).
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Once the building shell is completed, the plastering activities
assume a key role in the progress of work. They are dependent for
starting upon the completion of the work of several other trades (e.g.

joiners, plumbers, electricians), being the last kind of wet work to
be executed in each work place. Consequently, plastering holds up all
other work in the building that needs a dry environment to be executed

(Eden, 1972).

Some stages of work might not have their pace established by a key

activity. For instance, the sub-structure stage (including foundations

and ground floor) usually can proceed at a much faster rate than the
rest of the work (Nuttal, 1965; Forbes & Stjernstedt, 1972; Heineck,

1983), However, if the rate of progress of sub-structure is much

higher than the ones chosen for the following stages, a lock up of

capital may be created on site. For that reason, the substructure
stage is sometimes slowed down or interrupted, in order to let the

other stages catch up (Heineck, 1983).

4.4 The natural rhythm

The concept of natural rhythm is often used in connection to the
line of balance technique, corresponding to the theoretical optimum
rate of output that a crew of optimum size is able to produce: any
rate of output that differs from a multiple of the natural rhythm is
bound to yield some idle time for 1labour or equipment (Arditi &
Albulak, 1986). Such meaning of natural rhythm seems to be more
applicable to a production line type of problem than to repetitive

construction.

Lumsden (1968) interpreted the concept of natural rhythm in a more
practical way, as the time taken to complete an activity if it is
performed by a single, "natural" crew, and just allowed to happen
under natural conditions prevailing in the construction industry.
Heineck (1983) pointed out that the reason behind this concept is that
durations tend to converge to specific wvalues, given present
technology, methods of construction, rates of progress normally
accepted, and the expectations of those involved: increases in the
speed of construction demands a multitude of new requirements
different from the ones the parties involved are acquainted with,
while decreases in the speed of construction may affect wage standards

and contractors’ turnover. In other words, the durations of activities
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are not necessarily a direct function of single variables, such as
labour content, amount of resources allocated, output of these
resources, or targets established by the management. Instead, they

result from the combination of a large number of factors.

Natural rhythm can also be interpreted as a convenient pace of work
that has been established by the construction industry in an
evolutionary way, since the complexity and uncertainty involved in
construction undermines the application of operational research
techniques for choosing an optimum rate of progress (Levitt, 1986).
Such convenient pace of work is probably the result of a compromise

between the usually conflicting interests of the several participants
of a project, such as client, contractor, designers, sub-contractors,

suppliers, unions, etc.

Since the rate of progress bears an important relationship to the
organization capabilities of each company, different contractors may
have distinct natural rhythms for certain activities. In fact, some
studies of house building sites indicated that different types of
contractors built at different rates of progress. In the studies of
Fleming (1967) and Fraser & Evans (1980), larger contracts tended to
build faster than smaller ones, while in several studies carried out
by the BRE, contractors specialized in house building were usually
faster than the ones that were not specialized in this type of project

(Bishop, 1965).

The concept of natural rhythm can also be expanded to a
construction project as a whole: the existence of natural rhythms for
individual activities probably leads to a natural rhythm for the site
as a whole. However, considering the degree of flexibility that exist
in the inter-relationships between activities, as discussed in Section
4.2.5, it seems reasonable to accept that there is a range of
durations for each project that is compatible with the natural rhythms

of individual activities.
4.5 Predicting the production process

4.5.1 The chaotic nature of construction

In Chapter 2, anticipation of future events was described as one of
the two basic mechanisms of planning. In the context of construction,

planning involves making predictions about several aspects of the
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production process, based on previously acquired information.

In factory environments, the production times are usually
controlled by the speed of machinery, or by well established social
practices of the work force (Fine, 1977). Such a production process
tends to have a deterministic nature, and its main variables are

relatively predictable.

In contrast, the environment in which construction is carried out
is plagued with randomness and uncertainty. Generally, construction
projects are complex and non-repetitive. There is a multitude of
controllable and non-controllable factors that affect the outcome of

each decision (Warszawski, 1988). It is widely accepted that there is
a very high variability in the work of building operatives: ranges of

3:1 between man-hour requirements of different houses, in the same
site, and 4:1 between the productivity of different gangs performing
the same activity are fairly typical (Walker, 1971; McLeish, 1981).

A traditional view of uncertainty assumes that the incorporation of
uncertainty in predictive models is merely an artificial method of
performing even more lengthy calculations (Fine, 1982a). 1In this
sense, using uncertainty is simply a shortcut, in order to avoid time
consuming or expensive calculations. Such a view of uncertainty
accepts that it is possible to eliminate randomness by gradually
increasing the understanding on the reasons for the existing

variability (Duff, 1980).

An alternative view of uncertainty is to assume that uncertainty is
not ignorance or inadequacy, but an essential content of a system
(Fine, 1987). This second approach has been often applied to systems
that present some kind of chaotic behaviour, as it is often the case
in the field of sub-atomic Physics. According to Fine (1987), this is

the kind of uncertainty that exists in the construction field.

Fine (1987) also pointed out that one of the main differences
between the production of an artefact and the production of a building
is the fact that the latter cause social changes which eliminate the
chance of predictability. He argued that construction projects are the
infrastructure of the society: "We are changing society as we build.
This is a dynamic process and the changes are non-linear"” (Fine,

1982b).
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4.5.2 The use of mathematical and statistical models

A considerable amount of effort has been devoted to the task of
developing mathematical and statistical modele for predicting

variables such as labour productivity, activity durations, rates of

deployment of resources, and total project duration.

However, very few of these models have had, in practice, any impact
in the task of construction planning. The main difficulties of
applying such techniques are related to the chaotic nature of the

construction process, and also to the lack of systematic collection of
data from construction sites (Duff, 1980). The adversities that exist
in the task of estimating the productivity of building operatives

provide some good examples of such problems.

The number of factors that affect the productivity of labour on
gite is known to be huge (Duff, 1979), and several exhaustive listings
and classifications have been produced by the literature (Shaddad &
Pilcher, 1984; Thomas & Yiakoumis, 1987; Herbsman & Ellis, 1990).

Several studies have approached the problem of modelling the
individual effect of some productivity factors on site, such as
repetition (United Nations, 1965; Gates & Scarpa, 1972; Verschuren,
1984; Thomas et al., 1986; Duff et al., 1987), weather (Clapp, 1966;
Thomas & Yiakoumis, 1987), building type, gross floor area, and region
(Clapp, 1978). However, the effect of each one of the factors has not
been easy to isolate, since the interdependencies between them are

complex (Horner & Talhouni, 1990).

Some other studies have focused on the application of regression
analysis techniques, aiming at identifying a multitude of factors
that, for a given level of significance, have a correlation with
labour productivity (Fraser & Evans, 1980; Herbsman & Ellis, 1990).
One of the main limitations of employing such techniques is the huge
amount of data that is needed for establishing relationships which are

valid for a wide range of situations.

Despite of all those efforts, very little is yet known about the
quantitative effects of the productivity factors (Duff, 1980).
According to Bishop (1965), it is unlikely that any study about
productivity can possibly distinguish cause-and-effect relationships

between measurable factors and achievement which could be applied to
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the industry at large. He pointed out that the best that can be done
is to demonstrate associatione between certain factors and the level
of labour requirements, and to infer from the conditione that are

likely to lead to an improvement in performance.

An additional limitation of regression analysis techniques is that
they have also all the disadvantages of black box models. They only
reflect the collective influence of several different factors, and
obviously do not consider any unusual condition not included in the

data (Christian & Kallouris, 1990). Since the identified relationships

are not necessarily causal, regression analysis techniques may not be

reliable for sensitivity analysis, and they do not explain the
behaviour of the model (Beeston, 1987).

Despite of the limitations of regression analysis techniques, they

have been successfully employed as prediction tools in a limited
number of cases. They have been used, for instance, for predicting
cost-time curves which model the consumption of resources in
construction projects. The most common type of cost-time curve is the
"S" curve, which is a very useful tool for controlling the cash flow

of construction projects.

Another major application of regression analysis to the prediction
of variables related to the construction process is the model
developed by Bromilow (1987) in Australia for predicting the duration
of constructions projects carried out by the Commonwealth Department
of Housing Construction. Bromilow (1987) proposed in the early
Seventies a formula for predicting the duration of construction
projects, using the estimated cost as an independent variable. Such
formula was based of data from a large sample of past projects, and
its parameters have been recently updated in order to incorporate long

term changes in the construction industry.

Although it 1is theoretically possible to establish the project
duration using traditional programming techniques, final handover
dates are generally set at a higher level of management, often through
a direct negotiation between the client and the contractor (Birrel,
1980; Heineck, 1983). Therefore, models such as the one developed by
Bromilow (1987) could provide a rough estimate of the natural or
normal duration of construction projects, which would be useful as a
starting point for the establishment of a negotiated duration for a

specific project.
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4.5.3 The application of knowledge based models

Incorporating human expertise in predictive models for construction
seems to be a very attractive way to overcome some of the difficulties

confronted by mathematical and statistical modelling. The way

in which information in the human brain is stored and manipulated
results in an extraordinary capacity to cope with chaotic situations
(Gleick, 1987). Human beings are very good at solving complex problems

that require pattern recognition capabilities, and wide ranging

knowledge (Brandon et al., 1988).

In fact, several attempts have been recently made for developing

knowledge based syatema that make predictions about the construction

process. Knowledge based systems have been devised for estimating
labour productivity (Boussabaine & Duff, 1990), activity durations
(Hendrickson, Martinelli & Rehak, 1987; Kdhkoénen, 1989), total project
durations (Gray, 1986; Brandon et al., 1988; Stretton & Stevens,
1990), etc. Some of those systems have been developed for performing
tasks similar to the ones that have been traditionally been tackled by

using mathematical or statistical techniques.

In relation to regression models, most knowledge based systems have
the advantage of relying on causal relationships, which makes them
suitable for sensitivity analysis, as well as capable of explaining
their own behaviour. Obviously, knowledge engineering cannot be seen
as a general solution for all predictions that have to be made in the
construction planning process, since they have their own limitations,

which have already been discussed in Chapter 1.

A compromising approach would be to develop knowledge based and
regression based models in a complementary way, exploring the strong
points of each of them. Christian & Kallouris (1990), for instance,
suggested a predictive model for "S" curves, in which regression
analysis is used for getting some kind of first opinion about future
building costs, while a knowledge based system would be able to refine
such predictions, based on the experience and knowledge of domain

experts.
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4.6 Summary and conclusions

In the first part of this chapter, the progress of work in low rise

repetitive house building was analysed, based on the extensive
literature available. The production process involved in building
repetitive units was characterized as much more complex and chaotic

than what usually happens in a production line. In summary, the

strategy adopted by the construction industry for building such
projects involve: low intensity of work, the spreading of work to

various construction units, lack of continuous flow of work, the
overlapping of theoretically sequential activities, varying rate of

deployment of resources to individual activities, and the lack of

compulsory sequence of work.

The role of key resources in the progress of house building was
discussed in the Section 4.3, with particular emphasis on the dominant
role performed by the bricklaying trade. The concept of natural
rhythm, which has a major importance in the construction planning

process, was reviewed in the Section 4.4.

Making predictions about production related variables, such as
labour requirements, activity durations, and rates of deployment of
resources, is a major difficulty in the construction planning process.
Some of the mathematical and statistical predictive models developed
so far in this field were referred and their main weakness pointed out

in the Section 4.5.

The qualitative description of the construction process presented
in this chapter was one of the sources of domain knowledge used for
the knowledge engineering application developed in this research. The
next three chapters consist of a description of the process of

building such model and of the model itself.
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CHAPTER 5: THE DEVELOPMENT OF THE APPLICATION

5.1 Introduction

The development of the application can be divided in three main
phases: (i) conceptual stage; (ii) model building; and (iii) model
validation. Although these three stages are described as sequential in

this thesis, some overlapping between them occurred in practice.

The objective of the conceptual stage was to identify the role that
the application could play in the problem environment, and to outline

the boundaries of the domain knowledge needed to devise the model. At
the end of the conceptual stage, the basic structure of the problem
domain was identified. This made possible to expand the previously
proposed guidelines into a more detailed system specification, and to
choose an adequate knowledge based system shell for developing the

full version of the application.

The second phase consisted of performing a detailed elicitation of
knowledge and its implementation as a computer application. Two main
sources of knowledge were used: expertise from a number of experienced
construction planners from the industry, and information extracted

from the literature.

The model validation consisted of performing a formal validation of
the proposed model at the end of its development. The main objective
of this stage was to check whether the system has reached a reasonable
level of quality, and to identify a number of possible limitations of

the model.

This chapter is divided in five main parts. Section 5.2 discusses
the design methodology chosen for this study. The first phase of
development is described in Section 5.3. Sections 5.4 presents a more
detailed specification of the system, which was established at the end
of the conceptual stage. Section 5.5 describes the process of choosing
the software tool that was used for developing the full systen.
Finally, Section 5.6 discusses, in general terms, the second stage of
the system development. The stage of model validation will be

discussed in Chapter 8.
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5.2 Choice of a design methodology

5.2.1 Lack of an adequate methodology

Although knowledge based systems have been produced since the mid
Seventies, no comprehensive methodology for modelling the knowledge of
human experts and representing it into the machine has yet proved to
be effective (Stockley, 1987; De La Garza et al., 1988). It seems that
such a methodology will be able to emerge only after more advances are
made in the fields of cognitive pseychology and knowledge engineering

(Slatter, 1987; Gaines, 1987).

The absence of adequate methodologies has resulted in most

knowledge based systems being designed through an ad hoc process known

as a rapid prototyping: knowledge is elicited from experts and
implemented into a prototype, which is subsequently reviewed by domain

experts and reformulated by the developers in iterative cycles

(Buchanan et al., 1983).

Born (1989) pointed out that early prototyping is so widely used in
knowledge engineering projects for the following reasons: (i) some
significant system requirements are unknown at the beginning of the
development stages; (ii) a highly effective way of eliciting knowledge
from experts seems to be showing them the effects of implementing
their rules; (iii) finding an appropriate way of representing and
structuring knowledge sometimes requires experimentation through
prototyping; and (iv) it is very difficult to determine requirements

for the user interface when development commences.

On the other hand, the prototyping approach has been criticized for
being too informal. As elicited knowledge is often translated directly
into code, there is no complete and explicit statement of the
knowledge encapsulated in the system (Watson, 1989). This can make
both re-implementation and updating cumbersome, and seriously distort
the elicitation process, since the development tools usually imposes a
pre-determined format which the elicited knowledge must fit in
(Slatter, 1987).

For this reason, a number of more formal approaches have been
proposed for the process of analysing the knowledge elicited from
experts. These can be divided into two main groups. The first one
consists of analysing the elicited knowledge on paper before it is

implemented, using a representation formalism that is independent from
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the implementation language. Such formalism is wusually known as
intermediate representation, because it can be situated between the
form in which the expert’s knowledge is expressed and the implemented
code. The second group involves the use of automated tools

specifically designed for the analysis of the elicited knowledge.

The practice of using paper models has been strongly recommended by
the literature (Alexander et al., 1986; Wielinga & Breuker, 1986;
Slatter, 1987; Young, 1989; Davies & Hakiel, 1988). However, this
approach has also been criticized for not providing rigorous
methodologies, and for still having inadequate representational

formalisms (Watson, 1989).

The development of automated knowledge analysis tools emerged

because of the intricacy of constructing an intermediate
representation of domain knowledge, and the subsequent problems in
implementing the model. KADS (Breuker & Wielinga, 1989) and KEATS
(Motta et al., 1989) are among such tools. This approach has also a
number of limitations, since each of the tools available has at least
one of the following drawbacks: (i) it is 1limited to a single
knowledge elicitation technique; (ii) it does not produce
implementation; (iii) it imposes a problem solving strategy onto the
model; or (iv) it is not fully independent of the resulting
implementation (Watson, 1989). Neither of these tools are commercially

available at the present moment.

5.2.2 Proposed methodology

The development of this knowledge engineering project had an
exploratory character. At the beginning of the study, the availability
of expertise in the industry was not known, neither existed any
experts committed to providing expertise. Furthermore, the development
of the application had to start without having a formal system
specification. The only guidelines available at that stage of the

research were those established in Chapter 3.

This suggested that developing an early prototype was a
appropriate, since it could be used for assessing whether the system
was feasible, and, at the same time, be employed as an instrument for

communicating the objectives of this study.

However, considering the limitations of the early prototyping
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approach, the decision was made to proceed the analysis of the
elicited knowledge using an intermediate representation paper model,
simultaneously to the development of the prototype. The intention was
not to construct a formal and complete paper model of the expertise,

but, instead, to use a variety of schemes that could be useful for

storing, structuring, and analysing subsets of the domain knowledge.

The general structure of the knowledge acquisition process proposed
for this research is presented in Figure 5.1. Knowledge elicitation
results in transcripts that are analysed and represented using an
intermediate representation formalism, which is independent from the
implementation language. The resulting paper model is further refined

during the interviews. The prototype is implemented in an iterative
way: it is submitted directly to the criticism of the expert a few

times before its completion.

Knowledge
clicitation
4 =
Transcripts
— J
Knowledge
analysis
4 3
Paper model
- S
Knowledge
implementation

-
Application ]————
.,

Figure 5.1: The knowledge acquisition process

5.3 Conceptual stage
5.3.1 Investigating the availability of expertise

The first step of the conceptual stage was to investigate the
availability of expertise in the construction industry, and to

identify a number of experts willing to contribute in this research
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project.

Research in the field of knowledge engineering has indicated that,
in certain cases, eliciting knowledge from a diverse collection of
human experts is more adequate than modelling the expertise from a
single expert. Mittal & Dym (1985) and Basden (1990) pointed out for
the fact that, in complex and varied domains, experts are often

knowledgeable only about a small subset of tasks in the domain, and

that many different kinds of expertise may co-exist in what appears to

be a single domain of expertise. At a more theoretical level, the
operational model on the notion of human expertise proposed by Gaines

(1987) corroborated the importance of considering groups of experte in

the development of knowledge based systems. He claimed that the basic

cognitive system that should be considered in knowledge engineering is

the social organization, rather than the individual.

Using a multiple expert approach to knowledge engineering is based
on the assumption that a common body of knowledge exists in the
domain. One of the limitations of such an approach is that it is not
feasible in domains where there is very little agreement amongst
experts. Obviously, some kind of disagreement is bound to occur in
most domains. According to De La Garza et al. (1988) and Basden
(1990), the contradictions and conflicts that may turn up when
eliciting knowledge from multiple experts are, in fact, beneficial to
the process of modelling expertise, since such difficulties indicate

areas for further research.

Construction planning seems to be one of such complex and varied
domains, which are more suitable to a multiple expert approach.
Construction projects tend to be very complex, the number of
alternative components and techniques is very large, and each single
project is usually affected by unique design solutions and site
conditions. Each expert is bound to have experienced only a limited
range of project conditions and construction technologies. Even for a
specific type of project, knowledge about construction planning is
likely to be found diffusely spread amongst several different experts
(De La Garza et al., 1988).

The existence of a common body of knowledge in the construction
industry has been accepted by several authors, and, more recently,

confirmed by some knowledge engineering controlled experiments.
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Construction was described by Birrel (1980) as a process made up of a
finite set of tasks, chosen from an existing feasible set of tasks
carried out by the industry as whole. Beeston (1987) claimed that
there is an intense exchange of staff and ideas among contractors
which tends to lead to a common, economical method of planning and

execution for any given design.

The experiment carried out by Gray & Little (1985b) in the UK
indicated that, given no artificial constraints of market or risk,
construction planners generate plans for the production stage in a

very similar way: "they choose a similar number of activities which

are linked together in accordance with a similar logic to produce a

duration which is also similar". One of the main conclusions from the

knowledge engineering experiment carried out by De La Garza et al.
(1988) in the USA was that a common body of knowledge in the
construction field exists, and it can be meaningfully categorized,

structured, and applied within a knowledge based system.

In this particular research, the development of an application that
could encapsulate some of that common body of knowledge seemed to be
a very attractive alternative, since the model to be developed could
be widely used throughout the industry, rather than by an individual

user.

A large number of house building contractors were contacted at the
beginning of the conceptual stage, ranging from small companies to
major house building contractors in the UK. Most small and medium size
companies were not able to provide the expertise needed for this study
because they did not employ any expert in construction planning at
that moment in time. In such companies, planning was usually carried
out in a very informal way by people that had only general knowledge
on the field of construction planning. This initial difficulty in
finding experts confirmed to a certain extent the existence of a
knowledge bottleneck in the field of construction planning, previously

referred in Section 1l.4.

From the companies that had experts in construction planning
available, most were reluctant to participate in this study due to
pressures of work. A few of them also were worried about disclosing

information that was considered as confidential.

Giving the initial difficulty of forming a panel of experts, the
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decision was made to develop a working prototype of the system in a

short period, using the expertise of a single expert. This approach
was expected to give better means to communicate the objective of the
research and to show the potential of expert systems in the field of
construction planning to other possible contributors, who could get

involved in the stage of model building.

5.3.2 Knowledge elicitation techniques

Before the knowledge acquisition exercise started for the
development of the prototype, a review was made on techniques

available for eliciting knowledge from human experts.

Several authors have agreed that the task of eliciting knowledge

from experts is both difficult and time consuming (Buchanan et al.,
1983; Kidd & Welbank, 1984; Burton et al., 1989; De La Garza et al.,
1988) . Knowledge elicitation is often claimed to be a major bottleneck
in the process of building knowledge based systems (Slatter, 1987).
The main difficulties usually found in the knowledge elicitation task

can be summarized as follows:

(1) No scientific framework for knowledge engineering has been
established yet, and present techniques are usually based on
intuition, experience and empirical results, rather than on deep
foundations (Gaines, 1987). They are not particularly robust and often

have limited applicability (Welbank, 1983);

(ii) Experts are usually very busy people, in high demand within
their organizations. They may have other duties that prevent them of
spending an adequate amount of time with the knowledge engineer
(Trimble, 1986);

(iii) Experts may be unenthusiastic towards the development of a
knowledge based system, if they feel threaten by the purpose of the
project (Slatter, 1987);

(iv) It is difficult for an expert to describe knowledge in terms
that are precise, complete and consistent enough for use in a computer

program (Buchanan et al., 1983);

(v) Some knowledge may not be accessible through human experts, not
only because they cannot express it, but also they may not be aware of

its significance to their activity (Gaines, 1987); and
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Several different knowledge elicitation techniques have been used
in knowledge engineering projects, some of them being adapted from the

field of clinical psychology (Gaines, 1987). Since they have already
been widely discussed by the literature (Welbank, 1983; Slatter, 1987;

Stockley, 1987), only a summarized description of the most commonly

used techniques is presented in this thesis, as follows:

(1) Interviews: it is the most familiar, and widely used technique.
Although time consuming, it is relatively easy to perform, and ie able
to elicit quickly much of the knowledge that is explicit to the expert
(Slatter, 1987). It is reckoned to be very useful early on for
eliciting the basic structure of a domain (Welbank, 1983). Its main
disadvantage is that it relies heavily on uncued recalls, something at

which humans are notoriously bad (Welbank, 1983). Consequently, it may

be inefficient for eliciting detailed or inaccessible domain knowledge

(Slatter, 1983);

(ii) Verbal protocols: The expert is required to give a verbal
commentary on what he/she is thinking about whilst working through a
problem. It is more natural to the task situation than interviews, and
permits the inference of knowledge the expert cannot directly
verbalize (Slatter, 1987). One of the main disadvantages of this
technique is the fact that giving a protocol can interfere with the
work of an expert, causing him/her to adopt a more systematic approach
than normal (Stockley, 1987). Moreover, there are indications that
this technique can also be time consuming, and that it retrieves a
substantially smaller amount of information that comparable techniques

(Burton et al., 1989);

(iii) Machine induction: it consists of inputting a large database
of documented examples from the task domain into a system and applying
an inductive algorithm to discover the simplest set of rules which
will generate those examples (Kidd & Welbank, 1984). Its main
advantages include a reduction in the need for a knowledge engineer
and the fact that it accounts for all cases available (Slatter, 1987).
However, extensive trials of such algorithms have revealed some
disconcerting problems, such as: similarly to regression analysis (see
Section 4.5.2), the identified relationships does not necessarily
reflect causal connections (Trimble, 1986); the rules generated may be
unstable, since a single added example can sometimes change some of

the induced rules (Slatter, 1987); rule induction programs still need
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considerable knowledge engineering work, since humane need to supply

constraints (Stockley, 1987);

(iv) Observational studies: similar to verbal protocols, except
that the knowledge elicitation activity does not interfere in the
expert's normal task performance. It can take such forms as videoing
or recording. It helps to overcome preconceived ideas, being
useful for finding out the actual role of the domain experts, and for
drawing attention to the user’s contribution (Slatter, 1987). It is
only effective if the expert makes explicit most decision making

steps, for example, through a conversation with the user, or by

drawing sketches;

(v) Conceptual sorting: this technique basically consists of

obtaining a set of concepts that roughly covers a domain; transferring
each concept to a card; asking the expert to sort cards into several
different groups; and combining these groups to form a hierarchy in an
iterative way. It is suitable for establishing the global structure of
the domain knowledge when a large amount of information has to be

organized in a hierarchical way (Slatter, 1987);

(vi) Goal decomposition: the problem space is represented as a
hierarchy of goals - terminating in the solutions to the problem. The
elicitation exercise is started by randomly entering into the space,
and then moving around it with prepared probes to explore up, down,
and across the hierarchy. The space is drawn gradually on a piece of
paper, in front of the expert (Burton et al, 1989). This technique
seems to be suitable for what Fenves (1987) described as a derivation
or interpretative kind of problem, in which a number of possible
solutions and the conditions under which they are acceptable are

previously established;

(vii) Introspection: the expert gives an account of how he/she
would solve an imaginary, but typical case (Wielinga & Breuker, 1985).
It can be performed considering a number of constraints, such as
limited information available, or limited time (De La Garza et al.,
1988); or focusing on only one small aspect of the job at a time,
rather than considering the full analysis of a situation (Stockley,
1987); and

(viii) sStep listing: the expert is asked to list in a piece of

paper all the steps that are relevant for performing a task, not
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necessarily in the order they are executed (Cooke & McDonald, 1986).
This technique is very useful for eliciting typical sequences of

events.

This list is not exhaustive and some of the techniques have

variations. They differ in their effectiveness at eliciting different
types of knowledge (Slatter, 1987; Cooke & McDonald, 1986), and at

eliciting knowledge from different types of experts (Burton et al.,
1989). Kidd & Welbank (1984) and Stockley (1987) suggested that the
most adequate approach can be obtained by using as many of the
different techniques available as possible in a carefully tuned

combination.

In this particular research, interviewing was the only technique
chosen for the conceptual stage, because the aim of this phase was
seimply to identify the general structure of the domain knowledge, on
which the development of the prototype could be based. The application
of other elicitation techniques was 1left to the stage of model
building, when more information about the characteristics of the
domain knowledge, and about the experts involved in the study could be

obtained.

5.3.3 The development of the prototype

5.3.3.1 Knowledge elicitation

The company involved in the development of the prototype (named
Contractor A in this study) was a major contractor in the UK, which
had carried out several different kinds of building and civil
engineering projects in most parts of the country. The expert who
provided the expertise was the chief planning engineer of this company
in the North West Region. He had planned several house building
projects in recent years, all of them carried out on a contract basis,

either for local authorities or for housing associations.

One of the main constraints of the knowledge elicitation process
was the limited amount of time that the expert could devote to the
study. The literature on knowledge elicitation has suggested that
working through examples is a very useful strategy for improving the
effectiveness of interviews, since it provides cues for the expert to

remember all the relevant information (Kidd & Welbank, 1984).
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For that reason, the expert was asked to provide some information

related to a number of past projects, which could provide beforehand

some information about the way the planning task was carried out, and

also be used as a basis for the discussions.

Information about nine historical cases was supplied by the
contractor. It included the construction plan, some architectural
plans, a description of the site, and the main contract conditions,
for each project, This information was used for pre-establishing some

structure in the elicitation interviews, which made possible to use

the expert’s time in a relatively efficient way,

Simultaneously to the knowledge elicitation process, a literature

review on the field of low rise house building technology, and

productivity studies (which has been summarized in Chapter 4) was
carried out. The objective of such review was to clarify some of the
concepts used in the model as well as to consider some of the findings

of scientific studies up to date in its development.

The interviews initially indicated that the expert relied heavily
on a small number of rules-of-thumb for planning house building
projects. He was able to produce a number of simple rules-of-thumb
very quickly, such as: "after carrying out a lot of jobs, we know that
the time to the first handover from the start of foundations is within

a week or two more or less than twenty six weeks ...".

Such heuristic rules were not considered suitable for the model.
The aim was to elicit knowledge beyond shallow rules-of-thumb,
uncovering the underlying knowledge that is summarized by those rules.
Attarwala & Basden (1985) and Berry & Broadbent (1986) identified
several benefits that this approach can bring to knowledge engineering
projects: (i) agreement amongst experts about the causality of a
domain is more 1likely than about rules-of-thumb; (ii) explanations
tend to be more useful; (iii) knowledge from the domain literature can
be incorporated into the system; and (iv) the completeness of the

knowledge base can be more easily checked.

Using a causal approach does not imply that the knowledge has to be
elicited up to a very elemental level, such as to the level of Physics
and Chemistry principles. According to Attarwala & Basden (1985), that
would not be possible in most domains, because the detailed causality

is not known. Those authors pointed out that the level of detail to be
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reached in the elicitation process is usually limited by the knowledge
available, by the purpose of the system, and by the kind of

explanation demanded by the user.

Following the recommendation of Attarwala & Basden (1985), the
practice of posing the questions "Why?", "What else?", and "When not?"
to the expert was systematically adopted during the interviews. Such
questions were useful for identifying cause-effect relationships
between concepts, as well as to separate out different categories of

knowledge (this will be discussed later in this chapter).

Five interviews proved to be enough for eliciting the knowledge
needed for building a simple working prototype, each of them lasting

for approximately one and a half hour. The interviews were all tape

recorded, and later transcribed.

5.3.3.2 Software tool used

The choice of an adequate shell for implementing the prototype
could not be based on detailed attributes of the domain knowledge,
since very little knowledge had been elicited up to that time. For
that reason, such decision was made considering a number of more

general criteria. These were:

(1) Low cost: the shell could not be expensive, because it would

not necessarily be the tool used for implementing the full system;

(ii) Easy to use: the time necessary to learn how to use it had to

be relatively short, due to the time scale of the research;

(iii) good facilities for handling numerical information: this
feature was required, because the task of construction planning
usually involves a considerable amount of calculations (e.g. areas,

gang sizes, activity durations, etc.);

(iv) Good interface capabilities: this was necessary for developing

an attractive interface to the user; and

(v) Interfaces to external files: it could be useful to be able to
use and update information handled by widely used conventional

software packages, such as databases and spreadsheets.

Crystal was the shell chosen for developing the prototype, because

it generally satisfied the above criteria. This shell can be briefly
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described as a deterministic, backward chaining rule based tool, which
employs propositional logic as the basic knowledge representation
scheme. The main advantages and limitations of this shell will be
discussed in more detailed in Sections 5.5.1 and 5.5.2.

5.3.3.3 Knowledge analysis and implementation

The knowledge contained in the transcripts from the interviews was
analysed and represented as a paper model, using a wide range of
formalisms. Inference nets, tables, lists of steps, precedence
diagrams, English written rules were the main intermediate

representation schemes employed. Some examples of such schemes will be

used in Chapter 6 for describing the model of construction planner’s

expertise.

The prototype was implemented in stages, rather than after the
completion of the paper model, because of the limited time scale of
this study. Generally, implementation took place whenever a coherent

subset of knowledge was identified.

The paper model worked as a record of the elicited knowledge, which
was independent of Crystal’s knowledge representation scheme, acting
as a quick way of communicating the knowledge elicited so far to the
expert, so that he could check it before it was implemented into the

machine.

During the conceptual stage, the paper model was kept relatively
complete and updated. The aim was to used it as a source for re-
implementing the application into another software tool at a later
stage, if that was necessary, without having to repeat much of the

elicitation procedure.

At the end of the conceptual stage, a general idea about the way
in which the knowledge is structured in this domain was obtained. This
led to the establishment of a more detailed specification for the
development of the application, which is presented in Section 5.4.
Also, it made possible to establish some more detailed criteria for
selecting the shell used in the implementation of the full system. The
choice of the shell is discussed in Section 5.5.
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5.4 A more detailed specification of the system

5.4,1 Task model

The first requirement for defining a knowledge engineering

application is to model the task that the system will have to perform
(Breuker & Wielinga, 1989).

The role of construction planning in the organizational structure
of the company was coherent with the description of planning as a
multi-stage process, presented in Section 2.3.3. For most projects,
planning the construction stage was performed at two distinct levels,

as it is shown in Figure 5.2.

At a higher level, a general plan of methods which integrates the
entire project is produced by specialist construction planners, who
are based in the main office of the company. The plans produced are
normally used for establishing a number of key dates related to the
production stage as well as for checking the content of a number of
critical resources. These plans are not very detailed, being mainly
used for feasibility studies, tendering purposes, and as a contractual
instrument. They are also employed by planning experts for monitoring
the construction process in a broad basis. Such feedback consists of
monitoring only a small number of variables that are considered to be

of crucial importance for the progress on site.

i TAGTOAL oA,
: — PLANNING
Medium & (planning experts) CONTRACT
long term GUIDELINES TO SITE
(feedback) (general guide)
¥
Detailed OPERATIONAL
Informal ——— PLANNING PRODUCTION
Short term (site management)

Figure 5.2: Levels of construction planning
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At a lower level, very informal plans are produced by personal
involved in the site management on a short term basis, usually daily
or weekly. Generally, site managers and sub-contractors use the
general plan produced in the main office as a framework in which they

have to fit their short term decisions.

The lower level was named operational level, since it is closely
related to the execution of the job. The higher level plans were
designated tactical plans, since they are situated between the
operational and the strategic planning level, which is generally

related to top level management.

The task chosen to be investigated was to plan construction at a

tactical level. Modelling the expertise of construction planning at an

operational level would imply eliciting a huge amount of very detailed
knowledge from a much larger number of people, such as site managers,
foremen, sub-contractors, etc., which could not be performed within

the resources and time scale available for this study.

The task of planning construction at a tactical level can be
divided in two main groups of sub-tasks: establishing default data,
and generating a plan. The need for default data occurs because the
expert usually has to generate plans without having a complete set of
information about the project: the design is often incomplete, and
there is usually a lot of uncertainty related to the site conditions
and availability of resources. In extreme situations, such as in
feasibility studies, only a general description of the job is
available. In that case, the expert has to assume typical values for
several aspects of the job, which have been learnt through the

experience of planning a large number of similar jobs.

The strategy adopted by the expert for generating plans was
consistent with some research studies that have analysed planning
procedures in construction companies, previously referred in Chapter 2
(Birrel, 1980; Laufer & Tucker, 1987). Although some elements of CPM
were found in the experts’ decision making process, his planning
strategy was not characterized by the bottom-up approach that is the
essence of network techniques. The experts’ crucial decisions were not
primarily concerned with accurate duration estimates and resource
allocations for individual tasks. They involved rather more aggregate
agspects of the job, such as defining a breakdown of locations,

sequencing the work through these locations, establishing the pace of
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work, and estimating the maximum amount of a number of key resources
for the whole job. This confirmed that it was not convenient to use
CPM based planning techniques as a starting point for constructing the

model.

The main sub-tasks involved in the generation a construction plan
are: (i) to choose a sequence of work places; (ii) to divide the job
into activities; (iii) to establish the pace of work for the main
construction stages; (iv) to define a profile of activity starts; and
(v) to make final adjustments in the plan, such as to adapt the plan
to a calendar, to establish stage buffers, and to eliminate minor
inconsistencies in the plan. Each one of them can be further divided

into a number of more detailed operations (see Chapter 6). For most

real projects, these major sub-tasks are not performed sequentially:

they usually overlap, and a number of loops may occur.

5.4.2 Role of the application

Another important aspect of the application that must be included
into a general specification is the way in which the user and the
system will co-operate, i.e. the definition of the sub-tasks that will
be assigned to the system and the ones which will be left to the user
(Breuker & Wielinga, 1989).

The reasons for constructing a decision support system rather than
an autonomous problem solver type of system have already been
discussed in Section 3.5.15. The aim is to develop an application that
encapsulates the expertise necessary to perform a number of planning
sub-tasks, specially those that are repetitive or time-consuming.
Then, the role of the experts in the task can be reduced to the sub-

tasks which essentially require human decisions.

The interviews conducted during the conceptual stage indicated that
the expert often does not have enough time to generate plans as
detailed and as consistent as he would like them to be. Therefore,
there is scope not only for automating some of the work that is
performed by the expert manually, but also for increasing the
consistency and completeness of the planning process, by improving the

way in which some of the sub-tasks are performed.

One requirement that seems to be essential is to make the system

flexible enough in terms of coping with different levels of expertise,
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otherwise it cannot be employed by a wide range of users in the
industry. The way chosen to create this flexibility was to design a
system capable of proposing solutions for most aspects of a
construction plan, even if such decisions are not founded in very deep
reasoning, giving an adequate justification for each proposition. The
user will then bring his/her own reasoning to the problem by being
given the option to alter or confirm the values proposed by the

system.

From the five major sub-tasks listed in Section 5.4.1, only the
first one - the choice of the sequence of work places - was considered

to be entirely unsuitable to be performed by the system. In order to

carry out such sub-task, the system would have to be interfaced to a

CAD aystem, through which a good description of the site, and the
location of the houses could be input, and transformed into a numeric
form. The development of such a sophisticated facility was not
considered feasible in this research, due to the limited resources
available. In this particular sub-task, the role of the system had to
be restricted to providing some guidelines to the user on how to

establish a convenient sequence of work.

5.4.3 Types of knowledge

The division of the domain knowledge into different categories have
been recognized as beneficial to the process of knowledge elicitation,
because it increases the possibility of re-using domain knowledge, and
of identifying problem solving strategies that are common to certain
types of problems (Wielinga & Breuker, 1986). Most methodologies for
knowledge analysis have been based on some kind of classification of

knowledge.

Several different classifications for types of knowledge have been
proposed in the literature, but no agreement about terminology has
emerged yet (Wielinga & Schreiber, 1989). In fact, there are
indications that the distinctions between categories of knowledge are

far from rigid (Alexander et al., 1986).

The most common distinction is between declarative knowledge and
procedural knowledge (Hoc, 1988, Watson et al., 1989). Declarative
knowledge bears on facts, is static, consisting of domain concepts,

their attributes, and relationships (Hoc, 1988), while procedural
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knowledge refers to the execution of operations involving those

concepts (Watson et al., 1989).

Another common distinction is between knowledge that define
operations to be performed, and knowledge that guide the selection of
those operations. Alexander et al. (1986) called the first as dynamic
knowledge and the second as epistemic knowledge. A similar

differentiation was used by Breuker & Wielinga (1989).

Considering that no rigorous intermediate representation formalism

was used in this research for constructing the paper model, there was

no need to define categories of knowledge up to a very fine level of

detail. For this reason, the knowledge elicited from the expert was
simply divided in three categories: declarative knowledge, inferential
knowledge, and task knowledge.

Declarative knowledge corresponds to the physical objects of the
domain, and their inherent properties and relationships. Inferential
knowledge includes all operations that manipulate those objects
directly. Task knowledge also involves operations, but at a more
strategic level, being concerned with the problem solving strategies

adopted by the expert.

5.4.4 Context knowledge

The development of the prototype indicated that it was also
convenient to identify that knowledge which is 1likely to change
quickly and that which remains fairly stable.

The reason for this distinction was that a number of rules and
parameters used by the expert were only valid if applied under a
certain context. They were affected by a combination of intangible
factors, such as company policy, market situation, site location, or
personal preferences of people involved in construction planning. The
deep reasoning behind the combined influence of such factors did not
seem to be worthwhile to investigate, since it involved a great deal

of wide ranging information.

From the practical point of view, the main objective of such
division was to develop a facility in the system where context related
rules and parameters can be easily checked and updated. Such facility
aimed at allowing the system to be fine tuned, according to the

context in which the user is currently operating. A similar approach
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was taken in the development of the knowledge based system Elsie

(Brandon et al., 1988).

5.4.5 Outputs of the system

The aim was to design a system that is able to produce a set
outputs similar to the ones generated by the expert. The most common
kinds of outputs generated by the expert were: a general programme for
the whole construction ztage, schedules of a number of key resources,

and a site plan where the sequence of construction is indicated.

The general construction programme produced by the expert for one
of the historical cases analysed during the development of the

prototype is presented in Figure 5.3. It consists of a matrix of
numbers complemented by a Gantt bar chart. The job is usually divided
into six stages. Gantt bar charts were used for describing the first
and the sixth stages, named "site preparation" and "landscaping"
respectively. These stages involved activities that cannot usually be
associated to individual houses. In the stages two to six, named
"foundations", "shell/roofing"”, "first fix/plaster", and "second
fix/finals", each activity was scheduled by allocating the number of

houses handed over each week.

The expert does not use any kind of probabilistic calculation for
generating plans. The way in which he copes with the uncertainty
consists of keeping the plans at a low level of detail, which gives a
high degree of flexibility for the short term decisions that have to
be made by site management. For instance, the contract duration is
usually divided in weeks, despite of the fact that several activities
have a duration much shorter than such a period. Also, many activities
are not depicted up to the level of work package, as defined in
Section 2.3.3, but consist of highly aggregate groups of tasks,

sometimes involving more than one trade.

Therefore, there seemed to be no need for significantly increasing
the level of detail adopted for the general construction programme,
since such level is a consequence of the uncertainty involved, as well
as it is intended to give some degree of flexibility to the site

management.
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ITEM

WD~ e N -

10
"
12
13
14

15

18

17
18
19
20
21

23
24

25
26
27
28

30

31
32
33
34
35
a8
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54

55
57
58
59
60

62
63

WEEK No. 1111111111222222222233333333334444444444555555
1234567890123456789012345678901234567890123456789012345

DESCRIPTION

SITE PREPARATION

Set up site/hoarding -

Out & fi11 preparation for vibro oy
Vibro-compaction p—

Main drainage -—
Excavate roads o~

Road gullies -
Stone to sub-base e
Kerb race & channels [
Road base & base course o

FOUNDATIONS

Excavate & concrete footings
Brickwork to foundations
Internal drainage & services
Concrete slabs

House drainage

22 222223333333332222222
22222223333333332222222
22222223333333332222222
22222223333333332222222
22222223333333332222222

SHELL/ROOFING
Brickwork 1st 1ift

Erect scaffold

1st floor joists

Brickwork 2nd 1ift

Roof carcassing

SVP & RWP gutters & flashings
Felt batten & flashing

Strip scaffold

Fix windows

Qlazing externals

FIRST FIX/PLASTER
Plumbing & heating 1st fix
Joiner 1st fix
Electrician & TV 1st fix

22222222233333333322222

22222222233333333322222

22222222233333333322222
22222222233333333322222

22222222233333333322222

22222222233333333322222
22222222233333333322222
2222222333333333332222
2222222333333333332222
2222222333333333332222

22222222233333333322222
22222222233333333322222
22222222233333333322222

Plate ceiling 2222222223333333332222 2
Paramount & stud partitions 2222222223333333332222 2

Plaster backing coat 222222222333333333222 22

SECOND FIX/FINALS

Joiner 2nd fix 22222222222333333333 222
Plaster skim 22222222222333333333 222

Front & back doors 2222222222233333333 3222
Electric & gas cupboards 2222222222233333333 3222
Plumber 2nd fix 2222222222233333333 3222
Electrician 2nd fix 2222222222233333333 3222

Gas services 2222222222233333333 3222
Electric services 2222222222233333333 3222
wWater services 2222222222233333333 3222

Gas meters 222222222223333333 33222
Electric meters 222222222223333333 33222
Kitchen units 222222222223333333 33222
Heating test & comission 22222222222333333 333222
Loft insulation 22222222222333333 333222
Porch roof 22222222222333333 333222
Artex 2222222222233333 3333222
Joiner final fix 2222222222233333 3333222
Wall tiler 2222222222233333 3333222
Prepare for painter 2222222222233333 3333222
Painter 222222222223333 33333222
Floor tiler 22222222222333 333333222
Ironmongery 22222222222333 333333222
Clean out & C.0.W. notes 22222222222333 333333222
Handover 2222222222233 3333333222
LANDSCAPE

wWater mains —

Gas mains —

Electric mains —

British Telecom =

Street lighting & TV -

Top soil R STV e SUSEWAD
Fencing & boundary N SN A Ty
Kerbs g,
Paving to footpaths EETe——
Brick paving e — . T

Wearing course

Figure 5.3: Example of construction programme generated by the expert



5.4.6 Inputs of the system

The house building projects that were object of this study consist
of housing estates with between 20 and 150 residential units. These

units are usually detached, semi-detached, and terraced houses, or,
more rarely, flats and maisonettes. The job includes not only the
construction of houses, but also site preparation (demolitions,
excavation to reduced level, drainage, road construction, etc.),

construction of service mains, and landscaping.

The knowledge acquisition process indicated that the expert is
capable of generating construction plans even at the early stages of
the project, when very little information about the job is available.
This confirms to some extent the results of the study carried out by
Gray & Little (1985b), in which experts in construction planning were

reported to generate plans using only a small number of basic

characteristics of the job.

In general terms, the information that an expert needs about each
project consists of: (i) some general contract conditicons; (ii) the
availability of a number of critical resources for the job; (iii) the
main design dimensions; (iv) a general description of the site; and

(v) the specification of a number of key components.

The main requirement of the system in terms of input is the ability
to cope with missing information, so that it can be used in the early
stages of a construction project. Also, the system must be able to use
detailed information about the design and the site, if that is
available. On the other hand, there must be a limit in the amount of
questions that the user is required to answer: the expert that is
using the system must not be asked to collect more information than
he/she is used to do. Otherwise, he/she may loose interest in using

the system.

5.4.7 Man-machine interface

Several authors have pointed out that a good man-machine interface
is an essential requirement for the effectiveness and acceptability of
a knowledge based system (Kidd & Cooper, 1985; Cleal & Heaton, 1988).
A study carried out by Berry & Broadbent (1986) suggested that poor
man-machine interface is one of the most common reasons behind the

fact that very few knowledge based systems have actually made it to
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everyday field use.

In this particular research, a good man-machine interface was an
important requirement not only for the final form of the application,
but also during the development stage, since early versions of the
system were often submitted to the criticism of the experts, as part

of the knowledge acquisition process.

Considering the evident importance of the human-computer
interaction for the success of the research, a number of guidelines
were established for the development of the system’s man-machine

interface, as presented below:

(i) Jones (1978) recommended that man-computer dialogue should be

preferably modelled on concepts that the user has already experienced.
This implies that problems must be divided into components which bear
some resemblance to the users’ understanding of the task, and the

technical language used must be as familiar as possible to the user;

(ii) Some concepts may have different meanings according to the
context in which they are inserted. Consequently, the meaning of all
model variables must be very clearly explained to the user, specially

when there are imprecise concepts involved;

(iii) The user cannot be expected to use the system without making
typing mistakes. The system must have some safeguards which prevent

the user from paying an excessive penalty for making a mistake;

(iv) It is desirable to develop a man-machine interface in which
the user is able to have some control over the interaction to the
system, rather than being submitted to a rigid consultation with an
exhaustive set of yes/no or menu style questions initiated by the
system. This tends to make a system usable for a wider range of users
(Berry & Broadbent, 1986). While the less experienced users usually
prefer to be led by the machine, and to make the most of the
explanation facilities, the more experienced ones are likely to prefer

a more flexible interaction with the system;

(v) There is an almost unanimous agreement among several authors
that it is very important for knowledge based systems to have good
explanation facilities (Kidd & Cooper, 1985; Berry & Broadbent, 1986;
Cleal & Heaton, 1988). Such facilities assure the more expert users

that the system’s knowledge and reasoning process are appropriate, and
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instruct the less expert users by uncovering some knowledge

encapsulated in the system.

(vi) The user must feel visually motivated while using the system.
This can be achieved by several different means, such as by designing
screens that look attractive, by not imposing a very long time between
the system’s responses, or by keeping the user informed about what the

system is presently doing (Jones, 1978).

Such guidelines were actually regarded as some ideal targets to be
aimed at, since the extent to which they could be applied was
obviously restricted by the software and hardware employed, as well as

by the limited resources available for this research study.

8.8 cholce of the shell

5.5.1 Crystal

The main advantages of using Crystal for developing the prototype

can be summarized as follows:

(i) Crystal is very easy to use. Learning how to use it takes a
very short time, since there is a very good documentation and no
knowledge of computing or formal training is required. It is entirely
menu driven, and the knowledge base can be quite readable if the

application is of a small scale;

(ii) Unlike most other commercial shells available at that time,
Crystal has a wide range of commands and functions for handling

numeric variables;

(iii) cCrystal has very powerful interfaces with other software
packages, such as Lotus 123 and DBASE III. This feature gives the
posesibility of using the facilities provided by such packages for
storing and accessing some of the information used in the knowledge

base; and
(iv) The facilities available for generating screens are relatively
good, which makes possible to develop a good interface to the user.
5.5.2 Selection criteria

Once the general structure of knowledge was identified, it became

possible to assess the requirements of the system in terms of software
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tool. The very simplicity that made Crystal so attractive for

developing the prototype in a short period, also restricted its
utility for developing the full system. The main limitations of

Crystal for the implementation of this particular application were:

(1) The only form of knowledge representation available in Crystal
are production rules, which are inadequate for defining terme and
describing objects and static relationships (Fikes & Kehler, 1985).
Much of the domain knowledge elicited so far turned out to be
essentially declarative. For instance, it was necessary to describe a
building in a hierarchical way, dividing them into a number of
elements at several different levels of detail. Also, it was necessary
to create a library of activities, in which each one of them had to be
linked to several attributes, such as durations, man-hour
requirements, dependencies, etc. Frame based systems have much more
expressive power for structuring this category of knowledge.

Production rules tend to become excessively verbose in the absence of

classes of objects and sets of attribute descriptions;

(ii) Some sub-tasks involved a large number of calculations.
Crystal does not provide any facility for writing any conventional
sub-routines separately from the production rules, and the interface
for writing external programs is relatively difficult to use. During
the development of the prototype, such calculatione had to be mixed
with statements in production rules, which reduced the clarity of the

knowledge base;

(iii) The development of the prototype indicated that a very large
number of rules would be needed for the full system. In rule based
systems, as the knowledge based grows, it becomes more difficult to
understand the interactions among the rules, to debug them, and to
control their behaviour (Fikes & Kehler, 1985). Crystal does not
provide any formalism that enables the rules from a very large

knowledge base to be organized into small, manageable modules;

(iv) The rule language available in Crystal uses propositional
logic, rather than predicate logic, which means that it is not
possible to reason about items within propositions (Allwood et al.,
1985). This may lead to a large number of rules having to be written
for relatively simple steps of reasoning;

(v) The control strategy in Crystal is established by a rigid
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decision tree, in which a static list of goals has to be pre-
established by the knowledge engineer. It means that decisions about
knowledge representation and control strategy have to be made

simultaneously. Other shells provide separate facilities for

establishing a number of alternative control structures, which makes
easier the task of knowledge implementation. More importantly, there
is a possibility, in such shells, of devising very flexible ways of
using the knowledge base during consultation, making the system appear

more intelligent to the user (Allwood et al., 1985);

(vi) Crystal’s inference control mechanism does not provide real

opportunistic forward chaining, which makes the use of rules

relatively inefficient;

(vii) Cryetal does not provide any powerful facility for

approximate reasoning. Although reasoning under uncertainty was not
considered to be an essential feature of the application at that
stage, the availability of facilities for handling uncertainty seemed
to be an attractive option, since it could provide a valuable

upgrading route for the system;

(viii) The runtime facilities provided by Crystal are relatively
limited. There are not any built-in facilities that give the user the
opportunity of volunteering information, stepping back a question or

making what-if questions;

(ix) The size of a knowledge base in Crystal is limited by the
amount of memory available. Consequently, any large application has to

be divided into several independent knowledge bases;

The subsequent upgrades of Crystal indicated that the policy
adopted by its developers has not been to increase the expressive
power of its knowledge representation structure, or the flexibility of
its inference control mechanism. The emphasis has been to improve it
as a general purpose tool, which could be used as an alternative to

conventional programming languages.

Giving the limitations of Crystal, other commercial shells
available in the market were considered for the development of the
application. A set of criteria was established for comparing a number
of such tools, including the following items: adequacy of the

knowledge representation structures, flexibility of the inference
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control mechanism, availability of facilities for writing procedural
routines, availability of facilities for handling uncertainty,
readability of the knowledge base, quality of the development
environment, availability of run-time facilities, quality of the
interface to other software packages, speed, hardware requirements,

and cost.

Four shells were considered for the development of the application:
Xi Plus, Savoir, Leonardo, and Goldworks. Each one roughly represents
a different category of shells available for micro-computers at that

time, in the British market. Shells not marketed in this country were

not considered, because of the possible lack of technical support.

5.5.3 General description of shells

5.5.3.1 xi Plus

Xi Plus represents a category of rule based shells, written in
PROLOG, which are suitable for small to medium size knowledge
engineering projects. A large emphasis is given to the readability of
the knowledge base: the rules usually have an English-like syntax. The
rule language is based on predicate logic, either using the default
predicates provided by the shell - "is" and "includes" - or using a
limited range of predicates that can be defined by the knowledge
engineer. A small number of more sophisticated knowledge structures,

such as "is-a" hierarchies is also provided to supplement the rules.

The inference control mechanism is relatively flexible, using
demons for introducing forward chaining, and an agenda for
establishing the order of sub-goals. Unlike the other three shells, no

mechanism for approximate reasoning is provided in Xi Plus.

5.5.3.2 Savoir

Savoir is a rule based shell, written in PASCAL, which encourages
the developer of the application to regard the knowledge base as a
network. Besides rules, Saveoir also uses templates that can be
considered as primitive types of frames: each variable or question
used in the knowledge base has an associated number of qualifications,
such as standard messages, format, range of allowed values, formulae

for calculation, etc.

One of the main strengths of this shell is the variety of
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facilities available for approximate reasoning: Bayesian operators,
extended Boolean logic, and fuzzy logic operators. Also, very flexible
inference control strategies can be built in Savoir: there is no
default inference strategy, and the inference is controlled by a
mechanism called "action", which instructs the system to investigate

distinct goals at different times.

Knowledge bases have to be prepared in a text file using a
conventional word processor and h