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Conclusions

 Reinforcement learning can be applied to learn how 

to operate a process simulation model.

 The agent was able to learn how to start-up a 

process and reach target conditions.

 High number of simulations are required in the 

learning process, leading to long computation time. 

This can be overcome by parallelising the learning 

process.

 We are working towards optimizing the learning and 

more complex models

Challenge in process industry – From 

laboratory to production scale
Scaling up new processes is expensive. There is an

exponential cost increase at each scale-up phase. Thus, the

risks for investors get higher and projects might get cancelled.

At the same time, there is a demand for new and innovative

products. Proper fault management is crucial in the scale-up

phase and lowers the risks whilst increasing safety and

avoiding downtime.

AI Operator – The key idea
AI is a key element in Industry 5.0, enabled by plant

digitalization. AI has novel potential as a design and operation

support tool and in handling fault situations on plant level. The

key idea in AI Operator concept is to perform exhaustive

simulations to learn how to act. The AI Operator tries to learn

how to control a simulation model of a process under normal

and fault conditions. The results indicate whether the plant

design is sound or not. If the AI Operator is not able to learn, it

might indicate that there is a design flaw, which can be fixed

already in the design phase. The AI Operator makes use of an

AI method called reinforcement learning.
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Case study – Applying reinforcement learning

to learn how to operate a process

Water tank process shown in Figure 2 was modelled in Apros®.

• The AI Operator used the Q-learning algorithm to learn 

how to process this plant.

• Rewards for all state-action pairs are stored in master Q-

table, which is updated by multiple agent-

environment pairs to speed up learning.

• The target was to start the process from shutdown 

conditions and get the liquid level to 3m and outlet mass 

flow to 40 kg/s.

• The Operator can adjust the pump and all four valves.

The AI Operator was allowed to change the valve positions and

turned the pump on or off three times – in the beginning, after 1

minute and after 2 minutes of simulation. It learned a good way

to start-up the process in 20 000 trials. This took ~2.5 days of

wall time on a single computer.

Reinforcement learning – Adaptive agent
Reinforcement learning is a computational goal-oriented

method for learning how to act in an environment. The method

includes one or multiple learning agents. In the beginning, the

agent does not know anything about the environment, but it has

ways to observe its state. The agent also has the possibility of

carrying out actions that has an impact on the environment’s

state. By giving the agent a goal in form of a reward function, it

can evaluate and learn by trial-and-error which actions were

good, i.e. lead to a state that maximize the reward function. [1]

In order to find a good solution and achieve a high reward, the

agent needs to be able to explore how different actions change

the environment, but also to exploit the knowledge from

previous trials. [1]
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Figure 1. Costs in process scale-up from laboratory to full scale production 

increase at each phase.

Benefits
• Scaling up new processes is faster.

• Development projects are not cancelled due to risks and

uncertainty.

• A plant simulation model is built usually in the design phase,

so the additional cost of training an AI Operator is small.

• The insight gained from the AI Operator is invaluable – The

AI Operator offers early safety assessment and confidence to

the current plant design before scaling up.

[1] Sutton R. & Barto A, 2018. Reinforcement learning – An introduction. 2nd edition. MIT Press, Cambridge, 

Massachusetts, London, England. ISBN: 978-0-262-19398-6.

Figure 3. Water tank process model used in the case study.

Figure 2. The agent does actions in reinforcement learning to affect the 

environment. The resulting state of the environment specifies the reward. 


