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Variable Abstraction and Approximations in Supervisory Coh8ynthesis

Marcelo TeixeirdA ~ Robi Malik>  Jo# E. R. Cury Max. H. de Queiroz

Abstract— This paper proposes a method to simplify Ex- Variable abstraction has been used for safety properties
tended Finite-state Automata (EFA) in such a way the least in synthesis [11], but this method does not preserve least
restrictive controllable supervisor is preserved. The method is restrictiveness of supervisors. The solution proposedis t

based on variable abstraction, which involves the identification . . . . .
and removal of irrelevant variables from a model. Variable PaPE€r 1S inspired by the idea approximations{12], [13],

abstraction preserves controllability, and the paper shows how Which make it possible to determine that the supervisor
approximations can be used to ascertain least restrictiveness of synthesised for an abstracted model is least restrictive.
the synthesis result. The approach has the modelling benefits  This paper is structured as follows. Section Il introduces
of Extended Finite-state Automata, leads to optimal control pytended Finite-state Automata in the context of supervi-
solutions, and reduces the synthesis cost. An example of a - . .
manufacturing system illustrates the contributions. sory control. the(_)ry. Section ”_I prese_nts varlab_le absimac )
and approximations, and their use in supervisor synthesis.
. INTRODUCTION The proposed method is applied to a small manufacturing
system to demonstrate its benefits. Finally, conclusiors an

Supervisory Control Theor{l] formally describes thehperspectives of future work are discussed in Section IV.

synthesisof controllers for Discrete Event Systems, mat
ematically grounded on thEinite-state Automata (FAjor- 1. PRELIMINARIES
malism [2]. By nature, FA are limited in expressive powerp Events, Traces and Languages

particularly when modelling systems wittata dependency

Furthermore, processing large FA is computationally expen.. ) . . o
sive and leads tstate-space explosion discrete system behaviours [2]. Their basic building b$ock

While FA are a good araphical way to capture Controfireeventswhich are taken from a finitelphabet>. Then>*
9 grap Y P .denotes the set of all finiteacesof the formoyos...0,

states, data dependency is more naturally modelled usin . .
. d : . .0f events fromY, including theempty traces. A subset
variables Several formalisms combine automata with vari- . .

. ) L C ¥* is called alanguage The concatenationof two
ables. Synchronous programming languagés] describe tracess,t € ¥* is written asst. Traces and languages can
concurrent behaviours in textual form and translate the 5 St N guag

. also be concatenated, for examplé,= {st € ¥* |t € L }.
to FA. Statechartd4] and Abstract State Machine] are . T N
. . . .. The prefix-closureof a languagelL is L = {s € ¥* | st €
formalisms of automata with variables, used for verificatio N . ) =
: : L for somet € ¥* }, and L is prefix-closedf L = L.
and refinement. In the context of supervisory control theory
Extended Finite-state Automata (EFA)e a simple formal- B. Extended Finite-State Automata

ism of automata with variables, which can be used to define Extended Finite-State Automata (EFAJe structures of

and synthesise supervisors [6]-{8]. states, similar to conventiondinite-State Automata (FA)

Variables greatly simplify modelling tasks and producg, ;i 5 ,gmented witapdatesassociated to the transitions [6]
more concise and more readable models, yet the sta ]. Updates are formulas containing variables.

space explosion problem remains. When analysing a systeMz \ariable v is an entity associated with a finite do-
all possible values of the variables need to be taken inia.i, dom(v) and an initial valuev® € dom(v). The
account, and this can give very large state spaces. Thi§ a0 of a variable set — {vo,...,vn} is dom(V) =

problem can be mitigated bgymbolic representationsf dom(vg) x --- x dom(v,), and its elements are written as
the state space [8]-[10], and byariable abstractionto

Traces and languages are a simple means to describe

o _ 4 ) o = (Do,...,0pn) € dom(V) with ; € dom(v;). A second
simplifty models by removing variables that are irrelevantes of yariables, calledext-state variablesind denoted by
for particular properties [9]. V' = {o/ | v € V} with dom(V") = dom(V), is used to

This paper proposes a way to exploit variable abstragjescrine how variables are updated by transitions.
tion in synthesis. This is more difficult in synthesis than g4, example, let: be a variable with domairom(z) =
in verification, because a synthesised supervisor typicall{o ...,5} and initial valuez® = 0. A transition with update
is required to satisfy several properties at the same time: _ 2+ 1 changes the variable by addingl to its current
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Differently, the updater’ = 3 always enables its transition, compositionof A and B is A || B = (¥, U 35, V, U V3,

and the value of: in the next state is forced to & Q4 X Qp, Q% x Q, QY x Qy,—), where:
Formally, an EFA is described by a 6-tupts, = (X, V, o (za,2p) ZELPE (4 yp) if:
Q’QO’QW’_>>’Where: o EYyNYEE, T4 &’A YA, ande ﬂ’B YB;
« Y is the alphabet of events; o (za,28) 22 (ya,xp) if:
o V={v1,...,0,} is the set of variables; o€\ Sp anday T, ya;
o (Q is the finite set of states; o (z4,2B) RAZEN (z4,yB) if:
e Q° C ( is the set of initial states; ce¥p\ 24 andzp 225 yp.
« Q¥ C Q is the set of marked states; Shared events between two EFA are synchronised in lock-
o — CQxXxIly xQ is the state transition relation, step synchronisation [14], while other events are intedda
wherelly is the set of Boolean formulas ovefU V. | addition, the updates are combined by conjunction.
The termz Z¥ y denotes the presence of a transitiordin, Definition 4: EFA Ay = (3,4, V4, Q,4,Q5,0Q%,—4) Is a

from stater to statey with evento € ¥ and update < IIy,.  subautomatorof EFA By = (X5, V5, Qp,Q3,Q8, —5),
An EFA Ay can also be interpreted from another perwritten A C B, if

spective (Infolded interpretation) as an ordinary FA = e Y4 =X5 and Vi = Vg
(X,Q4,Q%,Q4, —) where: o Q4 € Qp QF € Qp, andQy C QF; ‘
¢ Qi =Q xdom(V); o If 2 224, y, then there exists a transition=225 y
o Q4 =Q° x{(v],-. v} such thatp 4 logically impliesps.
o Q4 =Q¥ xdom(V), In words, a subautomatodd C B results from the
e — is such that(z,v) = (y,v’) for 9,7’ € dom(V), if ~removal of some states or transitions, or from strengttgenin
there existse 2% y such thatp(s,7') = true. of updates inB. Clearly, A € B implies L(A) € L(B)

and L¥(A) C L¥(B). A particular class of subautomata is
gbtained by the operation of restriction.
Definition 5: Let Ay, = (3,V,Q,Q°,Q¥,—) be an

The unfolded state s€) 4 includes the values of the variables
as part of each state. The unfolded transition relation
defined based on the transition relation 4f,, by taking D
into account the conditions imposed by the updates on tiid A~ and 1etX’ € @ x dom(V'). Tﬁeresf'c“on of Ay to X
variable values. The unfolded transition relation is edtgh S he EFAA 1 x = (5,V. Q. QJx, Qfx. = x). where
to strings inS* by (z,7) = (z,) for all (z,5) € Q4 and  * @x ={z€Q|(z,v) € X for somev € dom(V) };
(2,0) 22 (2", 0") if (x,0) > (2/,0') S (z",0") for some ¢ Qx ={(2°,0°)|2°€Q°};
(@, 0') € Qa. o Qx =QxNQY;

Further, Ay = (z,7) means that there exists®, o) €  andy 222,y if 2 %2 y and g, is a formula overV”’
Q% such that(z°,79°) = (z,v). The open-loop behaviour ¢ ,ch thatg, (') = true if and only if (y,7') € X.
and themarked behaviouof Ay, are the languages Lemma 1:Let Ay = (,V,Q,Q° Q“,—) be an EFA

L(Ay) = {s €5 | Ay 5 (2,0) € Qu} : and X C @ x dom(V). ThenAy x C Ay.

L(Ay) = {s € o | Ay > (2,0) € Q4 } . D. Supervisory Control with EFA
_ _ A key question in supervisory control theory is whether
C. EFA Properties and Operations a givenplant behaviour can be restricted through control in

This section summarises how some common FA propertiésich a way that a givespecificationis satisfied [2]. For this

and operations are defined for EFA. First, two kinds oPurpose, the event alphabgtis partitioned into the set..
determinism are of interest for EFA. of controllable events, whose occurrence can be inhibited

Definition 1: An EFA Ay = (X, V,Q,Q°, Q“, —) is: through control, and the sét, of uncontrollableevents that
cannot be directly disabled.
More precisely, given a prefix-closed plant behavidur
¥* and a specification behaviodt C ¥*, it is desired to
construct a so-callesupervisorS, which restrictsl to K by
disabling only controllable events. A necessary and seffici
o . . B condition for the existence df is controllability: a language
Definition 2: An updatep € Ily is total if, for all o € - — v+ 5 controllable [2] with respect to (wrt) a prefix-
dom(V'), there existsy” € dom(V) such thatp(v,v') = ¢josed languagé C T if KX.NL C K. If the specification
true. An EFA is total if all its updates are total. - languagekK is controllable, then a supervisor achieving this
An EFA is total if none of its transitions is inhibited by an penaviour can be implemented by an automaton represent-
update. Adding total updates to an FA introduces behawo%g K, which disables any controllable events not eligible

like a distinguisher{12], [13], merely recording information i, "z f the specification isiot controllable, then it can be
in variables without introducing synchronisation consti®t  oq,,ced to thesupremal controllable sublanguage

Definition 3: Given two EFAA = (£,,V),Q,4, 0%, Q%, _
—,) and B = (35, Vi, Qp, Q3, Q%, —5), the synchronous supC(K, L) = U {K' C K| K'is controllable wrtL } .

. state-deterministiagf |Q°| < 1, andz 2% 3, and
z T2y, implies y1 = yo, for all z,y1,y2 € Q,
o €%, andpy, ps € Ily;

o V-deterministicif (z,7) % (y,w) and (z,7) % (y,w')
always impliesw = w’.



supC(K, L) represents the largest sub-behaviourfofthat SR 0 o B 5 e 5 [ 7o
can be achieved by controlling the plant behavibuand the ﬁ ]_/ w I I .
process of computing it is known asipervisor synthesig]. - “

If the specification and plant are given as EHA,
and Gy, respectively, the controllability condition is ex-
tended as follows to consider the variables.

Fig. 1. Manufacturing System with intermediate buffering.

Definition 6: Let By = (,V,Qp, Q% Q% — ) and ‘;%;’;; by = max(ty ~1,0) IZ S
Gy = <E,V,QG,Q‘&,Q87—>G> be two EFA. Ey is V- R 2 = ;
. . . M M —».
controllable with respect toG\y if the following holds for \’ﬂ. ! ©$. 2 ©®.

( b, = min(by $1,10) ¥ = b, by =b;
all s S Z*, all noe Zuy and all ﬂa 17/ € dOHl(V) if b/2 = b2 bi = min(bz + 1,5) bl? = b2

By % (zg,7) and Gy > (zg,7) % (2,7') then there
existsz, € Qp such thatEy > (zp,7) 5 (2, 7).
V-controllability differs from standard controllabilityni
that the specification must not only be able to process aljorkpieces, respectively. The robBttakes workpieces from
uncontrollable events that are possible in the plant, on thgorage (event) and stacks them on buffes; (eventfz).
occurrence of an uncontrollable event it must also updaj@achine )/; removes workpieces froms; (events;), man-
the variables in the same way as the plant. Differently, fofifactures and stacks them & (eventf;), and M, picks up
of the associated variable updates. ~ them from the system (event). Events f; and f, are
of languages. For this purpose, the specification is The plant is modelled by the EFAR, M, and M,
composed with the plan€y, and synthesis is performed shown in Fig. 2. This model uses two variablgsand b,
over Ey || Gv. Similarly to the classical case, the set representing the number of workpieces in each buffer, with
Cy = { Ky C Ey||Gy | Ky is V-controllable wrtG'y } domainsdom(b,) = {0, ..., 10} anddom(bs) = {0, ..., 5}

) and initial valueshy = b5 = 0. In R, when a workpiece is
contains a supremal EFA, denotedpCy (Ev,Gv), repre-  ynloaded toB; by eventfx, the number; of workpieces
senting Fhe most permissive behawog_r th.at can be implg; B, increases by (updateh, = min(b;+1, 10)). Likewise,
shows thaﬂ/'controllabi”ty is a genera”sation of Standardincreases the numbd;r2 of Workpieces inB2 by 1’ and

Fig. 2. EFA model of plant.

controllability in the deterministic case. events, decreases, by 1.
Proposition 2: Let Gy and Ey be state-deterministic  The control objective is to avoid overflow and underflow
EFA, such thatiy is alsoV-deterministic. Then of the buffersB; and B,, which is modelled by EFAO;,
supC(L(Ey || Gv), L(Gv)) = L(supCv (Bv,Gv)) . 1], Oy, and U, in Fig. 3. In Oy, for example, the formula
In addition to controllability, the controlled behaviows i 3, — 10 prohibits the robot to stack a workpiece 8 when
typically required to be nonblocking. the buffer is full (10 workpieces). The composed plant EFA

Definition 7: An EFA Ay = (8,V.Q,Q°,Q%,—) IS Gy = R||M; || M, has 8 states, and the specificatibn =
nonblockingif Ay — (z,v) implies (z,v) — (y,w) for O, ||U, | O, | U, has just one state. Thanks to the variables,

som_e(y, w) € Q~. o _ the requirement to avoid overflow and underflow is expressed
Given the above definitions, &upervisory Control Prob- concisely and independently of the buffer capacities.
lem (SCP)for EFA can be formulated as follows. The compositionEy |Gy and synthesis resultipCy (Ey

Problem 1 (SCP-V): Given state-deterministic EB&, /) of these EFA unfold t$28 and484 states, respectively,
and Gy for the specification and plant, such thaty is  which is the same as with a standard FA model. The use of
total, find a nonblocking subautomatdty, C Ev || Gy that  EFA does not reduce the state space, because the additional
is controllable with respect t@-y . states generated by the variables must be considered in

Ey and Gy are assumed to be modelled by statesynthesis. It is shown in the remainder of this paper how

deterministic EFA.Gy is also assumed to be total, thatyariable abstraction can be used to simplify an EFA model,
iS, it records state Changes in variables without imposingnd reduce to effort to Synthesise Supervisors_

constraints. If the EFAupCy (Ey, Gv) is nonblocking, then
it is the supremal solution for the SCP-V, and can implement [1l. VARIABLE ABSTRACTION IN SYNTHESIS
a supervision system by disabling all controllable events

eligible in G that are not eligible inupCy (Ey, Gy ). This section shows how variable abstraction [9] can sim-

plify EFA and avoid unfolding of variables in synthesis. $hi
E. An Example of a Manufacturing System makes it possible to retain the modelling benefits of EFA,

This section demonstrates the use of EFA for modelling g, _ |, by >0 by < 5 N
simple manufacturing system shown in Fig. 1. The system7a~e 0, O U O 02 O U2
consists of a robotK) and two machines\{; and M)
linked by buffersB; and B, with capacities ofl0 and5  Fig. 3. EFA model for overflow and underflow avoidance spedifics.



while at the same time making synthesis computationally Theorem 3:Let Gy and Ey be state-deterministic EFA,
more efficient. Conditions for optimality are also provided such thatGy is total, and letiW C V. Then

L“’(supCV(EV, HWGv) H Gv)
C L¥(supCy (Ev, Gv))

A. Variable Abstraction
Variable abstraction is a standard means of automaton

simplification in model checking [9], which involves the C L¥(supCs(Ey, IWGy) | Gv) - .
removal of variables from an EFA. This is done through By the first set inclusion in Theorem 3, a supervisor
existential quantification. synthesised for an abstractiaml’ Gy, when composed with

Definition 8: Let Ay, be an EFA andiW C V. The the original plantGy, forms a controllable supervisor for
existential abstractiorof Ay is the EFAJW A, obtained this plant. If it also is nonblocking, then it solves the SCP-

from Ay by replacing each transitiom ~¥ y in Ay by Corollary 4: Let Gy and By be state-deterministic EFA,
- o AW3IW'p yin AW Ay, such thatGy is total, and letW C V. If supCy(Ev,

IWGy) || Gy is nonblocking, then it solves the SCP-V.
Moreover, Theorem 3 states upper and lower approxima-

tions for the optimal solutionsupCy (Ev,3W Gy ) gives

a supervisor that may be too restrictive, whilepCs(Ey,

JW Gy ) gives an upper approximation. If these approxima-

The existentially quantified formuldW3W’p is defined
over variabled/ = V' \ W. It is true fora, @ € dom(U) if
there exist value combinations, w’ € dom(W) such that
p(u,w,u'w") is true. For example, iflom(z) = {0,...,9}
anddom(y) = {0,1}, then3y3y' (2’ = y) is equivalent to — X e :
o' =0V =1, and 3Ty Iy (! = y) is true. tions are equal, then the resulting supervisor is .optlmal.

By making W = V, one produces the coarsest abstrac- Corollary 5: Let Gy and Ey be state-deterministic EFA,

tion 3V Ay of Ay, which is equivalent to the FA obtained by such thatGy is total, and let” ¢ V. If
erasing all updates from, . Existential abstraction increases supCy (Ev, IWGy) = supC3(Ev, IWGy) , (1)
the behaviour of an EFA by removing constraints, and it ighen
easy to show thatly, C 3W Ay.. It is known that existential L“(supCy (Ev,IWGy) || Gv) = LY (supCy (Ev,Gv)) .
abstraction preserves safety properties [9], but it dogs no Based on these results, an optimal solution for the SCPV
necessarily preserve nonblocking or synthesis results. can be obtained using an abstraction, if this solution com-
In order to use variable abstraction in synthesis, thposed with the plant is nonblocking and (1) is satisfied. The
following alternative kind of controllability is defined. nonblocking property can be checked without constructing
Definition 9: Let £y and Gy be two EFA. By is 3- a full synchronous product using compositional verifica-
controllable with respect toGy if the following holds for tion [15]. The following section shows how to compute the
all s € ¥*, p € ¥, ando € dom(V): if By > (zp,v) and  approximations in (1) without unfolding all the variables.
Gy > (zg,0) 5 then By > (2p,7) %, where(z,7) &
denotes the existence of and?’ such thai(z, 7) & («/,7").
In words, Ey is 3-controllable with respect t6y if every Checking condition (1) requires the computation of
uncontrollable event eligible in the pladt, is also eligible abstract supervisorsupCy (Ev,3WGy) and supCs(Ey,
in the specificationy. Yet, unlike with V-controllability, ~3WGv ). Although the variables ¥ have been removed
the variables in the successor states of the specificatign m&om the plantGy,, they appear in the specificatidti,, so
be different from the plant. Witi-controllability, the spec- the EFAEY [[3W Gy still uses all the variables. It is shown in
ification has the power to choose the values of the variabléde following how the abstract supervisors can nevertiseles
in the successor states on the occurrence of uncontrollaie computed without unfolding the variableslin.
events.3-controllability extends to EFA th&,-preserving ~ When an EFA is obtained by abstraction, it may not be
property [12], [13] that relates distinguished languages. Nhecessary to unfold all its variables. This is formalised by
Similarly to V-controllability, the set the concept of variable restriction.
. Definition 10: The variable restrictionof EFA Ay = (X%,
C3 = {Kv C Ey H Gy | Ky is 3-controllable Wrth} ‘/,Q,QO7QW,—>> to U C V is the EFAAV|U _ <E, U,Q,
contains a supremal EFA, denoteahCs(Ey, Gy ). Due to @%@, —).
the unusual properties @ controllability, this is unlikely to ~ The variable restriction is only well-defined if all updates
be a useful supervisor: it is only used to evaluate abstrasti Of the EFA only contain variables in the reduced set. For
_ _ ) example, if V' = U U W, then (3W Ay )y is an EFA
B. Synthesis of Control using Abstractions defined over variable®’, while 3W Ay is defined over all
The following results show that a solution to thethe variables inl” according to Def. 8.
SCP-V can be synthesised using an abstractidriGy The following algorithm computesupCy (Ey || IWGy)
of the plant Gy,. While still controllable, the synthesis without unfolding the abstracted variables Wii. When an
result supCy (Ev,3WGy) may be more restrictive than uncontrollable event occurs in the abstracted pEftGy,
supCy (Ev,Gy). The following Theorem 3 provides a way the variables iff} can assume all possible values. Therefore,
to measure how suboptimal such an abstracted synthesigithesis must remove the source states of any uncontellab
result is, by extending to EFA a result about the inclusion afransition, for which the specification fails to allow allxte
distinguished languages [12], [13]. state values. These source states can be identified in advanc

C. Computing Abstract Supervisors



This idea is captured by the conceptsifongly control- The setS/C\SU can be computed in step 3 on the state
lable states A state is strongly controllable, if the specifi- space of 3W Ev || 3W Gy )|y without unfolding the variables
cation allows all possible next-state values of the vaesbl in 1. The states irSCSy and SCSy can be represented
in W for all uncontrollable events eligible in the plant. Statesymbolically and computed in advance, or membership
that are not strongly controllable are unsafe and must be these sets can be evaluated one transition at a time
removed by synthesis. A statemay be strongly controllable when computingSCSy;. In this case, the potentially large
for some variable value® € dom(IV) but not for others. setSCSy is never actually computed.

If (z,w) is not strongly controllable, then all states with Based on these observations, the updates in the specifica-
uncontrollable transitions te are also unsafe, because theion Ey,, which malg)ntain variables i/, do not affect
plant may take the system ta,w) on an uncontrollable the computation o8CS;; in step 3. The updates froy
event. However, controllable transitionsitanay be possible can simply be copied to the synthesis reskilt in step 5.

if the unsafe next-state values of the variableslih are Theorem 6 confirms that this algorithm produces the desired
prevented by synthesis. resultsupCy (Ev || IW Gy ).

Theorem 6:Let Ey and Gy be two state-deterministic
EFA, and letky be the EFA (2) computed by the above
algorithm. It holds thatk'y = supCy (Ey, IWGy).

It is next shown how to computeupCs(Ey || IWGY)

Algorithm to computeupCy (Ey || IW Gy ):

1. Let U = V \ W, and construct the unfolded EFA
(AW Ey || IWGy)y. Its states have the forrteg, z¢,

5 g) i%E x Qq zdomEU). labl follows:  Without unfolding the abstracted variables Wf. With 3-
- Find the sets ostrongly controllable stateas follows: controllability, the specification can choose the nextesta
SCSy = {(zg,z¢,4,0) € Qg x Qg x dom(V) | values of variables on the occurrence of uncontrollable

for all @ € dom(U), W € dom(W), and events, making it possible to enter states that are notgjron
p € %, such that(zg,a) % (zl, @) in controllable. Therefore, the following algorithm replace
(3WGy )y, there exists’, € Qp such that strongly controllable states hyeakly gpntrollablg states

A statez, and uncontrollable transitions leading to it, can

— N M Y Y AN .
rE, U, W r'p,u’,w') In B ; . . . o
(@ ) = (@ ) v be retained in synthesis as long as it is weakly controllable

SCSy ={(zg,zc,u) € Qp X Qg x dom(U) | for some value combinatiom € dom(W). For this approach
for all w € dom(WW), it holds that to be feasible without considering the updates of the specifi
(xp,xq,u,w) € SCSy } . cation Ey, during synthesis, the specification cannot impose

3. Find the supremal strongly controllable state set. A Sta{eon_stralnts on.the nex}-state values of the variables. This
setX C Qp x Qg x dom(U) is strongly controllable additional requirement is not a strong one, as uncontrellab
with re_spect t03WGy if, for all (g, 2¢,a) € X specification transitions that attempt to constrain néxies

and all uncontrollable transitionseg, @) % (x;, @) in values are likely to be removed byipCy anyway.
(AW Gv)|u, there exists a transitio(wg, @) £ (ah,,w’)  Algorithm to computeupCs(Ey || IW Gy ):

in (3W Ey )|y such that(z;, z,,u') € XNSCSy. The 1. Let U = V \ W, and construct the unfolded EFA
union of strongly controllable state sets is again strongly (3W Ey || 3WGy) .

controllable, so it is possible to compute 2. Find the sets ofveakly controllable stateas follows:
SCSy = | J{X CQexQaxdom(U) | X isstrongly ~ WCSy = { (zp,76,7) € Qg x Qc x dom(V) | for all
controllable wrt3wW Gy } . 1€ By, if (xg,7) & in 3IWGy then also
T .
4. Construct the restriction (zp,v) = in By };
> WCSy ={ (zg,z¢,u) € Qp x Qg x dom(U) |
Ky =3WE WG a= s - U Ve T
v = v Vv 588, there existsw € dom(W) such that
5. Construct the result EFA (g, zq,u,w) € WCSy } .

Ky = (2.V.Qp x Q. Q" Q% x Q4. —)  (2) 3 Synthesise the EFA
Hy = supC3((GWEy |3WGY) v jwes,, GWGEY) ) -

where
Q° = { (29, 22) € QL xQ% | (25,28, 1°) € S/C\SU 4. Construct the result EFA
and (zg, vg;, u°, w°) € SCSy } Hy = (3,V,Qp x Q6,Q°,Q% x Qg,—)  (3)
and where
(wp, a) TLLENSOSCRTE), (o1 ) Q° = {(29,22) € Q% x Q% |

(2%, xg,u°, w°) € WCSy }

?f (zg,zq) = (x};,mg) in Ky, and zp 222 2,
in By, andpscs (2, () is a formula ovel” such that and

psos (@, &) () = true if (a2, ') € SCSy. (¢, zg) 2APENPWosEETa) (o

Iva/G)




the possible value$, = 0,...,5 are considered in each
state, and the EFA unfolds to 48 states. Stdte5) is not
strongly controllable, but this time it is only reached b th
uncontrollable transitior{3, 5) B (1,5). Only states(1,5),
(3,5), (5,5), (7,5) are found to be unsafe. Synthesis avoids
them by adding the conditioh, < 5 to the s;-transitions,
resulting in a 44-state EFA fo${, = supCy (Ev, 301Gy ).

It turns out thatSy, = S%, and these EFA are nonblocking
when composed with the platy. By Corollaries 4 and 5,

the optimal solution has been found. This is achieved by

if (zm,2q) o:p (2, 24) in Hy, and 25 222, o exploring an state space of 48 states, while the standard
in By, andpwes (x), 7. is a formula ovet’” such that ~ Synthesis explores the unfolded state space of 528 states.
pwes (T, 1) (V) = true if (2%, x,7") € WCSy.

Fig. 4. The abstractioflb; b2 Ey || 3b13b2Gy .

IV. CONCLUSIONS
Theorem 7:Let Ey and Gy be two state-deterministic A method for variable abstraction in the synthesis of super-

EFA, such that all updates on uncontrollable transitiongisors from Extended Finite-State Automata (EFA) models
in Ey are defined over the variablég (not usingV’). has been presented. It has been shown that, under certain

Furthermore, Ielﬁv be the EFA (3) computed by the abovecircumstances, variables can be existentially quantified o

algorithm. It holds thaty = supCs(Ey, IWGy ).

from an EFA without affecting the synthesis result. While

The above algorithms can be used to compute the athe proposed method produces least restrictive contiellab
proximations in (1) and determine whether a supervis@upervisors, the nonblocking property is only indirectly
synthesised from an abstraction is least restrictive. Orgipported through an additional check. Future researdh wil

guestion that remains is how to choose thelgesf variables

investigate methods for identifying abstractions autemat

for abstraction. It is computationally advantageous toosieo cally, and the possibility of including nonblocking-pregeg

an abstraction that is as coarse as possible, startingwith
V. Yet, this reduces the amount of information available to
synthesis, and may give a solution that is too restrictive or
no solution at all. The following example shows how the setl!]
of variables can be refined in cases where (1) is not satisfiec?z]

D. Manufacturing System Revisited

Consider again the manufacturing system introduced i
Section II-E. Given the plantiy in Fig. 2 and the specifi-
cation Ey in Fig. 3, the first step is to consider the coarsestld]
abstraction obtained by erasing both varialilegnd b,.

Fig. 4 shows the synchronous composition of the ab-
stractions3b,; 3o By || 3b13b2Gy. Statel is not strongly  [7]
controllable, because the uncontrollabfg-transition has
the updateb, < 5 in the specification, which is not
enabled whenb, = 5. Then state3 is unsafe because
of the uncontrollable transitiod 22 1, which may take
the abstracted planfib;3b,Gy to statel with b, = 5.
Therefore, state8 and, for similar reasons, are removed
from S(/ = supCV(Ev, ablabgGv)

On the other hand, statieis weakly controllable, because
event f,; is allowed by the specification wheb, # 5.
Then an3-controllable supervisor can also allow st&teby

choosing a next-state valug # 5 when executing LN

Thus S{, # S5 = supC3(Eyv,3b13b2G4,), so the condition (12]

(1) is not satisfied, and it cannot be concluded tiat| G

is the optimal solution. In fact, a supervisor based on this

abstraction will never allow maching/; to start. [t
A better result is obtained by improving the abstraction.

The fact that staté fails to be strongly controllable becausel14]

of certain values ob, suggests to retain this variable in the[15]

abstraction, so the next attempt considébsEy || 30, Gy .

This EFA has the same structure as Fig. 4, but this time

[3]
"

(8]

(9]
[10]

[11]

3]

abstractions in the same framework.
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