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Abstract

Game theory has existed in the fields of mathematics and economics for
over 60 years. This thesis assesses its viability for use in the field of history,
and in particular, in the Napoleonic era. It does this by analysing the
opening phase of the 1805 War of the Third Coalition, fought between
France and the Allies. It starts by examining the existing literature on game
theory in the Napoleonic era. It then analyses game theory in order to
extract concepts from the theory that have value in a military setting. Third,
it makes use of primary and secondary sources to define Napoleon
Bonaparte’s motivational drives. Finally, it uses these drives and game
theory in order to assess whether Napoleon’s opening strategy in the War of
the Third Coalition was the best strategy to select. The study finds that his
utility was influenced by a core drive: narcissism, and by his primary
drives: ‘thirst for power’, ‘elimination of boredom’, immortality, and glory. It
also concludes that ‘opportunism’ affected his decision making processes.
The study found that Napoleon selected his opening strategy in the War of
the Third Coalition with precision, and that game theory is limited in its

current state, but that, despite this, it has value for the study of history.



The great majority of men attend to what is necessary only when they feel a

need for it — the precise time when it is too late.

— Napoleon



Chapter I: Introduction

In 1944, mathematician John von Neumann and economist Oskar
Morgenstern published Theory of Games and Economic Behaviour.! The
book introduced the idea of applying strategies that had been used in
parlour games, such as Poker and Bridge, into the field of economics. It
also introduced the idea of applying mathematics in competitive and co-
operative engagements in order to better analyse decisions and optimise
solutions. Lastly, it defined a concept called 'utility' which described a
person’s interest in an outcome and quantified this concept by measuring
the 'risk the person was willing to take to obtain it'.2 Collectively, the
axioms and concepts defined by von Neumann and Morgenstern have
become known as Game Theory. This study proposes to apply these
concepts in a military analysis of the Napoleonic War of the Third Coalition
in order to establish a game theoretic criterion for future analyses of the

same subject.

The application of game theory to a military context is not new. In 1950,
author John McDonald published Strategy in Poker, Business and War,

which was a book that extended the ideas of two articles he wrote that

1 John von Neumann and Oskar Morgenstern, Theory of Games and Economic
Behavior, Commemorative edn (Princeton: Princeton University Press, 2007), Kindle
ebook.

2 Ken Binmore, Game Theory: A Very Short Introduction (Oxford: Oxford University
Press, 2007), 1. 334. How much risk a player is willing to take can be measured by
asking each player in a game to assign a numerical value to each possible outcome
of a game. In cases where this approach is not available (for example, in history
research), utility has to be established by a thorough examination of a player’s
psyche to in order to assign utility values to outcomes for them.
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appeared in finance magazine Fortune in 1948-49.3 A part of McDonald’s
book applied game theory in a military context. Also in 1950, O. Gross and
R. Wagner published an article for the RAND Corporation called The
Continuous Colonel Blotto Game.* Gross and Wagner used Euclidean
geometry to analyse a simple military example that included two generals
with different sized armies vying for control over two points. The winner of
the game was the general who managed to gain control over both points.
The particular focus was on playing the game repeatedly. It was an
extension of the version of the original creator of the Colonel Blotto game,
Emile Borel, in whose work the game was played only once.5 The repeat
game is particularly important when applying game theory to the study of
history as most decisions that were made in history led to a further
requirement for related decisions. Again in 1950, a colonel in the United
States Air Force, O.G. Haywood, published Military Doctrine of Decision and
the Von Neumann Theory of Games.¢ In it, he analysed contemporary United
States military doctrine and then suggested ways in which Game Theory
might be applied to the subject in order to improve United States military

prowess in future conflicts.

3 John McDonald, Strategy in Poker, Business and War, W.W. Norton edn (New
York: W.W. Norton & Company, 1996).

4 O. Gross and R. Wagner, ‘The Continuous Colonel Blotto Game’, RAND
Corporation,
<http://www.rand.org/content/dam/rand/pubs/research_memoranda/2006/RM
408.pdf> [accessed 17 April 2013].

5 Emile Borel, "La Théorie du jeu et les Equations Intégrales a Noyau Symétrique,"
Comptes Rendus de l'"Academie des Sciences 173 (1921), pp. 1304-1309.

6 Colonel O.G. Haywood, Military Doctrine of Decision and the Von Neumann Theory
of Games (Santa Monica: RAND Corporation, 1950)

<http:/ /www.rand.org/pubs/research_memoranda/RM528.html> [accessed 17
April 2013].


http://www.rand.org/content/dam/rand/pubs/research_memoranda/2006/RM408.pdf
http://www.rand.org/content/dam/rand/pubs/research_memoranda/2006/RM408.pdf
http://www.rand.org/pubs/research_memoranda/RM528.html

The application of game theory in a Napoleonic context is also not new. In
2009, French professor Philippe Mongin published A Game Theoretic
Analysis of the Waterloo Campaign and some Comments on the Analytic
Narrative Project.” Mongin explored a particular decision made by Napoleon
in the Waterloo Campaign, which was whether or not to detach Grouchy in
pursuit of the retreating Prussians after Ligny. Napoleon had the choice of
either detaching Grouchy in pursuit, or keeping his 33,000 men with the
main army under his command. After using game theory to analyse the
situation, Mongin concluded that Napoleon made the correct decision,
which was to detach Grouchy in pursuit of the Prussians. Mongin also used
A Game Theoretic Analysis of the Waterloo Campaign as a platform for
analysis of the style of writing known as the analytic narrative. The analytic
narrative is a method of description that extracts events or decisions in the
past that contain sufficient detail to conclude whether or not someone
acted in an optimal way. The analytic narrative often incorporates

mathematics as a tool of analysis.

This study proposes to further the work of Mongin by applying game theory
in another Napoleonic context, that of the War of the Third Coalition. The
War of the Third Coalition is particularly suited to game theoretic analyses
as it was rich with important military decisions that were made by
participants including Napoleon, and the decisions often had dramatic
repercussions. The war also contained the campaign known as 'The Ulm

Campaign' in which the Austrian General Mack made the unfortunate

7 Philippe Mongin, A Game Theoretic Analysis of the Waterloo Campaign and some
comments on the Analytic Narrative Project (Paris: Hautes Etudes Commerciales,
2009).

<http:/ /www.hec.fr/var/fre/storage/original/application/dce1d70d3ee3305fdeda9
bafef908dd2.pdf> [accessed 17 April 2013].
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decision to garrison Ulm, thereby cutting himself off from Russian
reinforcement. Lastly, the campaign included the Battle of Austerlitz,
arguably Napoleon's greatest strategic achievement. The outcome of this
battle relied on a combination of factors, two of the primary ones being,
first, the game theory employed by Napoleon, and second, the game theory

employed erroneously by the Allies.

In order to extract decisions suitable for game theoretic analysis, it was
necessary to conduct a study of the War of the Third Coalition itself. Three
main books were used for this purpose: British historian David Chandler's
The Campaigns of Napoleon, French historian Henry Lachouque's
Napoleon's Battles, and British scholar Ian Castle's recent Austerlitz:
Napoleon and the Eagles of Europe.8 These three studies provided an
excellent platform for analysis, Chandler's work for its focus on strategy
and tactics, Lachouque's work for the same reasons, but from a French
perspective, and Castle's work because of its inclusion of the activity of the
French spy Charles Schumacher, whose role in the War of the Third
Coalition provides explanations for many game theoretic actions previously

analysed as 'erroneous decisions', rather than sound reasoning.

In order to gain an understanding of game theory a number of texts have
been examined. The first of these is von Neumann and Morgenstern's
Theory of Games. Von Neumann and Morgenstern's text incorporated set

theory, which, at the time of the publication of Theory of Games, was a

8 David Chandler, The Campaigns of Napoleon (New York: Macmillan, 1966); Henry
Lachouque, Napoleon’s Battles: A History of His Campaigns (London: Allen &
Unwin, 1964); lan Castle, Austerlitz: Napoleon and the Eagles of Europe (Yorkshire:
Pen & Sword Books, 2005), Kindle ebook.
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relatively new method for mathematical investigation of social phenomena
(particularly useful because set theory enables the representation of
infinity, an aspect which is crucial to game theory when discussing
branches of possibility). The second text, first published in 1970, and
authored by game theorist Morton D. Davis, is called Game Theory: A
Nontechnical Introduction.® This text has been chosen for two reasons. The
first is that there is a link between von Neumann and Morgenstern’s Theory
of Games and Game Theory: A Nontechnical Introduction. Oskar
Morgenstern wrote the preface to Davis’ book and provided input to his
project, therefore the book is closely aligned with the original Theory of
Games. The second reason Davis’ book has been chosen is that it employs a
simplified tool of mathematical representation, that of matrices. Matrices
allow for a more visual display of game theoretic scenarios than set theory,
at the expense of both versatility and complexity. The third game theoretic
book that has been studied is economist Ken Binmore's excellent Game
Theory: A Very Short Introduction. Binmore's book serves as an entry point
into the study of the subject. Lastly, the Penguin edition of On War has
been studied as it includes an introduction by Russian game theorist,
Anatol Rapoport.1© On War investigates many aspects of Napoleonic Era
Warfare, and is invaluable to the study as it was written by military
theorist, Carl von Clausewitz, an army officer who participated in many
battles in the Napoleonic Wars. The combination of Rapoport and
Clausewitz in one volume provides a vital link between the Napoleonic era

and game theory.

9 Morton D. Davis, Game Theory: A Nontechnical Introduction, 3t edn. (Mineola:
Dover Publications, 1997), Kindle ebook.
10 Carl von Clausewitz, On War, 3 edn. (London: Penguin Books, 1982).

8



The structure of this study is organised around three questions. The first
asks if game theory can be usefully employed in the study of history. The
second question asks, ‘To what extent did game theory play a role in the
selection of Napoleon’s opening strategy in the War of The Third Coalition’.
The final question asks if game theory has relevance to the field of strategic

military analysis.



Chapter II: What is Game Theory?

The aim of this chapter is to provide a summary of game theory, and to
examine its relevance in military settings. It will introduce experiments that
have been performed by game theoreticians, such as Richard Brayer, and
describe the reasons these experiments have been studied. Lastly, it will
introduce game theoretic concepts, such as zero-sum and non-zero-sum
games’, ‘mixed strategies and pure strategies’, ‘equilibrium points’, and

atility’.

Game theory is a theory of decision making.! In a game theoretic scenario a
number of participants, called ‘players’, make decisions based on a
predefined set of choices, called ‘strategies’. The outcome of these decisions
are defined as some value, usually algebraic or numerical, and this value is
called the ‘payoff’. The Encyclopaedia Britannica provides an exact

description of the nature of game theory:

[A] branch of applied mathematics that provides tools for analysing
situations in which parties, called players, make decisions that are
interdependent. This interdependence causes each player to consider
the other player’s possible decisions, or strategies, in formulating his

own strategy. A solution to a game describes the optimal decisions of

1 Morton D. Davis, Game Theory: A Nontechnical Introduction, 3t edn. (Mineola:
Dover Publications, 1997), Kindle ebook, 1. 169.
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the players, who may have similar, opposed, or mixed interests, and

the outcomes that may result from these decisions.2

There are a number of types of games that can be played in game theory,
and the simplest of these is the ‘one-person game’. In this game there is
only one player, and the decisions he makes affect only himself. In Theory
of Games, John von Neumann refers to an example of this type of game as a
‘Robinson Crusoe model’, a naming convention selected because the player
in a one-person game is isolated from any form of social interaction.3 Even
though the one-person game is the simplest type of game, von Neumann
identifies a number of issues that need to be taken into account in a one-
person game analysis. The first problem is that when a player is confronted
with a number of different possibilities, one of which must be selected at
the expense of the others, the player should base his decision off obtaining
‘maximum satisfaction’. The problem is that if each possibility represents
something tangible, for example, a physical object (von Neumann used
‘commodities’ as an object in his economics example), satisfaction could
come from either obtaining an object or obtaining an object instead of other
objects. The second problem is one of quantification of the ‘maximum’. If

satisfaction comes from a player’s mind, then the final weight a player

2 ‘Game Theory’, Encyclopaedia Britannica

<http:/ /www.britannica.com/EBchecked/topic/224893 /game-theory> [accessed
17 April 2013].

3 Similar to the character in Daniel Defoe’s novel The Life and Strange Surprizing
Adventures of Robinson Crusoe, of York, Mariner: Who lived Eight and Twenty Years,
all alone in an un-inhabited Island on the Coast of America, near the Mouth of the
Great River of Oroonoque; Having been cast on Shore by Shipwreck, wherein all the
Men perished but himself. With An Account how he was at last as strangely deliver'd
by Pirates (London: Printed for the Ship in Pater-Noster Row, 1719). Crusoe was
marooned on a desert island and eventually came to thank god for his situation in
which nothing was missing except human society; von Neumann and Morgenstern,
1. 1425.
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attaches to the value of an object is rarely the product of a single universal
variable, which can be equally applied to other objects involved in a
decision, but of a number of variables, each with a different value in the
player’s mind. In order to accurately assess a Robinson Crusoe model, it is
necessary to know the value a player places on each variable relevant to the
decision being made in the game being played. Because a game theoretic
analyst might not always know all the associated values a player places on
each variable, von Neumann and Morgenstern came up with a simplified
function that defined the value of a decision based on the Tisk’ a player was
prepared to take to get an outcome. They called the value of this risk
‘utility’, and it served as an effective method for ignoring individual values
of relevant variables, while still maintaining a degree of accuracy when
defining the overall value a player placed on obtaining an object. One
benefit of utility is that it can be applied outside the Robinson Crusoe

model and into other game theoretic models with more than one player.

One type of these ‘multiple player’ games is the zero-sum two-person game.
In this game, there are two players playing ‘against’ each other, and the
strategies each selects is, in at least some way, dependent on the strategies
selected by the other player. In this type of game, one player always loses
what the other player gains, and the payoffs due to both players, therefore,
always sum to zero, hence the term ‘zero-sum game’.# In the one-person
game, ‘nature’ affects a player’s decision, but never purposely manipulates

events in order to force a player to alter his strategy. The primary difference

4 Payoffs are the value each player receives at the end of the game. A value differs
depending on the context; in economics, the value is usually money, in war the
value can be victory, defeat, a stalemate, or simply a change in the tactical
equilibrium between two opposing armies.
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between the one-player game and the two-person game (and games with n >
2 players) is that, ‘while decision makers [in the one-player game] are trying
to manipulate their environment, [in the two-player game] their
environment is trying to manipulate them’.5 The ‘environment’ includes
other players. Troop movement and response is an example of this
manipulation in a military context; if a commander moves his troops to a
different location, particularly one that compromises an enemy’s own
position, the commander must expect a response from the enemy

commander.

A similar type of game to the two-player zero-sum game is the ‘two-person
non-zero-sum game’. This game also features two players, and both players
are affected by the other player’s decisions; the chief difference between the
two games is that payoffs do not sum to zero in the non-zero-sum game.
Selected strategies can lead to a positive payoff for both players, so some
non-zero-sum games are not competitive. In non-zero-sum games, some
strategies lead to a positive payoff for both players, but the payoff received
is skewed in favour of one player. Games such as these incorporate a
combination of cooperative and competitive behaviour because there are
different ways to play the game; the first is to play selfishly, that is, a player
selects only the strategy which leads to the highest payoff, ignoring the
other player’s strategy. Second, a player can choose to play altruistically,
that is, deferring to select a personally dominant strategy in favour of a
smaller, but still profitable payoff.6 Third, in repeated games, a player can

take into account both his and his opponent’s utility and play a strategy

5 Davis, 1. 202.
6 A dominant strategy is a strategy that leads to the highest payoff.

13



that leads to the greatest possible payoff for the group rather than for an
individual.?” In repeat games, a player can play what is a called a ‘mixed
strategy’, represented by a ratio or a fraction, that allows him to play a
dominant strategy some of the time (usually most of the time), and a
dominated strategy the rest of the time. Mixed strategies have significance
in the military context; it can allow a commander to minimise losses, and
causes his strategies to remain a mystery to the opposing general. The
British general, The Duke of Wellington employed a mixed strategy at
Salamanca, choosing the dominated strategy of jostling for position
(exhausting his troops), and then switching to the dominant strategy of
capitalising on an overextended French line, when a set of ridges allowed

the strategy to become viable.

Two other types of game are zero-sum and non-zero-sum ‘n-person games’.
In these games, there are more than two players, and the strategies
employed by each player are similar to those used by players in two-player
games. In n-person games, each player has to take into account the
strategies of a greater number of players and, therefore, calculating optimal
strategies is more difficult. Davis states the difference between two-person
non-zero-sum games and n-person games as: ‘in two-person, non-zero-sum
games, the [players have] to share control of their own fate with a partner
but they [have| no control over their partner’s fate, which they can use as a

threat’.8 In the n-person game, players are generally denied this threat, and

7 A repeated game is a game that is played more than once.

8 Davis, 1. 2214. This lack of control over their partner’s fate can be used as a
threat because, if a player chooses to play selfishly, the ‘partner’ can choose to play
selfishly in response, thus depriving the other player of a greater payoff. In games
where communication is allowed, a player can threaten to play selfishly in an effort
to force the other player to continue playing their current strategy.
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the solution to this lack of control is to form a coalition with another player

or players within the ‘group’.

Some game theory games can be ‘solved’. In a solvable game, it is possible
to predict the outcome of a game before any player has selected a strategy.
Such a prediction is made possible with the assumption that each player in
a solvable game is playing ‘rationally’, that is, he is always selecting the
strategy that leads to his highest possible payoff. In terms of finding a
solution, one-person games are the easiest to solve. This is a direct
consequence of the logic of game theory; one-person games have the fewest
players, and thus the fewest variables to take into account. The next
simplest are two person zero-sum games, followed by two-person, non-zero
sum games, and followed by n-person games. Von Neumann was the first to
find a solution for zero-sum games when, in 1928, he published a paper
called On the Theory of Parlour Games, which introduced the ‘minimax
theorem’.? The theory proved that it was possible to minimise maximum
loss, and inversely, that it is possible to maximise the minimum gain
(maximin) when playing for payoffs, and that players will always play
minimax or maximin strategies when they are available as long as they are
playing ‘rationally’. As games get more complex, Davis observes that
‘convincing solutions are harder to come by. It is as though there were a
perverse, quasi-conservation law at work: the more important the game, the
more applications the game has in the real world, the more difficult it is to

analyse’.10

9 John von Neumann: "Zur Theorie der Gesellschaftsspiele", Mathematische
Annalen 100 (1928), pp. 295-300.
10 Davis, 1. 113.
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Solving non-zero-sum games is possible, but the lack of a clear direction in
these games sometimes makes predicting an exact outcome difficult. A
solution concept for non-cooperative, non-zero-sum games was published
by American mathematician John Nash in 1950.11 In his short paper, Nash
showed that in games in which each player is assumed to know the
equilibrium strategies of the other players, and no player has anything to
gain by changing his own strategy unilaterally while the other player keeps
his strategy unchanged, then the current set of strategy choices and the
corresponding payoffs constitute a ‘Nash equilibrium’.12 In cases where
both players deviate from a dominant strategy in the same round of a game,
the Nash equilibrium no longer applies because both players may benefit
equally from the new payoffs, or even improve their position. In cooperative,
non-zero-sum games, where no communication is allowed between players,
prediction can be more difficult as players may deviate from equilibrium
strategies for the purposes of trying to convince another player that better

payoffs lie in the selection of alternate strategies.

One game theoretic concept that has value in military analyses is the
notion of perfect versus imperfect information. In a game classified as a
‘game of perfect information’, each player ‘knows exactly what is going on at
all times’.13 The game of Chess and the Japanese game of Go are examples
of games of perfect information because all of the pieces as well as the

board are visible to both players at all times. In a game classed as a ‘game

11 A non-cooperative game is a game where the players are not cooperating, but
they stand to lose something by selecting a strategy that increases their own payoff
at the expense of another player’s payoff.

12 John Nash, "Equilibrium points in n-person games", Proceedings of the National
Academy of Sciences, (1950), 36(1):48-49.

13 Davis, 1. 257.
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of imperfect information’, each player is ‘to some extent, kept in the dark’.14
Card games like Poker and Bridge are examples of games of imperfect
information because no player knows exactly what lies in the other players’
hands. Games of imperfect information are often more complex than games
of perfect information because they require a shift in focus from a general
strategy that encompasses the two elements of ‘self’ and ‘environment’ to a
focus on finding out as much information as possible; the construction of a
general strategy is still required, but only after a compilation of this
information.!5 In war terms this concept is similar to an existing one, the
‘fog of war’. Carl von Clausewitz was one of the first to describe this
phenomena in On War when he said, ‘War is the province of uncertainty;
three-fourths of those things upon which action in War must be calculated,
are hidden more or less in the clouds of great uncertainty. Here, then,
above all a fine and penetrating mind is called for, to search out the truth

by the tact of its judgment’.16

Game theory games can be represented in a number of forms’. The first
type of representation is ‘extensive form’. In extensive form a game is
represented by a ‘tree’ diagram with nodes’ representing a point where a
player has to make a decision, and ‘branches’ representing different
strategies. Games where a player has to make decisions in a specific
sequence are represented in extensive form. Some game theory games are

also represented by matrices. Matrix representation is called ‘strategic’ or

14 Davis, 1. 257.

15 One of Napoleon’s military adversaries, Arthur Wellesley, the 1st Duke of
Wellington, reflected on the importance of obtaining information in a military
setting: ‘All the business of war, and indeed all the business of life, is to endeavour
to find out what you don't know by what you do; that's what I called “guessing
what was at the other side of the hill” ’.

16 Carl von Clausewitz, On War, 34 edn. (London: Penguin Books, 1982), p. 140.
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‘normal’ form. Matrix representation makes it easier to decipher optimal
solutions to games, and is therefore the primary mode of representation in
game theory. In cases where games are being analysed theoretically, the
branch of mathematics known as set theory is used. Set theory is useful for
constructing analyses of complex scenarios because it can represent both
physical objects, as well as intangible objects, such as thought processes. It

also allows the grouping of multiple similar objects.

When representing zero-sum games in matrix form, the payoffs due to
player ‘B’ are omitted from the matrix.1” Only player ‘A’s’ payoffs are
displayed. This is because player B always loses the same amount that
player A gains, and vice versa. For example, if both players choose strategy
B, and the corresponding matrix entry has a payoff of 5 for player A, player
B gets -5. If both players choose strategy A, and the corresponding matrix

entry has a payoff of -3, player B gets 3.

Two-person game theory games can be thought of as lying in a continuum.
At one end of the spectrum lie zero-sum games. Because one person’s loss
is another person’s gain, these games can be seen as purely competitive. At
the other end lies non-zero-sum games, where both players always gain
equal payoffs no matter what strategies are used. Because there is no way
(or reason) to ‘hurt’ the other player, these games are called ‘cooperative
games’. Most games sit somewhere between these two extremes, that is,

they involve a combination of cooperative and competitive behaviour.

17 Player A is always on the ‘left side’, Player B is always on the ‘top’ of the matrix.
Player A’s strategies are represented by the rows and player B’s by the columns.
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At first glance, war appears to be a purely competitive game. What one
general gains, another loses. However, battles rarely produce a game where
the ratio of gains to losses is equivalent, and there are a number of reasons
for this. The first is that societies produce armies that place different values
on victory and loss. Napoleon provided good summaries of his

interpretation of the relevance of this phenomenon in the Napoleonic era:

A common French soldier is more interested in winning a battle than
is a Russian officer. He invariably attributes the major part of a
victory to the unit in which he serves. The art of retreating is more
difficult with French troops than with Russian ones. A single lost
battle takes away a Frenchman’s strength and courage, weakens his
trust in his superiors and pushes him to insubordination. Russian,
Prussian, and German soldiers stay at their posts from a sense of
duty; the French soldier, from a sense of honour. The former are

almost indifferent to defeat, the latter are humiliated by defeat.18

Regardless whether or not Napoleon’s dictums were true, Napoleon believed
them to be, and in the context of game theory, the belief of the commander
outweighs the reality of the situation. This is a primary reason that
intelligence gathering is of such importance to a commander in a war
situation, the primary aim being the construction of a set of beliefs based
on the information available. Another reason was is not purely competitive
is because commanders hold a degree of autonomy in the field, and a

general’s interests do not necessarily always coincide with the interests of a

18 Napoleon in The Mind of Napoleon: A Selection from his Written and Spoken
Words, ed. by Christopher J. Herold (New York: Columbia University Press, 1955),
p. 216.
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commander’s nation state. The total destruction of an enemy army is often
desired by a nation state as it brings a guarantee of peace and beneficial
terms. However, a commander engaging in this directive stands to lose
reputation among his own men if he shows no mercy to the opposing army.
In the Italian Campaign of 1796, the role of the French army as dictated by
the French Directory was to maintain a foothold in Northern Italy. The role
of the Army of Italy, as far as Napoleon was concerned, was to eradicate
Austrian resistance in the theatre, with a corollary aim of forcing the
Austrians to transfer extra troops to the theatre in the hopes of thinning the
Austrian lines east of the Rhine, thereby facilitating a successful thrust into
Austrian territory by the main French armies in the Austrian theatre.!9 In
1797, the Directory maintained that Napoleon should try to break the siege
of Mantua and force the Austrians from Italy. Napoleon, on the other hand,
had the primary aim of driving the Austrian army to the Austrian capital of
Vienna, thereby forcing the Austrians to come to peace on French terms.
The final reason war is not purely competitive is that there are situations
where a course of action can be seen as beneficial by opposing armies. An
example of this comes in the form of a ceasefire. A ceasefire often allows
generals time to reinforce units, tend to the wounded, and recover morale.
Often a ceasefire is more beneficial to one general than it is to another, but
the fact that both generals tend to gain some benefit from a ceasefire makes
the relationship between enemy generals somewhat symbiotic, and wars

involving ceasefires non-zero-sum.

Since the introduction of game theory in von Neumann and Morgenstern’s

Theory of Games, many experiments have been conducted by game

19 The commander in chief was Napoleon.
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theorists in an effort to understand player behaviour. One of the key
behaviours game theory researchers have studied is the ability of players to
take into account, and respond to, other player’s strategies. In 1964,
researcher Richard Brayer had subjects repeatedly play a game that gave
players a choice of three strategies.20 Subjects were either told they were
playing against an experienced player or they were told that their opponent
would play randomly, but in fact they invariably played against the

experimenter.

EXPERIMENTER

A B C

a 11 -7 8

SUBJECT b 1 1 2

Figure 1: Brayer's experiment?!

In Brayer’s game, Davis states that strategy b is the most logical strategy
for the subject to play if they think their opponent is intelligent. This is
because strategy b is the only strategy that guarantees the subject a gain.
The experimenter, on the other hand, should never play C as this leads to a
loss no matter what the subject plays. Strategy A seems logical for the
experimenter until the subject’s thought process is factored in: having
established that the experimenter will never play C the subject should
choose b because playing a leads to a loss for the subject when the
experimenter chooses B. The subject therefore should always play b, and
the experimenter should always play B. (b, B) are therefore equilibrium
strategies, and the payoff of 1 is an equilibrium point. Davis mentions that

what actually happened in Brayer’s experiment was very different from

20 Davis, 1. 764.
21 Taken from Davis.
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what should have happened under the conditions of rational play: most
subjects ignored what they were told about their opponent and responded
only to how the opponent played. Post experimental interviews revealed that
‘players couldn’t anticipate the experimenter’s choice of strategy B. In fact,
more than half the subjects felt that the experimenter was stupid for playing
B and settling for a loss of 1°.22 In other words, many of the test subjects
failed to adequately assess which strategies constituted the most logical

course of action for the opponent.

Another important factor that has an influence on player behaviour is
communication. In a game with two players, I and II, player I has the choice
of two strategies, a or b. Strategy a has a payoff of 5 or 0, depending on
what player II plays, and strategy b has a payoff of 6 or 1, depending on
what player II plays. Player II also has a choice of two strategies, A or B.
Strategy A has a payoff of either 5 or 0 and strategy B has a payoff of either
6 or 1 depending on what player I plays. In a game played repeatedly and
where no communication between players is allowed, it is logical for player I
to play strategy b because a payoff of either 6 or 1 is better than a payoff of
S or 0. This is especially so considering that if player II plays A, player I gets
the highest possible payoff of 6. However, in cases where communication is
allowed (and the aim of the game is to get the highest total combined
payoff), it is better to play a and for player II to play A so that they can each

get a payoff of 5 for a combined payoff of 10 on each round.

22 Davis, 1. 774. Davis’ italics.
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PLAYER Il

a (5, 5) (0, 6)

PLAYER |

b (6, 0) (1, 1)

Figure 2: Communication affecting strategy selection.23

There are some differences between the way players behave in games played
once, and games played repeatedly. The first is that in games played only
once, most players choose to play aggressively and selfishly, selecting the
strategy that leads to the highest possible payoff at the expense of another
player’s gain.24 Behaviour also changes depending on the number of times a
game is repeated. If a game is repeated an infinite number of times, players
tend towards cooperation. The reason for this is biological. In a situation
where a species places a higher value on survival than on eliminating
competition for resources, they often defer to other species. Scavenger
species, such as vultures, display this behaviour when a predatory species
obtains a kill. The vultures wait until the predators have finished feeding
before they take their share of the meal. In games that are repeated, but
where there are a finite number of turns, it is more logical for players to
play cooperatively for most of the turns and then aim to maximise personal
gain at the expense of cooperation in the last few turns.25 This is because

an opposing player’s threats lose significance as the game approaches

23 Taken from Davis, 1. 1293.

24 Jacob K. Goeree and Charles A. Holt, ‘Ten Little Treasures of Game Theory and
Ten Intuitive Contradictions’, The American Economic Review 91, 5 (December,
2001), p. 1403.

25 Reinhard Selten, ‘The Chain Store Paradox’, Theory and Decision 9, 2 (1978), pp.
127-159.
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termination. The last turn, in particular, is almost universally played

selfishly by intelligent rational players.

Players also take into account their current personal position when
selecting strategies in game theoretic scenarios. This often results in a
deviation from a dominant strategy. In an example where players are
playing for money, their financial position is often taken into account. In a
game with two players, I and II, player I has three strategies to choose from.
Strategy a with a payoff of $1 million, strategy b with payoffs of $10 million
or $ 0, and strategy c with payoffs of $0 or $10 million. Player II has two
strategies to choose from, strategy A with payoffs of $1 million, $10 million
or $0, and strategy B with payoffs of $1 million, $0 or $10 million. The
minimax strategy for player I is to play a mixed strategy of b one half the
time and c one half the time for an average return of $5 million for each

time the game is played.

PLAYER I
A B

$1 million $1 million

PLAYERI $10 million $0

$0 $10 million

Figure 3: Personal position influencing behaviour.26

However, if the game is played once and player I is bankrupt, he might
prefer to go with strategy a which gives a guaranteed payoff of $1 million.
On the other hand, if the game is played only once, but player I is very rich,
he might opt for strategy b or c, given that he has ‘nothing to lose’. If he
ends up with a payoff of $0, it does not matter as he still walks away rich.

In a military setting, ceasefires are similar to this type of game. Rather than

26 Davis, 1. 816.
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risk losing everything through aggression on the part of the attacker or risk
losing everything through inadequate time to prepare on the part of the
defender, both sides may opt for a ceasefire which leads to a lower gain, but
without the risks incurred by an attack which comes too early. Of course,
one of the sides may end up profiting by a non-ceasefire, and this is where
a careful calculation of losses versus gains in relation to an army’s physical

condition can decide a course of action.

At its simplest, game theory is a theory of decision making. A more
complex, but more complete explanation is that game theory is a branch of
applied mathematics that provides tools for analysing situations in which
parties, called players, make decisions that are interdependent. Game
theory was first formalised and given a system of axioms by John von
Neumann and Oskar Morgenstern in 1944, when they published Theory of
Games and Economic Behaviour. This book focussed on the application of
game theory to the subject of economics. Because of the competitive nature
of game theory in n > 1 games, and the strategic thought process involved,
it was soon applied by various scholars in the military context. Chief among
these was O. G. Haywood, a United States Air Force colonel. Haywood was
among the first to realise that elements that had been employed in the
economic context could be applied in the military context, the primary ones
being the principles of perfect and imperfect information, communication
affecting strategy selection, and personal position influencing behaviour.
The competitive nature of the two-person zero-sum game meant that it
could represent a military battle between two belligerents. However, the fact
that wars were rarely fights to the death (leading to a loss for the

vanquished that directly corresponded to the gain for the victor), meant that
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war was a non-zero-sum game. The ambiguity surrounding corresponding
gains and losses becomes more prevalent as the military scenario is
escalated from tactical battles to the overall strategy in a theatre. The
ability of a commander to request a ceasefire, and of both commanders to
negotiate, often makes it unclear which side is gaining more from a
transaction, and decreases the chances that both sides lose in a
transaction. At the campaign level, the introduction of third parties, such
as governments, blurs the picture even further. At any time a government
can step in and change the circumstances when its foreign interests no
longer coincide with the objectives of its armies. Game theory also
predicates a crucial difference between the application of the subject to
economics and the application of the subject in a military context. In
economics, a player is usually selecting the strategies that lead to the
greatest possible gains. In a two-player scenario this does not necessarily
preclude co-operation with an ‘opposing’ player provided both sides gain
from the selected strategy. In war, ‘players’ can do the opposite: selecting a
dominated strategy for the purposes of deceiving the opponent. While
selecting dominated strategies can be done in economics, it rarely produces
the beneficial outcomes that result from selecting a similar strategy in a
military setting. One of the benefits of game theory is that it allows a
military commander to practise the art of prediction. In war, knowing what
an opponent is going to do before he does it can lead to the creation and
implementation of an adequate counter-response. The ‘Nash equilibrium’,
created by mathematician John Nash in 1950, was a solution concept of
the closest it is possible to get to von Neumann’s minimax theorem in two-

person non-zero-sum games. As long as a player has nothing to gain by
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unilaterally changing his strategy, it is rational for him to continue using

his current strategy.
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Chapter III: Establishing Napoleon’s Utility

This chapter will use psychoanalysis to establish Napoleon’s motivational
drives so that they can be applied to his utility for application in game