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Abstract

In a previous paper we introduced the notionsghthesis abstractign
which allows efficient compositional synthesis of maximadermissive su-
pervisors for large-scale systems of composed finite-statemata. In the
current papermbservation equivalends studied in relation to synthesis ab-
straction. It is shown that general observation equivadamot useful for
synthesis abstraction. Instead, we introduce additiooatlitions strength-
ening observation equivalence, so that it can be used watieampositional
synthesis method. The paper concludes with an example sgadwe suit-
ability of these relations to achieve substantial stateegdn while comput-
ing a modular supervisor.



1 Introduction

Modular approaches to supervisor synthesis are of great interestpi@rvisory
control theory[2, 15], firstly in order to find more comprehensible supervisor rep-
resentations, and secondly to overcome the problestaié-space explosidior
systems with a large number of components. Many approaches studiggsafa
as [17,20], rely on structure to be provided by users and henceetedhautomate.
Other early methods such as [1] only consider the synthesis of a let&#tties
controllable supervisor, ignoring nonblockin@upervisor reductiofl8] greatly
helps to simplify synthesised supervisors, yet it relies on a monolithic supervis
to be constructed first, and thus remains limited by its size.

More recently, abstraction based oatural projectionhas been studied for
compositional supervisor synthesis. Natural projection withathgerver property
produces a nonblocking but not necessarily least restrictive sigpenif output
control consistencis added as an additional requirement, least restrictiveness can
be ensured [4]. In [16], itis furthermore shown that output contomisistency can
be replaced by a weaker condition calledal control consistency

Supervisor synthesis and abstractions have also been studied in aemonde
ministic setting. In [9, 19]conflict-preservingbstractions andieak observation
equivalenceare shown to be adequate for the synthesis of nonblocking supetvisors
but least restrictiveness is only guaranteed if all observable eventet@ined in
the abstraction. The methods in [5, 10] also allow for the abstraction ofvdide
events througiding.

In [5], @ monolithic and least restrictive supervisor is constructed in syimbo
form, after abstracting automata accordingstgervision equivalenceYet, the
equivalence requires additionstiate labels making some desirable abstractions
impossible. State labels are removed in [10], where supervision equigsiene-
placed bysynthesis equivalencand hiding is used to abstract all local events. The
authors propose a two-pass algorithm for compositional synthesis, wiodices
an over-approximation of the least restrictive solution; an additional loakimg
check is necessary to guarantee correctness.

In more recent work [14], the authors propose another means ofaabistr
called synthesis abstractigrwhich avoids hiding and some of the problems en-
countered in [5, 10]. This present working paper builds on this workiavesti-
gates how automata can be simplified in the framework of synthesis abstraction.
The focus is orobservation equivalenand related methods.

After the preliminaries in section 2, the framework of synthesis abstraction is
presented in section 3. Next, in section 4 observation equivalence-bhstac-
tions are studied in detail. It is first shown that general observatiorvalguice is
not suitable for synthesis abstraction, and then the stronger versiamsontrol-



lable observation equivalen@ndsynthesis observation equivalerare shown to
guarantee synthesis abstraction. It is also shown that synthesis atimeequiv-
alence can produce better abstraction than the projection-based metfig]. of
Formal proofs of these results are given in section 5. Finally, sectionrbae
strates observation equivalence-based abstraction using a pragacaple, and
section 7 adds some concluding remarks.

2 Preliminaries and Notation

2.1 Events and Languages

Discrete event systems are modelled using events and languages [&}s Bve
taken from a finite alphabet, which is partitioned into two disjoint subsets, the
sety. of controllableevents and the sét, of uncontrollableevents. The special
eventw € Y. denotegermination

The set of all finite strings of elements Bf including theempty stringe, is
denoted by:*. A subsetl C »* is called alanguage The concatenation of two
stringss,t € X* is written asst. A strings € X* is called aprefixof ¢t € >*,
written s C ¢, if t = su for someu € ¥*. ForQ C ¥, the natural projection
Pqo: ¥* — QF is the operation that removes from stringss >* all events not
in Q.

2.2 Nondeterministic Automata

Discrete system behaviours are typically modelled by deterministic automata, but
notation in this paper is based on nondeterministic automata, which may arise as
intermediate results during abstraction.

Definition 1 A (nondeterministic) finite-state automaton is a tugle- (X, Q, —,
Q°), whereX is afinite set of events) is a finite set of statesy C QxX xQ isthe
state transition relationand@° C ( is the set ofnitial states G is deterministi¢
if |Q°] < 1andz % y; andz % g, always impliesy; = yo.

The transition relation is written in infix notation = y, and is extended to
strings inX* by lettingz = x forall z € Q, andz 23 zif + 2 y andy > z for
somey € Q. Furthermorez > means that = y for somey € @, andz — y
means that = y for somes € ¥*. These notations also apply to state sats>
for X C @Q means that =, for somezr € X, and to automataz - means that
Q° 3, etc.

A special requirement is that states reached by the termination evéminot
have any outgoing transitions, i.e.2if% y then there does not existe X such
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thaty . This ensures that the termination event, if it occurs, always is the final
event of any trace. The traditional set of marked staté®is= {z € Q | z = }in
this notation. For graphical simplicity, states@¥¢ are shown shaded in the figures
of this paper instead of explicitly showingtransitions.

For a state or state set the continuation languagés L(z) = {s € X* |
r >}. The language of an automatdhis £(G) = L£(Q°), and its marked
language isM(G) = {s € ¥* | sw € L(G) }.

When automata are brought together to interact, lock-step synchronigation
the style of [6] is used.

Definition 2 Let G; = (21,0, —1,Q5) and Gy = (X2, Q4, —4, Q5) be two
automata. Theynchronous compositiaf G; andG- is defined as

G1]| G2 = (31U, Q1 x Q2,—,Q7 X Q3) 1)

where
(z,y) 5 (@) if o€ (21N%s), 2 D12, y Doy
(x7y) g (x’,y) If (S (El \22)7 X i)1 ml;
(z,y) > (z,y)if o € (Z2\21), y D2 v/

Another common automaton operation is thetientmodulo an equivalence
relation on the state set.

Definition 3 LetG = (%, Q, —,Q°) be an automaton and let C @ x @) be an
equivalence relation. Thguotient automatonf G modulo~ is

G/N = <27Q/N7—>/N7QO> ) (2)

where—/~ = {[z] S [y] | = 2 ylandQ° = {[z°] | z° € Q°}. Here,
[z] = {2’ € Q | x ~ 2’} denotes thequivalence classef z € Q, andQ/~ =
{[z] | z € Q } is the set of all equivalence classes modulo

2.3 Supervisory Control Theory

Given aplant automatonz and aspecificatiorautomatoni’, supervisory control
theory[15] provides a method to synthesise a supervisor that restricts theibehav
of the plant such that the specification is always fulfilled. Two common requir
ments for the supervisor amentrollability andnonblocking

Definition 4 Let G and K be two automata using the same alphabietK is
controllablewith respect ta’ if, for every strings € ¥*, every stater of K, and
every uncontrollable event € ¥, such thatX' > z andG =, it holds thatz =
in K.



Definition 5 LetG = (3,Q,—,Q°). A statex € Q is calledreachablein G if

G — z, andcoreachabldf z ™ for somet € ¥*. (G is called reachable or co-
reachable, if every state € () has the respective property.is callednonblocking
if every reachable state is coreachable.

For a deterministic plantz and specificatiori(, it is shown in [15] that there
exists deast restrictivecontrollable sublanguage

supCq(K) € L(K) ®3)

such thatupC(K) is controllable with respect t6' and nonblocking, and this
language can be computed using a fixed-point iteration.

In [10], this result is generalised to nondeterministic automata. For nordeter
ministic automata, synthesis producesudbautomatorinstead of a language, and
the controllability condition is modified accordingly.

Definition 6 [10] Let G; = (¥, Q4, —1,Q5) andGa = (X, Q,, —4, Q9) be two
automata(y; is asubautomatonf G, written Gy C Go, if Q1 C Q2, —1 C —0,
and@j C @s.

Definition 7 [10] Let G = (X, Qq, — ¢, Q) and K = (3, Qp, — ., Q%) be
automata such th& C G. ThenK is calledcontrollablein G if, for all states
z € Qi andy € Q¢ and for every uncontrollable evente ¥, such that: > v,
it also holds that: = v.

The upper bound of controllable and nonblocking subautomata is again con
trollable and nonblocking, and this implies the existence of a least restrigtive s
thesis result.

Theorem 1 LetG = (X, Q, —, Q°) be an automaton. There exists a unique sub-
automatorsupCN (G) C G such thatupCN (G) is nonblocking and controllable

in G, and such that for every subautomat$rc G that is also nonblocking and
controllable inG, it holds thatS C supCN(G).

Therefore supCN (G) is the unique synthesis result fop&ant G. It is shown
in [10] how supCAN (G) can be computed using a fixpoint iteration. This is done
by iteratively removing blocking and uncontrollable states of a plant, untileadfix
point is reached, and restricting the automaton to these states.

Definition 8 [10] LetG = (X, Q, —,Q°) be an automaton. Thestrictionof G
toX CQis
G\X:<21Q7—>|X>QOQX>1 (4)

where— x = {(z,0,y) € = |2,y € X }.
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Definition 9 LetG = (3, Q,—, Q°) be an automaton. The synthesis step opera-
tor O¢: PQ — PQ for G is defined a®;(X) = OF™(X) N OF™(X), where

@CGOHt(X):{xGX|VO'€Euaxgyimp”esyeX}; (5)
X (X)={zre X | wt—%lx for somet € ¥* } . ©

0% captures controllability, anﬁ)gonb captures nonblocking. The synthesis
result forG is obtained by restricting: to the greatest fixed point &.

Theorem 2 [10] LetG = <Ez Q,—,Q°). The synthesis step operai®y; has a
greatest fixed poingfp©s = B¢ C @, such thaG‘éG is the greatest subautoma-
ton of G that is both controllable idF and coreachable, i.e.,

supCN (G) = Gloy - )

If the state seq is finite, the sequenc&® = Q, X'*' = ©¢(X") reaches this
fixed point in a finite number of steps, i.€&s = X™ for somen > 0.

The synthesis operatiatupCN only performs synthesis for a plant automa-
ton G. In order to apply this synthesis to control problems that also involve speci-
fications, the transformation proposed in [5] is used. A specification atitonis
transformed into a plant by adding, for every uncontrollable event thabti€n-
abled in a state, a transition to a new blocking statd his essentially transforms
all potential controllability problems into potential blocking problems.

Definition 10 [5] Let K = (X, @, —, Q°) be a specification. Theomplete plant
automatonk -+ for K is

K' = (3,QU{Ll},—".Q°) (8)
where L ¢ @ is a new state and
-t = s U {(zv ) |zeQue,zt}. )

Proposition 3 [5] Let G, K, and K’ be deterministic automata over the same
alphabet:, and letk’ be reachable. Thek’ C G || K+ is nonblocking and
controllable inG || K+ if and only if K’ C G || K is nonblocking and controllable
with respect ta5.

According to this result, synthesis of the least restrictive nonblockingcand
trollable behaviour allowed by a specificatidn with respect to a planff can be
achieved by computingupCA(G || K+). If G and K are both deterministic, it
can be shown that

LsupCN (G || K1) = supCq(K) . (10)



3 Compositional Synthesis

Many discrete event systems am@dularin that they consist of a large number of
interacting components. This modularity can be used to abstract comporents b
fore composing them, in many cases avoiding state-space explosion. Gl se
briefly describes the framework introduced in [14] to perform synthesisposi-
tionally in this setting.

3.1 General Compositional Approach

A modular system consists of a modular specification= K, || --- || K,, and a
modular planG = Gy || - - - || G,
GIK =Gl [[Gall Kyl | K (11)

As discussed in Section 2.3, all the specifications can be translated to ptatits,
synthesis problem is given as

G| K* =G| |G| K[|+ || Kpi - (12)

In the compositional algorithm of [14], the modular system (12) is abstrasttgx
by step. Each automato; or K JL in (12) may be replaced by an abstracted

version,G; or K’j, until no more abstraction is possible. Then synchronous com-
position is computed step by step, abstracting each intermediate result again.

When abstracting an automat6h, this automaton will typically contain some
events that do not appear in any other comporgnor KJl These events are
calledlocal events In the following, local events are denoted by the ¥etand
2 = 3\ T denotes the non-local sharedevents. Local events are helpful to find
an abstraction.

Eventually, the procedure leads to a single autométpthe abstract descrip-
tion of the system (12). After abstractio@, has less states and transitions com-
pared to the original system. Oncgis found, the final step is to usg instead
of the original system, to calculate a synthesis resyptC(G), which leads to a
solution for the original synthesis problem (12).

3.2 Synthesis Abstraction

The general compositional approach explained above requires aopaigjpe no-
tion of abstraction. The task is to find the least restrictive, nonblocking),can-
trollable supervisor, so each automaton should be abstracted in suchtbav#ye
behaviour of the supervised system is left unchanged.



Definition 11 [14] Let G andG be two deterministic automata with alphabét
ThenG is a synthesis abstractioof G with respect to the local event§ C X,
written G Seynth, 1 G, if for every deterministic automatofi = (Er, Qr, =1,
Q%) such that2r N Y = () the following holds,

L(G| T | supCN(G || T)) = L(G || T || supCN (G || T)) (13)

Definition 11 requires that the synthesis result@and its abstractiod: are
the same in every possible conté&xt The synthesis resultsipCN (G || T') and
supCN(G || T) are composed with the original plat || 7', and the resultant
behaviours must be equal. The following theorem shows how synthesiaation
is applied to a control problem such as (12).

Theorem 4 Let H; = (£,,Q;, —,;,Q3), i = 1,..., k, be deterministic automata,

and letY C ¥; such that; Sgynen,y HiandY N¥e =--- =TN3Y, = 0. Then
L(Hy || -+ || Hy | supCN (Hy || Ha || - -+ || Hg))

=L(Hy |- | Hy || supCN (Hy || Ha || -+~ || H)) - (14)

Proof. The claim follows directly from definition 11 by considerid, || - - - || Hy

asT. 0

Theorem 4 is applied several times when simplifying (12). It can be shgwn b
induction that, if (12) is composed and simplified to a single autom@tdhen the
synthesis resulf = SupCN(é) composed with the original system (12) is equal
to the monolithic synthesis result for (12). A least restrictiwedular supervisor
can be constructed &@b|| K, || Kz || -+ || K.

Note that the modular supervisér|| K; || Ks || - - - || K. never needs to be
calculated. It can be represented in its modular form, and synchronigaiohe
performed on-line, tracking the synchronous product states as ttensgsolves.

In this way, synchronous product computation and state-space explosinbe
avoided.

This paper focuses on abstractions obtained by merging of equivaiges,s
i.e., abstractions that can be represented as an automaton quotient mogigiivan
alence relation. For such abstractions the conditions of synthesis diostrarc
definition 11 can be replaced by the following sufficient condition.

Definition 12 LetG = (X, @, —, Q°) be an automaton. An equivalence relation
~ C @ x @ is astate-wise synthesis equivalerredation onG with respect to
T C %, ifforall z € Q, all deterministic automatd = (¥, Q,, —, @7) such
thatX7 N Y = (), and for all states € Q7 the following relations hold,



(I) if (:L‘,HZT) S éGHT’ then([x},mT) S ég/N”T;

(II) if ([.T],xT) S éG/NHT, then(a:,xT) S éGHT'

State-wise synthesis equivalence implies synthesis abstraction.

Proposition 5 Let G be a deterministic automaton, and 1etC X. Let~ be a
state-wise synthesis equivalence relatiorCbwith respect toY such thatz/~ is
deterministic. Therty Sgyneny G/~.

Proof. It must be shown that for any deterministic automatos: (X, Q, —,
Q7 such thattr N T = (), equation (13) holds.

First, lets € £(G || T||supCN (G| T)). This meanss || T || supCN (G || T) >
(zq, xT, T, o)), and sinces andT are deterministia; = z¢ andz’, = z7. Let

o g On
s = 01---0p, then(zf, z{) —H@E;HT @F521) Blogr " o (TnTh) =
(zg,2r) such that(z{, z1) € Ogr for k = 0,...,n. By (i), ([#¢],21) €
a — G Ty 91 el Ty 02
Og/~r for k = 0,...,n, and thus([zg], zq ) 1667 ([«F],27) 1607

ﬁ;\éc/ww ([2G], 2T) = ([xa], x1). ThereforeG || T || supCN (G/~ || T) >
(xq,zr, [a], z7), which means that € L(G || T || supCN (G/~ || T)).
Conversely, lets € L(G || T || supCN(G/~ || T)). SinceG, T, andG/~
are deterministic, this meai || 7' || supCN (G /~ || T) & (2§, 2T, [25], 2T) BB
- (29, 2T 28], 2T), wheres = oy -+ - 0,,. Since([z{],21) € ég/N”T for
k=0,...,n by (i), (zf,2]) € Ogyr for k = 0,...,n. Therefore,G || T |
supCN (G | T) 5 (2§, 2T, 2§, 2T) B ... B8 (28, 2T 2C 2T'), and thus it can

be concluded that € L(G || T || supCN (G || T')). O

4 Methods of Abstraction

This section discusses some possible methods to compute synthesis abstractions
While observation equivalence does not in general yield synthesisaatistrs, it
can be strengthened to do so.

For clarity of presentation, this section starts with the simplest abstraction,
bisimulation, which turns out to be a special case of more advanced dlmstsac
presented later. Therefore, the formal proofs of the theorems aiedaut in the
opposite order in which they are presented, and this is done later in section 5
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Figure 1:G is observation equivalent 16, but not a synthesis abstraction.

4.1 Observation Equivalence

Observation equivalenaar weak bisimilarityis a well-known general abstraction
method for nondeterministic automata [13]. It seeks to metggervation equiva-
lent states, i.e., states with the same future behaviour.

Definition 13 Let G = (X, Q, —,Q°) be an automaton with. = Q U T. An
equivalence relationz: C @ x ( is called anobservation equivalencen GG with
respect toY, if the following holds for allz1, 22 € @ such thatr; ~ xs: if

tiouy

r1y — yp forsomeos € ¥ andi;,u; € T*, then there exisyy € @ and
tQPQ—(G;)UQ

to, us € T* such thate, 1o andy; = yo.

Observation equivalence is known to preserve all temporal logic ptiep¢t 3]
includingconflict equivalencgl2]. However, it does not always produce a synthe-
sis abstraction, and the following counterexample shows this.

Example 1 Consider automat&, G, andT in figure 1. Uncontrollable events are
prefixed with!, and local events il are marked with parentheses around them.
With « € T, statesy; andg, in G are observation equivalent, and merging them
produces the abstracti@® However,y € LsupCN (G || T) buty ¢ LsupCN (G|

T), because irG, the local controllable event can be disabled to prevent the
stateq, and thus the undesirable uncontrollahte but this is no longer possible
inG. Thus,L(G || T || supCN (G || T)) # L(G || T || supCN (G || T)), andG is

not a synthesis abstraction Gf

This counterexample seems to contradict results in [9, 19], where ltgarv
equivalence is used in synthesis abstraction. However, the above neshpan
pers only allomunobservablevents to be considered as local, while in this paper
observableavents can also be local. This makes it more difficult to find suitable
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Figure 2: G is observation equivalent 6 with only uncontrollable local events.
Nevertheless it is not a synthesis abstraction.

abstractions, because the synthesised supervisor may synchrorofsermable
events, even if they are local.

4.2 Bisimulation

One simple way to restrict observation equivalence such that it implies symthe
abstraction is by not permitting any local events. This leadsgionulation equiv-
alence[13], one of the strongest known process equivalences.

Definition 14 LetG = (X, Q,—, Q°) be an automaton. An equivalence relation
~ C @ x Q is called abisimulationon G, if the following holds for allz{, z5 € Q
such thatr; ~ z: if z; = y; for someo € ¥, then there existg, € Q such that
z9 %y andy; & ya.

Theorem 6 Let GG be an automaton, and let be a bisimulation orG. Then
G Ssynth,@ G/’QJ‘

4.3 Uncontrollable Observation Equivalence

While bisimulation ensures synthesis abstraction, not permitting any locatseven
is highly restrictive, and it is desirable to relax the condition. In example 1, the
local event,q, is controllable; if it was uncontrollable, merging the states would

result in a synthesis abstraction. This suggests to restrict the set ofelomats

to be uncontrollable, yet the following counterexample shows that this is still no
enough.

11



q2

Figure 3:G is observation equivalent 6, but not a synthesis abstraction.

Example 2 In figure 2, the local events: and!v are both uncontrollable, and
is observation equivalent @. The figure also showS = G || T'[| supCN (G || T).
However, LsupCN (G || T) = 0, because irGG there is no way to permit event
without also permitting the deadlock after the uncontrolldpleThus,G is not a
synthesis abstraction @f.

The situation in example 2 can be avoided by requiring that the trace matching

a controllable transition (such as thetransition in the example) does not contain
any more local eventafter the controllable event.

Definition 15 LetG = (X, Q, —, Q°) be an automaton with = QU Y andY C
Y. An equivalence relationr C Q) x @ is called anuncontrollable observation
equivalencen G with respect tdr, if the following conditions hold for alk1, x5 €
@ such thatey ~ xs:

() Vo € X, if 21 = y; then3ty € T* such thate, —(> o) yo andyy ~ yo;

t2 Po(o)uz
—_—

(i) Yo € %y, if 11 5 y1 then3to, us € Y* such thatr, Yo and

Y1 ~ Y2.

Condition (ii) is like observation equivalence (definition 13), but (i) impases
stronger requirement for controllable events.

Theorem 7 Let G be an automaton, and let be an uncontrollable observation
equivalence ol with respect toX'. ThenG Sgynen,x G/~.

4.4 Synthesis Observation Equivalence

This section shows that the conditions of uncontrollable observation aguise
can be relaxed, permitting controllable local events under certain conditions

12



Example 3 AutomataGG andG in figure 3 are observation equivalent with control-
lable local events and 3, because the local controllabfetransition is redundant
according to observation equivalence [3]. In b6tlandG, the controllable event
must be disabled to prevent the undesired uncontrollabl8y disablinga in G,
termination no longer can be achieved, yet termination is still possildéusing
the S-transition. Therefore is not a synthesis abstraction Gf

The situation in example 3 can be avoided by imposing an additional require-
ment as follows: a local controllable transitien> 3 in G needs to have a match-
ing sequence of local transitions] = [y] in G such that every state along this
path, reached by a local controllable transition, is equivalent. ton the exam-

ple, the transitionyg LA g2 in G can only be matched by the transition sequence
00 = ¢ > ¢2in G, but the stateg; in this sequence is not equivalentggin G.
This idea leads to the following definition.

Definition 16 Let G = (X,Q,—,Q°) be an automaton with = Q U Y. An
equivalence relation- C @ x Q is called asynthesis observation equivalence
on G with respect taY, if the following conditions hold for allt;, zo € @ such
thatl'l ~ I9.
() Vo € B, if 21 2 y1 then3t, € T* such thate, tﬂi@ yo andyy ~ o
and for all stringsgps C ¢, such thatz, 2 andp, € Y*X. it holds that

Ty~ 22,
(i) Vo € Dy, if 21 % y1 thenTty, up € (T N%,)* such thate, *20" y,
andy; ~ y».

Theorem 8 Let G be an automaton, and let be a synthesis observation equiva-
lence onG' with respect tdl'. ThenG Seynen,x G/~.

4.5 Relationship to Projection

In related work [4, 16], natural projection is used to simplify subsystendspamn
form modular synthesis. It is well-known that, in general, natural projactib
local events in a subsystem cannot ensure the preservation of a glotihksis
result. In [4], it is shown that the synthesis result is preserved if thgegtion
satisfies two additional requirements known as dbserver propertyand output
control consistencyThe condition of output control consistency is relaxetbtal
control consistencin [16].

In the following, it is shown that observation equivalence-based alising
have a higher abstraction potential than methods based on natural projectth

13



that every natural projection that satisfies the observer property @atldontrol
consistency leads to an abstraction that can also be achieved usingsss/otiser-
vation equivalence.

Definition 17 Let G = (%,Q,—,Q°) be an automaton, ard = Q U Y. The
natural projectionP,: X* — Q* is

e anobserverfor G, if for all s,s’,t € ¥* and all statesx € @ such that
Po(s) = Po(s'), G 2%, andG = z, there exists’ € £* such thatP (') =
Po(t) anda %%; [11]

e |ocally control-consistent (LCCior G, if forall s € ¥*, allv € QN X,
and all statesr € @ such thatG' > 2 and Po(s)v € PoL(G), if there

existst € T* such that: 3 then there also exists € (YT NnX,)* such that
uv
x —. [16]

Natural projection is a language-theoretic operation, which can be applied
to automata using the standard algorithmssobset constructioand minimisa-
tion [7]. Alternatively, natural projection can be seen to induce a state algtive
relation on nondeterministic automata usMgrode equivalencg 5].

Definiton 18 Let G = (£,Q,—,Q°) andQ C X. The natural projection
Pq: ¥* — Q* induces théNerode equivalencaodulof? on the state se:

x=qy ifandonlyif PoLl(x)= PoLl(y) . (15)

It is known that Nerode equivalence implies observation equivalence b+
jection satisfies the observer property [11, 21]; in this case, the qudiignt, is
a candidate for abstraction 6f. On the other hand, not every observation equiva-
lence abstraction can be expressed using projection.

Example 4 Consider automatory in figure 4. Hiding the local uncontrollable
eventd~; and!vy, does not yield an observer projection, because evénenabled

in the source stateg andqgs, but not in the target statg of the local transitiongy;
and!v,. Nevertheless, stateg andg, are uncontrollable observation equivalent
and can be merged, producing the abstracisuch thaG <., 1., G.

This example shows that uncontrollable observation equivalence ctormer
abstractions that are not possible using natural projection. In additicemou-
ing events, under certain conditions events can also be identified anddnarge
synthesis observation equivalence provides some conditions undehn thigcis
possible.
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q0

q12

(171, 172)
q3

10

q4

Figure 4: Uncontrollable observation equivalence has more abstraatientfal
than observer projection.

The following theorem 10 shows that every abstraction obtained by agtitoje
with the observer and LCC properties induces a synthesis observatioakengce
abstraction, fononblockingautomata. Blocking states can always be merged while
ensuring synthesis abstraction, but this cannot be done via obsermgtiaalence.

For blocking automata, the relationship to projection is similar to the results in [11].

Lemma9 LetG = (¥£,Q,—,Q°) be a reachable and nonblocking automaton,
and let = QU Y such thatPy: ¥* — Q* is an observer fo6.

(i) If 2 5 yforsomer € Y, thenz =q y.

(i) If 21 =q x2, 21 2 y1, 22 3 y, for somes;, sy € X* such thatPy(sy) =
PQ(SQ), theny1 =0 Y2.

Proof. (i) Forz = v, it clearly holds thatP,L(y) € PoL(z). For the converse
inclusion, lett € PoL(x). Then there exist§' € X* such thatPo(¢') = t and

z 5 Y. Also, sincer is reachable, there existse X* such thaG > «, and since
G is nonblocking, there exists € ¥* such that/ 5. That is,

Gixiy’% and G3z5y, (16)

where P (s7) = Pq(s). By the observer property, there existss ¥* such that
Po(v) = Po(t'u) andy 5. Therefore,t = Po(t') T Po(t'u) = Po(v) €
PoL(y).

(i) Let 21 =q 22, T1 2> y1, 2 23 yo for somes;, sy € £* such thatPg(s1) =
Pq(s2), and lett € PoL(y1). ThenPq(s2)t = Po(s1)t € PoLl(x1) = PoLl(z2).

15



Soto

Then there exists, € ¥* such thatP,(t2) = t andxy == 25 for somez; € Q.
Furthermore, since is reachable, there existse ¥* such thatG = z,, and

Uw

sinceG is nonblocking, there exisis, € X* such thats “2%. Thus,G - zy 22
25 2%, which impliesPo (ssatausw) € PoL(G). Since furthermorgy > zy, 33
y2, it follows by the observer property that= P (t2) C Po(tousw) € PoL(ys).

g

Theorem 10 Let G = (3, Q, —, Q°) be a reachable and nonblocking automaton,
and letY = Q U Y such thatP,: ¥* — Q* is an observer and LCC fa@#. Then
=q IS a synthesis observation equivalencewith respect toy .

Proof. Letz; =q x». Itis enough to confirm the two conditions in definition 16.

() Leto € X, such thatr; = y;.

First consider the case € Q. Theno € PoL(x1) = PoL(x2), so there
existst € T* such thatr, BN 29 % o fOr some stategs, zo € Q. By
lemma 9 (ii), it holds that; =q y.. Furthermore, lep T ¢ such that
zo 5 2. Thenp € T*, and thuse; =q x2 =q 25, by lemma 9 (i).
Second assume € Y. Thenz; =q y; by lemma 9 (i), andcy =
satisfiesP (¢) = ¢ = Pq(o) andys =q x1 =q 2. Furthermore, fop C ¢
andz, 2 2, it holds thatz; =q 25 = 2.

(i) Let v € ¥, such thatr; = ;.

First consider the case € Q. Thenv € PoL(x1) = PoL(x2), and since
y is reachable, there existse ©* such thatG > z, - 2, - for some
t € T* i.e,stv € L(G) and thusPq(s)v = Pqa(stv) € PoL(G). Since
Pq is LCC, there exists € (T N X, )* such thates = g, for somey; € Q.

By lemma 9 (ii), it also follows thal, =q y-.

Second assume € Y. Thenz; =q 1 by lemma 9 (i), ande, S 29
satisfiesPp(¢) = ¢ = Po(v) withe € (T N X,)* . O

In combination with example 4, this result confirms that synthesis observa-
tion equivalence can perform more abstraction than the projection-imasgwd
of [16].

5 Proofs of Theorems

This section contains the proofs of the theorems that are presented imskctie
mentioned in the previous section, synthesis observation equivalencelieef
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isation of uncontrollable observation equivalence, and both of themearergli-
sations of bisimulation. Therefore, in the following theorem 8 is proven farsd,
proofs for theorem7 and 6 follow subsequently.

5.1 Proof of Synthesis Observation Equivalence

To prove theorem 8, the key step is to show that synthesis observativalegace
implies state-wise synthesis equivalence. This is done below in lemma 12eBefor
that, lemma 11 establishes an auxiliary result needed for the second phe of
proof of lemma 12.

Lemmall LetG = (3,Q,—,Q°) andT = (X, Qp, —p, QF) be two auto-
mata withY = QU Y andX7NY = (), and let~ be a synthesis observation equiv-
alence orGG with respect tor'. Furthermore, leX' C Q x Q7 such tha{[z], z7) €
O/~ aways implies(z,zr) € X. For all states([z,],z7), ([z,],23) €
O/~ andy; € Q and for all events € ¥ such thatz,, z]) % (z,,23) and

tPQ(O')u

z1 ~ y1, there exist, u € T* andy, € Q such that(y,,z{) — " |x (y5,23)

andxy ~ Y2.

I?roof. Let z1, 22,11 € Q andz? 2l € Qr such that([z,], 2T), ([z,], 21) €
O¢/~r andz; ~ 1, and lets € ¥ such tha(z,,2{) % (z,,23). Consider two
cases.

() If o € %, then sincer; ~ y; andz; = xo, by condition (i) of defini-

tion 16, there exist,u € (T N X,)* andy, € @ such thaty; tPalo)u Y2

andzy ~ yo. Letp C tPq(o)u such thaty; % z. Then[z1] = [y1] 2 [2],
and sincey € ¥ and¥y N Y = (, it follows that ([z,], z7) & ([2],2])
for somed € {1,2}. Sincep € % and ([z,],27) € Oz, it fol-
lows that ([2],z]) € ©¢/oyr. This implies(z,2%) € X by assump-
tion. This argument holds for all prefixgs C tPq(o)u, and therefore

tPqo(o)u
(v, 2T) "2 x (g 2d).

(i) If o € %, then since:; ~ y; andz; > x2, by condition (i) of definition 16,

there existg € T* andy, € Q such thaty; tPalg) y2 andxy ~ yo, and for

all prefixesp C ¢ and all states € @ such thaty; 2 z andp € =*%, it
holds thaty; ~ 2. Lett = 7y --- 7. Then sinceg € T* andX7 NY = 0,

T T T] Pol(o
(,aT) = (20,aT) B (z1,27) B B (F,27) 2D gy 0]y . (17)
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It is shown by induction on that([2!], z1) € éG/N||T fori=0,...,k.

Base casefori = 0, it follows by assumption tha{=°], ) = ([y1], =] ) =
([z1],21) € O¢ymy-
Inductive step Assume the claim holds for sonmie> 0, i.e., ([z/],z]) €

Oc/~|r- It must be shown tha[zi*'],27) € O/ 7. There are two
possibilities forr;,1 € T:

T1Tit1

(@) Tit1 € Xe. Inthis casery - - 741 € ¥, and with(y;, 2T)
(21 2T, it follows from condition (i) in definition 16 that' 1 ~ ;.
This implies([**1],27) = ([z,],2T) € OG-

(b) Tip1 € Ty, From(zh,aT) =5 (271 aT) it follows that([z], 27
("], 2]), where ([z'],2]) € O, r by inductive assumption.
Then it follows that{[z*+!], 2T) € O/ because;; € %,..

)

It has been shown far= 0, ..., k that([z],2]) € O/, which implies
(24, z1) € X by assumptlon Itfollows that

(0 T kT Palo) T

(y1,27) = (2% ) Bix (2%, 21) 22 (yy, 2 . (18)

Since furthermorg[x,], z1) € ég/N”T andxa ~ ys9, it also follows by

tPo(o)

assumption thaty,, 23 ) € X. Therefore(y,, z{) —'|x (y5,23). O

Lemmal2 LetG = (%,Q,—,Q°) be an automaton. Let be a synthesis
observation equivalence @k with respect toY C X as in definition 16. Then-
is a state-wise synthesis equivalence relatiodzomith respect toY'.

Proof. LetT = (¥,,Q,,—p, Q%) be an automaton. The conditions of state-
wise synthesis equivalence in definition 12 must be confirmed.

(i) Itis shown by induction om > 0 that

If (2,27) € Ogyr then ([a],zr) € X" = 0%, r(Q/~ x Q1) .
5 (19)
Base case([z], 1) € Q/~ x Qr = 08, 7(Q/~ x Qr) = X°.
Inductive step Assume the claim holds for some> 0, i.e., if (z,z7) €
@G”T it holds that([z], z7) € X™. Now let (z,z7) € GGHT It must be
shown that([z], a7) € X! = O}, 1(Q/~ x Qr) = OF) 1(X™) N

O (X7).

18



(ii)

To see that[z], z7) € OF", (X"), letv € B, and([z], z1) = ([y], yr).

Then[z] > [y] andzy = yr. This implies that’ = ¢ for somea’ € [x]
andy’ € [y]. Sincev € %, according to condition (i) in definition 16, there

: P .
existt,u € (YNX,)* andy” € @ such that: tFalu y” andy’ ~ y”. Since
tPqo(v)u

t,u € (T NX,)*andXr NY = (), it follows that(z,z7) — (v, yr).
Since(z, x7) € éGllT andtPq(v)u € X7, it follows that(y”, yr) € éGHT'
Then by inductive assumptiofiy], yr) = ([v'],yr) = ([v"],yr) € X",
which implies([], z7) € O 7(X™).

Next, it is shown that[z],z7) € O™ (X"). Since(z,zr) € Ogyr,
there exists a path

(20)
Then (a:l,xlT) € Ogr forl = 0,...,k + 1. By inductive assumption,

([z1),2]) € X" forl =0,...,k+ 1. Thus,

([2), 27) = ([], 20) P n - 5 5n (i), 70) = 5 ([azkﬂ],m{ﬂ() : )
21
which implies([z], z1) € O, 7 (X™).

Thus, it has been shown thét], z7) € O}, - (X") N @g‘);f”T(X”) =
Xt

It is shown by induction om > 0 that
If ([2],2r) € Og/nyr then (z,27) € X" = 6%7(Q x Qr) . (22)

Base case(z,z7) € Q X Qr = GOG”T(Q x Qr) = XY.

Ipductive step Assume the statement holds fer> 0, i.e, ifA([x]ja:T) €
@G’/NHTa it holds that(x,xT) € X" Now let ([x],acT) S @G/NHT- It
must be shown thatr, z7) € X" = OF1(Q x Qr) = OFIL(X™) N

O (X™).

To see thal(z,z7) € OFIH(X"), letv € ¥, and (z,z7) 5 (y,yr).

v

Thenz = y andzr = yr. This implies(z] = [y] and ([z],z7) —
([yl, yr). Since([z], z1) € O/~ r andv € %, it follows that([y], yr) €
éG/~||T- Then by inductive assumptidy, yr) € X", and thugz, zr) €

OFRL(X™).
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Next it is shown tha(z, ) € OFFP(X™). Since([z], 1) € Oc/m|r,
there exists a path

(k1) = (ol #8) D,y (i) o
%’\éc/N“T ([wk]vxg) iﬂéa/N”T ([$k+1]?x;€+1) . (23)

Consider the first transition in (23). Singey] 7% [z1], there existsr) €
[zo] and ) € [z,] such thatr) > z). The preconditions of lemma 11
apply to this transition: by inductive assumptiok” can be used as the
setX in the lemma, and furthermor@z(), 23) = ([zo], zd) € Og

([21),2T) = ([z1).2T) € Ogjuyr, (b, 2d) B (2}, 2]), andz ~ 21 ~

x). Therefore, there exist,u; € T* andz! € @ such that(z,zr) =

t1Po(o1)ur
(z,2f) """ |xn (2],2]) andzy ~ 2} ~ af.

Sincez! € [z1], the same logic applies to the second transition in (23),

i t2 P
so there existy,us € T* andzy € Q such that(z},27) S&)MIX”

(24, 21) andz, ~ 4. By induction, it follows that there exist strings
ti,ut, ...tk uk, tep1 € Y and states?, ..., 2} € Q such that

t1Pa(o1)ur n Ty tePaloz)uz
) — ) —

(x, z7 |X7 (z7, 27 |xn -

I o ) @)
Therefore(z, x7) € OFFR(X™).

Thus, it has been shown thiat, o7) € OF(X™) NOFIR(X™) = X"+,
O

In lemma 12, it is proven that synthesis observation equivalence implies state-

wise synthesis equivalence, and in proposition 5 it is shown that stateswise
thesis equivalence implies synthesis abstraction. Therefore, the grihafovem 8
follows directly from lemma 12 and proposition 5.

5.2 Proof of Uncontrollable Observation Equivalence

By restricting the set of local events to only uncontrollable local eventsthsy
sis observation equivalence becomes a special case of uncontrolegie/ation
equivalence.

Lemma 13 LetG = (¥,Q,—,Q°) be an automaton, and let be an uncon-
trollable observation equivalence 6hwith respect tof' C ¥ as in definition 15.
Then~ is a synthesis observation equivalenceldbwith respect tor .
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Proof. Let ~ be an uncontrollable observation equivalence(onvith respect
to T. Itis enough to show that the two conditions in definition 16 are satisfied.
Therefore, letc; ~ xo.

() Let ¢ € X, such thatz; % ;. Since~ is an uncontrollable observation

equivalence ort7, there existys € @Q andts € T* such thate, tQPi@ Yo
andy; ~ y2. SinceY NY. = (), there does not exist any prefix C t5 € T*
with po € 3*3.. Therefore, the second part of condition (i) in definition 16
is trivially satisfied.

(i) GiventhatY C X, condition (ii) in definition 15 is equal to condition (ii)
in definition 16. O

In lemma 13, it is proven that uncontrollable observation equivalence implies
synthesis observation equivalence, which implies synthesis abstractitrety
rem 8. Therefore, the proof of theorem 7 follows directly from lemma 18 an
theorem 8.

5.3 Proof of Bisimulation

Considering the set of local events as an empty set for uncontrollabéevaltion
equivalence results in bisimulation.

Lemmal4 LetG = (£,Q,—,Q°) be an automaton and let C @ x @ be
a bisimulation onz as in definition 14. Then: is an uncontrollable observation
equivalence o with respect tal' = ().

Proof. Let~ be a bisimulation oi. It is enough to show that the two conditions
in definition 15 are satisfied. Therefore, gt ~ .

() Let 0 € X, such thatr; = y;. Since~ is a bisimulation onG, there
existsy, such thatrs % y, andy; ~ y». Clearly, given thatPs (o) = o,
condition (i) in definition 15 is satisfied withy = ¢.

(i) Let o € ¥, such thatr; % y;. Since~ is a bisimulation onG, there
existsy, such thatry % y, andy; ~ y,. Clearly, given thatPs (o) = o,
condition (i) in definition 15 is satisfied witty = uy = ¢. O

In lemma 14, it is proven that bisimulation implies uncontrollable observation
equivalence, which implies synthesis abstraction by theorem 7. Therefoe
proof of theorem 6 follows directly from lemma 14 and theorem 7.
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Figure 5: Manufacturing system overview.

6 Example

In this section, the proposed method is applied to a manufacturing example pre-
viously studied in [8]. Figure 5 gives an overview of the system, and digur
shows automata models. The manufacturing system consists of two maadhines (
and M>) for processing workpieces and four subsyste®aly;, ..., Sub,) for
moving and buffering workpieces in transit between the machines. Eddysu
tem Sub,; consists of a buffer ;) that can store up to two workpieces, and a
handler {;) that fetches a workpiece from a machine and puts it into the buffer.

The manufacturing system can produce two types of workpieces. Typekt
pieces are first processed By; (actioninput;). Then they are passed through
Sub;: they are fetched by, (fetch;) and placed intd3; (put;). Next, they are
processed by/s (get,), fetched byH, (fetchy) in Suby and placed intd3, (put,).
Finally, they are processed I3y, once moreget,), and releasec(tput;). Sim-
ilarly, type Il workpieces are first processed bfs, passed througBubs, further
processed by, passed througBub,, and finally processed hy/s.

In the first step of compositional synthesis, evemisput; andoutput, are
controllable local events id/; and M,. Since both conditions of synthesis ob-
servation equivalence are fulfilled, it can be applied\ip and M>, resulting in
abstractions\/; and M, as shown in figure 7.

The remaining automata cannot be abstracted, so the next step is to compose
the automata in each subsystem. After compogingnd B;, eventput, becomes
an uncontrollable local event, and uncontrollable observation equa@leEcomes
applicable. The compositioH; || B; and the resulting abstracted automatdif;,
are shown in figure 7HB; is obtained by merging; with ¢, andgs with ¢4.

The final step of compositional synthesis is to compute a supervisavifor
M,, andHB;, i = 1,...,4. The calculated supervisdé has685 states, and the
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q3 M,y q3 H; B;

fetchy
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output,
output; gety fetchs
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Figure 6: Automata for manufacturing example.

Ml q2 Mg a2
ge% fetchs input, fetchy
output, q0 output, q0
get3 get2
fetchy input, gety fetchs
q1 q1

Figure 7: Abstractions of manufacturing system.
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modular supervisor for the system | B; || Bz || Bs || B+. Composing this
supervisor with the system results in the least restrictive monolithic supefeiso
the system, an automaton witB16 states.

7 CONCLUSIONS

Three variations of observation equivalence are investigated for thplicabil-
ity in the compositional synthesis framework ©fnthesis abstractiofi4], which
allows the synthesis of least restrictive modular supervisors for disevet sys-
tems. While standard observation equivalence is not useful for systhalestrac-
tion, the stronger conditions dfisimulation uncontrollable observation equiva-
lence andsynthesis observation equivalerer® shown to preserve synthesis ab-
straction and guarantee the construction of a correct modular supeiitisoalso
shown that observation equivalence based synthesis abstractiotdgzravore ab-
straction than natural projection using local control consistency [16] 2 exam-
ple demonstrates the potential of state-space reduction using the prateset-
tions.
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