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Time-of-flight range imaging systems utilizing the amplitude modulated continuous wave (AMCW) tech-
nique often suffer from measurement nonlinearity due to the presence of aliased harmonics within the
amplitude modulation signals. Typically a calibration is performed to correct these errors. We demon-
strate an alternative phase encoding approach that attenuates the harmonics during the sampling pro-
cess, thereby improving measurement linearity in the raw measurements. This mitigates the need to
measure the system’s response or calibrate for environmental changes. In conjunction with improved
linearity, we demonstrate that measurement precision can also be increased by reducing the duty cycle
of the amplitudemodulated illumination source (whilemaintaining overall illumination power). © 2010
Optical Society of America
OCIS codes: 110.6880, 150.5670, 280.3640, 150.6910, 120.2920, 120.5050.

1. Introduction

Time-of-flight range imaging is an emerging technol-
ogy [1–11] that produces a “distance image” of a
scene, where each pixel in the image not only con-
tains intensity information, but also the range (or
distance) from the camera to the object. A three-
dimensional reconstruction of the scene can be
generated from the captured data, providing the
opportunity to measure the location, size, and shape
of objects—attributes that are highly desirable in a
wide array of applications, such as machine vision,
surveying, medical imaging, surface profiling, and
human–machine interaction.

Range images are produced by illuminating the
scene with an amplitude modulated continuous wave
(AMCW) light source, typically a bank of near-
infrared light emitting diodes (LEDs). The light tra-
vels to, and is reflected back from, objects in the
scene with a propagation time proportional to the

distance traveled. This propagation time manifests
as a phase shift of the illumination modulation envel-
ope. A specialized gain modulated image sensor then
samples the reflected light and measures the phase
shift at every pixel to produce a range image of the
scene. As independent phase measurements are
performed in parallel for each pixel, the system
can provide range data of an entire scene at rapid
(video) update rates.

The amplitude modulation waveform produced by
the LED illumination source is typically nonsinusoi-
dal and, therefore, contains a number of higher-order
harmonics that are aliased during the sampling pro-
cess at the image sensor, resulting in a nonlinear
phase (and, therefore, range) measurement [1]. The
typical approach used to correct the linearity error
is to calibrate the system by measuring the system
response [1–5]; the error is then subtracted during
postprocessing. Performing a calibration is a time-
consuming task, and if any system parameters are al-
tered, the calibration will likely need to be repeated.

An alternative method of removing the systematic
range linearity error is presented, where harmonic
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components in the illumination (amplitude modu-
lated) waveform are canceled by the image sensor
during the sampling process. The technique can be
applied to existing range imaging systems without
requiring modification of the specialized image sen-
sor or data processing stages, instead only requiring
an adaptation of the signal generation stage. By can-
celing the harmonic components during sampling,
the resultant system calibration is simplified, and ro-
bustness due to parameter variation, such as manu-
facturing and environmental variations, is improved.

2. AMCW Time-of-Flight Range Imaging

A range image is produced by flood-illuminating an
entire scene and measuring the time of flight (or pro-
pagation delay) of the light as it is reflected from ob-
jects back to an image sensor. The flight time is given
by 2r=c where r is the object range, c is the speed of
light, and the factor of 2 allows for the round-trip
distance traveled both to and from the target. For
AMCW systems, an indirect measurement is per-
formed where the illumination source is amplitude
modulated and the propagation delay is manifested
as a phase shift of the modulation envelope of the re-
flected light. A specialized image sensor synchro-
nously samples the reflected light by modulating
the gain of each pixel at the same frequency as that
of the illumination source (homodyne detection), in-
tegrating the result over an integration period. The
integration period allows a significant number (tens
of thousands) of modulation cycles to be combined to
achieve a high signal-to-noise ratio (SNR) before
reading the output from the sensor, where the output
voltage represents a correlation between the re-
ceived illumination and the sensor modulation
signals.

For example, if an object is located near the
camera, the phase shift of the modulation envelope
will be small, producing a strong correlation between
the illumination and the image sensor modulation
waveforms, which is seen as a bright pixel value.
Conversely, the illumination and sensor modulation
waveforms are out of phase for distant objects, pro-
ducing dull pixel values. The pixel intensity is not
only dependent on the phase shift due to the propa-
gation time, but is also affected by object surface
properties (color, reflectivity, etc.), as well as ambient
lighting. To independently resolve the modulation
envelope phase (as well as the amplitude and offset
parameters), the correlation measurement is re-
peated N times with a phase step of 2πj=N rad intro-
duced to the sensor or illumination modulation
signal, where j ¼ 0; 1; 2;…;N − 1, producing inten-
sity values I0;…IN−1 as illustrated in Fig. 1. A typical
value of N ¼ 4 has been selected for the illustration
in Fig. 1, while the correlation function has been
generated using an ideal illumination sinusoidal
amplitude modulation response.

From the N intensity values, the amplitude A,
phase φ, and offset B of the correlation function
can then be determined for each pixel by

A ¼ 2
N
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Finally, the range, r, is calculated for each pixel from
the measured phase by

r ¼ φc
4πf ; ð4Þ

where c is the speed of light and f is the amplitude
modulation frequency of the illumination source and
image sensor.

Because of the parallel nature of the imaging sen-
sor, range imaging cameras are inherently suited to
producing measurements of an entire scene at rapid
update rates. This is particularly desirable for appli-
cations such as machine vision, where an object may
be moving through the scene. To facilitate this mea-
surement rate, it is desirable to minimize N, the
number of correlation (intensity) samples captured
and read out from the image sensor. As there are
three unknowns (A, B, φ), the minimum required
value of N is also 3 to uniquely determine all un-
knowns. Typically, however N ¼ 4 is used to simplify
Eqs. (1) and (3), as the sine and cosine terms evaluate
to f−1; 0; 1g.

3. Aliasing

Equations (1) and (3) rely on the assumption that the
illumination or image sensor amplitude modulation

Fig. 1. Image sensor synchronously samples the reflected illumi-
nation, performing a correlation between the amplitude modu-
lated illumination and the amplitude modulated sensor gain.
Four correlation measurements are collected to allow the signal
amplitude A, phase φ, and offset B to be determined.
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waveforms follow a sinusoidal shape, and the
correlation function, therefore, does not contain
higher-order harmonics. The illumination source in
available cameras typically consists of a bank of in-
frared LEDs that are amplitude modulated using
pulsed (or square) shaped currents [4] to minimize
the LED rise and fall times in a manner similar to
that described by Schubert [12]. The resultant opti-
cal amplitude modulation waveform lies somewhere
between a square wave and a sinusoid due to the lim-
ited rise and fall times of the LEDs. The image sensor
is also typically driven by a digital modulation wave-
form, producing nonsinusoidal gain modulation
[13,14]. The combination of these two waveforms pro-
duces a correlation function that contains a number
of higher frequency harmonic components.

These higher-order harmonics are aliased during
sampling. The value ofN is akin to the sampling rate
of a standard analog-to-digital converter, as can be
realized from the illustration in Fig. 1, where four
equally spaced samples have been collected over the
waveform period forN ¼ 4. In the presence of higher-
order harmonics, the sampling rate (i.e., the value of
N) must be at least twice the highest frequency com-
ponent contained within the correlation function to
fulfill the requirements of the Nyquist–Shannon
sampling theorem. If this condition is not met, har-
monics of order h ¼ mN � 1 are aliased onto the sig-
nal of interest (the fundamental component), where
m is an integer [15]. These aliased harmonics can
then have an effect on the phase measurement in
Eq. (3). Figure 2 illustrates the normalized frequency
spectrum of an illumination source that is amplitude
modulated with a square waveform, where the
odd-order harmonics (third, fifth, seventh,…) are
identified to alias onto the fundamental component
of interest for operation with N ¼ 4 if the image sen-
sor also utilizes square wave modulation. The funda-
mental frequency component is larger than the DC
component, as this figure illustrates only the relative

magnitude of each frequency component (and not the
corresponding phase) and, therefore, interactions,
such as destructive interference, between harmonic
components are not apparent.

A simulation of the resultant phase calculated
using Eq. (3), plotted against the true phase, is
shown in Fig. 3 in the presence of aliased odd harmo-
nics when both the illumination source and the im-
age sensor are amplitude modulated with square
waves. Instead of an ideal straight line, a wobblelike
feature is seen. The magnitude of the ensuing error,
shown in the bottom portion of Fig. 3, is character-
ized by a distinct oscillation that repeats four times
as the true phase transverses from 0 to 2π radians.

A calibration routine is typically used to measure
this systematic error [1–5], and compensation is ap-
plied during postprocessing, for example, by using a
lookup table [1] or by fitting functions, such as b-
splines [3]. This approach is limited by the accuracy
of the calibration parameters, and can be particu-
larly time consuming if independent characteriza-
tion of each individual image sensor, or even every
individual pixel, is required [3,6]. If manufacturing
parameters are altered, e.g., the illumination source
is replaced with a higher power version, or system
parameters such as the modulation frequency are
modified, the harmonic content of the resultant cor-
relation function is also likely to change, requiring
recalibration of the system. Environmental factors,
such as temperature changes, can also influence
the calibration parameters, resulting in incomplete
elimination of the systematic measurement errors.

Fig. 2. Normalized spectrum of a square wave generated using
an ideal illumination source. The odd-order harmonics are aliased
onto the fundamental component during sampling when N ¼ 4 if
the image sensor is also modulated with a square wave.

Fig. 3. Above, simulation of the measured phase showing a
systematic “wobble” due to aliased harmonics from square wave
amplitude modulated illumination and sensor waveforms. Below,
the resultant phase error.
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Although Eq. (3) assumes a sinusoidal correlation
waveform, it is also possible to calculate the phase
shift from other known correlation waveform shapes.
A phase determination equation is provided by
Lindner et al. [16] for the case where both the illumi-
nation source and the image sensor are modulated
with square waveforms; hence, the correlation wave-
form is triangular. In practical systems, the illumina-
tion and sensor amplitude modulation waveforms lie
somewhere between a square wave and a sinusoid, so
the assumption of a triangular correlation function
also introduces phase measurement errors. A more
general solution proposed by Lindner et al. is to com-
pute the phase shift using a combination of both the
triangular- and the sinusoidal-based methods [16].
While this approach was shown to provide some
improvement over a single phase measurement, the
performance is dependent on the selection of the
parameters used to combine the two phase measure-
ments to approximate the true correlation waveform
shape. Similar to other calibration techniques, selec-
tion of the optimal parameters can be a time-
consuming task, and the phase correction remains
valid only if the correlation waveform shape remains
constant.

Ideally, instead of attempting to correct for the sys-
tematic phase error, the influence of harmonic compo-
nents should beavoided before or during the sampling
process so that the phase measurement is indepen-
dent of the correlation waveform shape. In analogous
electronic systems, this is often achieved by using a
low-pass (or anti-aliasing) filter at the input; however,
for the range imaging system, no simple equivalent
optical filter exists. One simple method of avoiding
aliasing is to increase N, the number of samples ac-
quired, so that the equivalent sampling rate is above
theNyquist rate and theharmonics present in the cor-
relation function are, therefore, not aliased onto the
fundamental signal of interest. This approach pro-
vides excellent results [7]; however, as the samples
are collected sequentially, assuming a fixed integra-
tion period per sample, the total acquisition time
scales with the number of samples collected N. This
approach is, therefore, not well suited to dynamic
scenes, where objects are likely tomove during the ex-
tended acquisition period, causing blurring within
the range image. In theory, one could simply reduce
the integration period of each sample while collecting
a greater number of samples (to maintain a constant
total acquisition time). In practice, however, the im-
age sensor readout time and readout noise preclude
the use of this approach for large values of N.

Another method to avoid the linearity error is to
ensure that the correlation function is sinusoidal
and, therefore, does not contain harmonics that
can be aliased. As harmonics are only present in the
correlation function if both the illumination source
and the image sensor gain amplitude modulation
waveforms contain harmonics of the same order, a
simple solution is to ensure that one of these devices
comprises only sinusoidal modulation. As described

above, LED illumination sources are typically driven
with pulsed currents to minimize the rise and fall
times (to maximize the permissible modulation fre-
quency) and, in a similar fashion, the image sensor
is also typically modulated with digital (square) tran-
sistor switching. Achieving sinusoidal modulation
therefore becomes a complicated task, especially at
high modulation frequencies or if the LEDs and sen-
sor exhibit a nonlinear response. Laser diodes could
potentially overcome the amplitude modulation
bandwidth restrictions that LEDs face; however, a
substantially more complicated electronic drive cir-
cuit is required to ensure the laser diode is correctly
biased and sinusoidally modulated compared with
the simple LED pulsed current drivers currently
utilized.

4. Harmonic Cancellation

An alternative technique has been developed to
avoid the effect of aliased harmonics, where, during
the sampling process, phase modulation is applied to
the amplitude modulated illumination signal [17,18].
A similar concept is used for the generation of low-
frequency signals [19] and also within RF mixer de-
vices [20], where the basic premise is to sum together
multiple phase shifted waves of an arbitrary shape
(often square waves) with different weightings to ap-
proximate a sinusoid.

As illustrated in Fig. 2, odd-order harmonics are
aliased onto the fundamental frequency component
during standard operation (when the number of sam-
ples, N, is four), with the third-order harmonic most
likely to have the largest amplitude and greatest im-
pact on measurement linearity. We therefore wish to
initially cancel this harmonic component during the
sampling process. Acquisition of the first sample I0
commences with the illumination and image sensor
modulation in phase (at 0°), and integration begins
as per normal operation. The integration time is di-
vided into two equal parts and, for the second half of
the integration period, the illumination source am-
plitude modulation signal is phase shifted by 60°.
The phase shift introduced to the illumination source
modulation signal produces a corresponding phase
shift of the correlation waveform. Therefore, during
the integration period, the image sensor sums the
correlation waveform with a phase shifted version
of itself. For clarity in this paper, any phase shift that
occurs in this manner during the sensor integration
period is specified in degrees, whereas other phase
values are specified in radians.

As the phase shift experienced by the kth-order
harmonic is k times that of the fundamental compo-
nent, for the second half of the integration period, the
third-order harmonic is shifted by 180°ð3 × 60°Þ.
Summation of the original waveform with the phase
shifted version of itself therefore results in destruc-
tive interference for the third-order harmonic, and
the effective amplitude modulated illumination
waveform as seen by the image sensor, therefore,
no longer contains this harmonic component. It

10 August 2010 / Vol. 49, No. 23 / APPLIED OPTICS 4395



should be noted that the 60° phase shift also intro-
duces some amplitude reduction in the fundamental
frequency component, which is discussed in more de-
tail in Section 6. The system then continues to ac-
quire the remainder of the N samples, applying
the same phase shifting process to each integration
period, before finally calculating the range for each
pixel in the standard manner [using Eqs. (3) and
(4)], while avoiding the linearity error previously
caused by the third harmonic.

As there are multiple aliased (odd-order) harmo-
nics in Fig. 2, the technique can be extended to also
cancel these additional harmonic components by di-
viding the integration period into a greater number
of segments, with finer phase shift resolution be-
tween each segment. To cancel all odd harmonics
up to (and including) the kth order requires n ¼ ðkþ
1Þ=2 segments, each separated by a phase shift of
180°=ðnþ 1Þ. A weighting is applied to each segment
by dividing the total integration time unevenly be-
tween the segments, where the weighting αl of the
lth integration segment can be found by dividing
the half-sine curve into nþ 1 equal width parts
(adapted from [19]):

αl ¼ sin
lπ

nþ 1
; ð5Þ

where l ¼ 1;…;n. For example, to cancel both the
third- and the fifth-order harmonics (k ¼ 5) requires
n ¼ 3 segments with phase shift resolution of 45° and
weighting α ¼ f1=p2; 1; 1=

p
2g. This configuration is

shown in Fig. 4 for a square-shaped illumination am-
plitude modulation waveform, where the weighting
parameter causes the second (central) segment to ex-
tend over a longer time period than the other two
segments, while phase shifts of −45°, 0°, and 45°
are applied to each segment, respectively. The phasor
diagram in Fig. 5 illustrates the weighting and phase
shift applied within the integration period for the
fundamental, third-, and fifth-order harmonics;
when summed together over the integration period,
the third and fifth harmonic components suffer com-
plete destructive interference and are canceled from
the resultant waveform. In this instance, the 11th,

13th, 19th, 21st,…, etc., harmonics are also canceled
from the waveform during this process, resulting in
the spectra illustrated in Fig. 6.

To see the improvement in measurement linearity,
the simulation in Fig. 3 was repeated, this time ap-
plying cancellation of the third- and fifth-order har-
monics, with the resultant error shown in Fig. 7. The
peak-to-peak error from the original simulation is
reduced from 147 to 16mrad. The residual error
now shows eight oscillations over the 2π phase shift
and is primarily caused by aliasing the seventh- and
ninth-order harmonics. The technique can be further
extended to remove any number of odd-order harmo-
nic components by simply increasing n; it is therefore
possible to completely eliminate the linearity error
from a practical range imaging system.

It is important to note that, although the illumina-
tion and sensor amplitude modulation waveforms
were assumed to be square in the simulations above,
this is not a requirement for harmonic cancellation to
be performed. Cancellation is achieved using the
same (phase shifted) amplitude modulation wave-
form to cancel each harmonic with itself; therefore,

Fig. 4. To cancel the third and fifth harmonics, the sensor
integration period T is divided into three segments with a ratio
of 1=

p
2 : 1 : 1=

p
2. The illumination amplitude modulated

signal is phase shifted by −45°, 0°, and þ45° in each segment,
respectively.

Fig. 5. (Color online) Phase vector diagram of harmonic cancella-
tion using 45° phase steps. Summation of the third- and fifth-order
harmonic components during the image sensor integration period
results in complete cancellation due to destructive interference.

Fig. 6. Spectra of a square wave amplitude modulated illumina-
tion signal. Harmonic cancellation has been applied using phase
steps of −45°, 0°, 45°, and an integration ratio of 1=

p
2 : 1 :

1=
p
2 to remove the third- and fifth (and 11th, 13th, 19th,

21st…)-order harmonics from the waveform.
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the shape of the waveform is not significant. The only
requirement is that the amplitude modulation is in-
variable during the sensor integration period. Using
this harmonic cancellation technique, the linearity
error can, therefore, be removed from the phase mea-
surement independent of the actual hardware used
for a particular range imaging system. For example,
the technique is equally valid for use with LEDs or
laser diodes as the illumination source.

5. Experimental Validation

The harmonic cancellation technique was implemen-
ted by reconfiguring an existing time-of-flight range
imaging system [8]. The basic configuration is illu-
strated in Fig. 8. The system uses an array of four
diverging laser diodes to flood-illuminate the scene,
which, in this instance, is comprised of a flat white
test panel. The existing signal generator (a direct di-
gital synthesizer) used to control the illumination
and the image sensor amplitude modulation was re-
placed with a field programmable gate array (FPGA)
(Nios II, Stratix II Development Kit, Altera, San
Jose, California, USA) that is capable of generating
the modulation signals with preprogrammed phase
offsets and durations. A modulation frequency of
66:7MHz was selected to simplify the generation
of the required phase steps within the FPGA.

The light reflected from the scene is imaged by a
standard camera lens onto an image intensifier (la-
beled as “shutter” in Fig. 8) that is used to perform
the image sensor gain modulation, also at 66:7MHz.

The output from the image intensifier is digitized by
a CCD camera (Pantera TF 1M60, Dalsa Corpora-
tion, Canada) and the data are transferred to a per-
sonal computer for processing. Further details about
this system are described by Dorrington et al. [8].
Although, in theory, the laser diodes could be ampli-
tude modulated with a sinusoidal response at the
required frequency, in practice they are driven by a
laser switch integrated circuit (iC-HK, iC Haus,
Germany) that simplified the electronic design;
therefore, the amplitude modulation waveform con-
tains higher-order harmonic components.

A range image of the flat test panel was acquired
by configuring the system to capture four samples for
each pixel (N ¼ 4), with the resultant phase calcu-
lated using Eq. (3). To determine the system’s mea-
surement linearity, an electrical time delay of 125ps
was added to the laser illumination signal to emulate
the target being shifted to a further distance (instead
of actually moving the target). This approach allows
the effect of harmonics to be investigated with mini-
mal influence from other possible causes of error,
such as the inverse-square relationship between an
object’s distance and the amount of light that is re-
flected back to the camera. A second range image is
then captured, and another delay of 125ps is added
to the illumination signal. The process is repeated
120 times to produce a series of equally spaced mea-
surements, where the true phase spans 0 to 2π rad.
The measured phase values for each capture were
averaged over a region of 5 × 5 pixels near the center
of the test panel (to enhance SNR), and then sub-
tracted from the true phase value to produce a graph
of the system linearity error in the same manner as
the simulation shown in Fig. 3.

Captures were performed with the system operat-
ing in a standard configuration; with harmonic
cancellation applied to cancel the third and fifth har-
monics (using phase steps of 45° during integration);
and with cancellation of practically all interfering
odd harmonics (using phase steps of 3° during inte-
gration, canceling harmonics up to the 117th order).
The measured linearity error is shown on the
left-hand side of Fig. 9 for each of the three cases.
Generation of 45° phase step resolution is simple
to implement even with modest hardware (requiring
only doubling the signal generator clock) and it pro-
vides cancellation of the most dominant third and
fifth harmonics, whereas the 3° resolution was cho-
sen to demonstrate the cancellation of all odd harmo-
nics present in the modulation waveforms, and was
dictated by the resolution limit of the phase locked
loop within the FPGA. Other phase step resolutions
were also tested but are not shown here.

The linearity error was again simulated in a simi-
lar fashion to that shown in Fig. 3. Previously, the
illumination and sensor were assumed to be ampli-
tude modulated with a square response, but to gen-
erate a more accurate simulation, the illumination
amplitude modulation waveform was measured di-
rectly using a photodiode (DET210, Thorlabs Inc.,

Fig. 7. Simulation of the systematic phase error after the third-
and fifth-order harmonics have been canceled from the square
wave amplitude modulated illumination waveform. The error is
reduced from 147 to 16mrad peak to peak compared to standard
operation (Fig. 3).

Fig. 8. Implementation of the range imaging system.
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New Jersey, USA) and the image sensor gain modu-
lation was measured using a technique utilizing a pi-
cosecond pulsed laser to optically probe the sensor
[14]. The simulation results are shown on the right-
hand side in Fig. 9.

For the standard method of operation, Fig. 9(a), a
linearity error of approximately 130mrad peak to
peak was measured. This error is reduced to 18mrad
peak to peak using harmonic cancellation with phase
steps of 45° to remove the third- and fifth-order har-
monics. The remaining error is primarily due to the
seventh- and ninth-order harmonics, which produce
an eight-cycle oscillation over the 2π range, as seen in
Fig. 9(b). The error also appears larger in the experi-
mental measurement than it does in the simulation.
The illumination amplitude modulation waveform
used for the simulation was measured using a
DET210 photodiode; this photodiode is likely to par-
tially attenuate the higher-order harmonics due to
its limited (1ns) rise time, which is consistent with
the reduction of the simulated systematic error.
The error contribution due to the third- and fifth-
order harmonics (an oscillation of four cycles over
the 2π range) is less than 2mrad, which was deter-
mined by performing a fast Fourier transform on
the experimental error in Fig. 9(b) to separate the er-
rors generated by different harmonic components.
Finally, with all the odd harmonics up to the 117th
order canceled in Fig. 9(c), no oscillation exists in
either the experimental or simulated data.

The experimental and simulated data have differ-
ent offsets on the x axis due to various fixed time de-
lays within the system. The experimental graphs
also show a linear trend of approximately 16mrad
over the capture time that is likely due to heating
the image intensifier (and driver circuit) and is inde-
pendent of the systematic linearity error introduced
by aliased harmonics. Further investigation is being
performed to mitigate this error source.

6. Signal Amplitude

The standard deviation of range measurements σR
for an ideal system can be expressed as [9]

σR ¼ c

4πf
ffiffiffi
2

p ·

ffiffiffiffi
B

p

cdemodBsig
; ð6Þ

where B is the signal offset, which comprises two
parts: an offset due to ambient light (Bamb) and an
offset due to the DC component of the signal itself
(Bsig). The relationship between these terms can be
seen in Fig. 1. The final term, cdemod, is the (de)mod-
ulation contrast, which is defined as the measured
signal amplitude A divided by the measured signal
DC component Bsig (the offset when no ambient light
is present).

For the case of a nonsinusoidal correlation wave-
form, the measured signal amplitude A calculated
using Eq. (1) becomes phase dependent due to

Fig. 9. Simulated andmeasured linearity error for the range imaging system under (a) standard operation with square wave modulation,
(b) with harmonic cancellation of the third- and fifth-order harmonics, and (c) with harmonic cancellation of all odd harmonics (up to the
117th order). Each measured experimental capture was repeated five times (black dots), with the mean value plotted as a solid line.
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harmonics being aliased constructively, or destruc-
tively, on to the fundamental component. As the mea-
sured DC component Bsig remains constant, the
demodulation contrast (hence, the range measure-
ment standard deviation) exhibits this same phase
dependency. In practical terms, this means that
range measurement precision is dependent on an ob-
ject’s range (in addition to other parameters, such as
the modulation frequency, object color, and reflectiv-
ity, and the level of ambient light in the scene).

The demodulation contrast was measured using
the previously captured experimental data and is
shown in Fig. 10. For standard operation, the mea-
sured demodulation contrast contains a systematic
oscillation varying between approximately 0.76
and 0.88 with a mean value of 0.83. In comparison,
with harmonic cancellation applied using a 3° phase
step resolution, the aliased harmonics are removed
during sampling and the demodulation contrast re-
mains almost constant over the entire input phase
range (a peak-to-peak variation of 0.015 was mea-
sured). However, as can be seen in Fig. 10, applying
the harmonic cancellation technique also decreases
the demodulation contrast value, with the mean va-
lue reduced to 0.65.

The attenuation of the demodulation contrast is
due to the fundamental signal component being par-
tially out of phase with itself during each of the in-
tegration period segments, as illustrated in Fig. 5.
For harmonic component of order h, the reduction
of amplitude due to applying harmonic cancellation
can be calculated as

ΔAh;n ¼ jPn
l¼1 αl exp½ilhπ=ðnþ 1Þ�jP

n
l¼1 αl

; ð7Þ

where αl is the weighting of each integration segment
from Eq. (5), and n is the total number of integration
segments used. For the case of n ¼ 3 with 45° phase

step resolution, the amplitude of the third and fifth
harmonic components (h ¼ 3; 5) is reduced to zero,
while the amplitude of the fundamental component
(h ¼ 1) is reduced to ð2p2Þ=ð2þp

2Þ ¼ 0:83 of the
original amplitude. These changes in amplitude
can also be seen in Fig. 6. As the technique is ex-
tended to cancel a greater number of odd-order har-
monics, such as that experimentally demonstrated in
Section 5 to the 117th order, from Eq. (7) the change
in amplitude of the fundamental component
approaches π=4 ¼ 0:79.

The DC component of the signal, Bsig, remains con-
stant when harmonic cancellation is applied (as
shown in Fig. 6); hence, the mean demodulation con-
trast value will be reduced proportionally with the
amplitude of the fundamental component. The range
measurement standard deviation is inversely pro-
portional to the demodulation contrast cdemod, as
given by Eq. (6), and as a result the mean range mea-
surement standard deviation is expected to increase
when harmonic cancellation is applied. From the ex-
perimental data shown in Fig. 10, the measured
change of the mean values of cdemod when harmonic
cancellation is applied is 0:65=0:83 ¼ 0:78, which is
in close agreement with the predicted value of
π=4 ¼ 0:79. The mean standard deviation is, there-
fore, expected to increase by 1=0:78 ¼ 1:28.

7. Experimental Precision Measurement

To experimentally verify any change in measure-
ment precision, a range image was acquired using
the flat panel target, which was then divided into ap-
proximately 200 regions of 5 × 5 pixels. Since the tar-
get is known to be planar, the pixel range values for
each region were fit to a reference plane, and the 1-
sigma standard deviation of the residuals measured
for each region. The mean offset value Bsig was also
recorded for each region as the measurement preci-
sion is dependent on the signal intensity as given by
Eq. (6). The measurement was performed with the
same scene both for standard operation, and with
harmonic cancellation using phase steps of 3°. As
the measurement precision is phase dependent in
the presence of aliased harmonics (due to the varied
measured demodulation contrast shown in Fig. 10),
an electronic delay was again added to the light
source signal and the precision measurements were
repeated 120 times for different phase values span-
ning 0 to 2π rad. The results shown in Fig. 11 are the
mean standard deviation valuemeasured for each re-
gion in the scene over the entire phase sweep. It has
been assumed that, by segmenting the range image
into small regions, systematic distortions (such as
lens distortions) are negligible and can, therefore,
be ignored for this precision measurement. At the
very least, any distortions are constant for both
captures.

There are two effects that can clearly be seen in
Fig. 11; first, the measurement precision is depen-
dent on the intensity of the modulated light reaching
each pixel, where brighter regions within the scene

Fig. 10. Comparison between the measured demodulation con-
trast for standard operation and the harmonic cancellation tech-
nique applied with 3° phase step resolution. Each measurement
was repeated five times (black dots), with the mean value plotted
as a solid curve.
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(corresponding to a larger Bsig value) result in a re-
duction of the standard deviation, and, second, the
measurement precision is worse when harmonic
cancellation is implemented. In this instance, when
harmonic cancellation was applied, the standard de-
viation of the analyzed regions in the scene increased
by a mean value of 1:24� 0:05 times that of standard
operation. While Eq. (6) models an ideal system that
is limited by photon shot noise (other noise sources,
such as dark current and noise within the image in-
tensifier, etc., are not included), the experimentally
measured change in precision caused by the reduc-
tion of demodulation contrast is consistent with
the predicted value of 1.28.

The linearity error measured in Fig. 9 is approxi-
mately 130mrad peak to peak for the standard homo-
dyne method using square wave modulation, which
corresponds to a peak-to-peak error of approximately
47mm for the 66:7MHz modulation frequency used
[fromEq. (4)]. InFig. 11 themeasured precision (stan-
dard deviation) is typically of the order of 2–3mm, de-
pendent on the intensity of the received light, which is
more than 1 order of magnitude better than the sys-
tem accuracy. Therefore, trading a relatively small
reduction in measurement precision for a significant
improvement in measurement accuracy (linearity) is
likely to be acceptable for most applications.

8. Increasing the Demodulation Contrast

Range measurement precision is inversely propor-
tional to the demodulation contrast value cdemod as
given by Eq. (6); hence, it is desirable to maximize
this value where possible. Lange [1] describes the
case where the illumination source is modulated
with a sinusoidal waveform, while the image sensor
is modulated with a square wave with 50% duty cy-
cle, resulting in a maximum possible demodulation
contrast value of sincð0:5Þ ¼ 0:64, where the term
sincðxÞ is used to refer to the normalized sinc func-

tion, i.e., sincðxÞ ¼ sinðπxÞ=ðπxÞ. Similarly, a maxi-
mum demodulation contrast of 0.90 can be
achieved if the image sensor is modulated with a
25% duty cycle rectangular waveform [1,10].

For the range imaging system utilized here, it is
possible to modulate the shutter with a 25% duty cy-
cle waveform; however, this comes at the expense of
requiring driver electronics with higher bandwidth.
Also, the amount of reflected light collected by the
camera is halved since the shutter period is also
halved (compared to normal 50% duty cycle opera-
tion), resulting in a reduction of range measurement
precision.

Specialized CMOS/CCD range imaging sensors are
typically capable of collecting two samples simulta-
neously that are 180° out of phase (known as two-
tap pixels) [6,9,11,21], for example, I0 and I2 in
Fig. 1. This improves the efficiency of the system
as all the light reflected from the scene is collected
by the image sensor (as opposed to the hardware
used here, which discards the light during the off per-
iod). Similarly, specialized image sensors have been
produced where each pixel collects and stores four
samples simultaneously (known as four-tap pixels)
[1,10,22], again still collecting all the reflected light
from the scene, but in this instance with 25% duty
cycle gain modulation. These systems can, therefore,
(theoretically) produce higher demodulation contrast
values up to 0.90. The four-tap pixel design increases
the complexity of each pixel, however, usually with a
corresponding reduction of fill factor; therefore, two-
tap pixels with 50% duty cycle operation are typically
used in actual systems [9].

As the sampled waveform is a correlation between
the illumination and the image sensor modulation
waveforms, instead of requiring a four-tap image
sensor, the same increase in demodulation contrast
can be achieved by utilizing a 25% modulation duty
cycle for the illumination source. In fact, for an arbi-
trary duty cycle rectangular waveform, the illumina-
tion waveform contributes to the demodulation
contrast as sinc (duty cycle), as shown in Fig. 12.

Under normal operating conditions, changing the
illumination duty cycle also increases the harmonic
content within the waveform, which is likely to exag-
gerate the range measurement linearity problem dis-
cussed above. However, by concurrently applying the
harmonic cancellation technique, the duty cycle of
the illumination source can be altered while mitigat-
ing the disruptive effects of any increase in harmonic
content. It is, therefore, possible to overcome the de-
crease in demodulation contrast generated by use of
the harmonic cancellation technique, and to even ex-
ceed the mean performance of the standard system
by selecting a short duty cycle for the illumination
source.

The demodulation contrast was measured using
the range imaging system, again configured with
harmonic cancellation with a step size of 3° during
the integration period. In this instance, the laser am-
plitude modulation waveform was also modified,

Fig. 11. Measured precision (1σ standard deviation) versus mea-
sured offset Bsig for approximately 200 regions within a range im-
age. The error is higher for the harmonic cancellation technique
compared to standard operation. The offset values are measured
in ADC counts from the camera.
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being set to an approximately rectangular shape
with duty cycles of 38%, 20%, and 3% (as measured
with a photodiode, DET210, Thorlabs Inc., New
Jersey, USA). The correlation function is shown in
Fig. 13 as the phase was again electronically shifted
from 0 to 2πrad. The demodulation contrast wasmea-
sured to be 0.69 at 38%, 0.82 at 20%, and 0.94 at 3%
duty cycle. As expected, the shorter duty cycle pro-
duces a high demodulation contrast value, while
the correlation function maintains a near-sinusoidal
shape for all three cases due to the cancellation of the
odd-order harmonics.

Reducing the duty cycle of the illumination source
to improve the demodulation contrast value creates a
new problem; the average optical power emitted by
the system is decreased. The experimental setup
used to capture these data includes an automatic
gain feature to ensure an optimal setting for each
capture. This means each plot in Fig. 13 has a similar
amplitude despite the reduction of illumination
power. It should be noted that this gain does not alter
the demodulation contrast value, as both the ampli-
tude and the offset are scaled proportionally to one
another. However, for the practical purpose of captur-
ing range images, the measurement precision de-
creases due to the reduction of optical power.

A simple solution to this problem is to maintain
the average optical power by increasing the peak
power of the amplitude modulated illumination
source. For example, the range imaging system above
uses four laser diodes (ML120G21, Mitsubishi Elec-
tric Corp., Japan), which are rated by the manufac-
turer for (continuous wave) operation with an optical
power of 80mW per diode, which is achieved by set-
ting the peak power to 160mW for standard 50%
duty cycle square wave amplitude modulation. By re-
ducing the duty cycle to 25% while also increasing
the peak optical power to 320mW, the range imaging
system maintains the same average optical power,
and the range measurement precision is improved
(due to the increased demodulation contrast). Unfor-
tunately, this peak power requirement exceeds the
manufacturer’s rating for the laser diodes currently
being used (160mW for pulsed operation). Two pos-
sible solutions for this system are to either increase
the size of the laser diode array, for example, to eight
laser diodes instead of four, each operating with a
lower average power; and/or to use laser diodes with
a higher peak power rating. Advances in laser diode
technology continue to provide devices with in-

Fig. 12. Reducing the duty cycle of the amplitude modulated il-
lumination waveform results in an increase of the modulation con-
trast. A typical duty cycle of 50% contributes a modulation
contrast of 0.64, while a value of 0.90 can be achieved by reducing
the duty cycle to 25%.

Fig. 13. Measured correlation function for different laser duty cy-
cles. The shortest duty cycle produces the largest demodulation
contrast (largest peak-to-peak amplitude). All odd-order harmo-
nics were canceled during sampling, so the waveform appears ap-
proximately sinusoidal regardless of the laser duty cycle used.

Table 1. Demodulation Contrast Values for Various Image Sensor and Illumination Amplitude Modulation Waveforms, for Standard Operation, and
Operation with Harmonic Cancellation

Image Sensor Modulation Illumination Modulation Sampling Technique Demodulation Contrast Aliased Harmonics

Sine Sine Standard operation 0.50 None
Square Sine Standard operation 0.64 None
Squarea Square Standard operation 0.81b Present
Square Square Harmonic cancellation 0.64 None
Square 35% duty cycle Harmonic cancellation 0.81 None
Square 25% duty cycle Harmonic cancellation 0.90 None
Square 1% duty cycle Harmonic cancellation 1.00 None

aThe line in bold highlights the typical configuration used in existing systems; 50% duty cycle square wave amplitude modulation for the
image sensor and illumination source.

bAliased harmonics cause the demodulation contrast value to vary between 0.707 and 1.00 dependent on the input phase. The mean
value of 0.81 is used for comparison with the other techniques that do not suffer from this phase dependency.
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creased power ratings; for example, the existing
diodes could be replaced with ML101J27 (Mitsubishi
Electric Corp., Japan) laser diodes, which are rated
for 130mW continuous operation, and 350mW
pulsed operation.

Briefly ignoring the technical difficulties of main-
taining a constant average optical power, in particu-
lar for very high peak power and short duty cycle
situations, Table 1 gives the theoretical demodula-
tion contrast value for a number of different combi-
nations of image sensor and illumination amplitude
modulation. As currently available range imaging
cameras typically utilize square wave modulation
for the image sensor and illumination source, this
row is indicated in bold in Table 1 and is used for
comparison purposes. It can be seen that applying
harmonic cancellation reduces the mean demodula-
tion contrast value, in this case from 0.81 to 0.64.
By reducing the illumination duty cycle to 35%
(while the image sensor retains square modulation),
the demodulation contrast value is restored to 0.81,
while ensuring the correlation function no longer
contains harmonics.

Continued reduction of the illumination duty cycle
(less than 35%), combined with harmonic cancella-
tion, further improves the demodulation contrast
while also avoiding aliased harmonics. A suggested
optimal configuration is to use harmonic cancellation
with an illumination duty cycle of 25%. Compared to
the typical configuration, the illumination modula-
tion bandwidth and peak power requirements are
doubled; however, the theoretical demodulation con-
trast value is increased to 0.90. It is, therefore, pos-
sible to enhance the mean range measurement
precision by approximately 11% compared to the
standard configuration, and also improve the range
measurement accuracy.

9. Conclusion

The performance of AMCW time-of-flight range ima-
ging systems is often constrained by a nonlinear sys-
tematic range measurement error. This error is
caused by high-order harmonics in the illumination
and sensor amplitude modulation waveforms that
are aliased during the sampling process. Typically,
a calibration is performed to measure and correct
this systematic error; however, changes in system
parameters (such as the modulation frequency) or
environmental conditions (such as temperature)
can invalidate this calibration.

An alternative sampling technique overcomes this
limitation by canceling the interfering harmonics
during the sampling process. The main advantage
gained using this approach is that the cancellation
is independent of the amplitude modulation wave-
form shape, so there is no need to measure the sys-
tem response or to recalibrate the system if the
response changes. Experimental results demon-
strate the effectiveness of this technique on a practi-
cal range imaging system, removing the systematic
(oscillatory) error from the measurements.

The disadvantage of applying harmonic cancella-
tion is that the demodulation contrast is reduced,
which reduces measurement precision. In some in-
stances/applications, this trade-off may be accepta-
ble; however, experimental results show that, by
reducing the duty cycle of the illumination amplitude
modulation waveform, the demodulation contrast
can be increased. Calculations show that if a con-
stant average optical power is maintained, an illumi-
nation source operating with a duty cycle of 35% (and
with harmonic cancellation applied) will achieve a
mean measurement precision identical to the stan-
dard homodyne method of operation with square
wave amplitude modulation. If the illumination duty
cycle is further reduced to, for example, 25%, then
the range measurement precision will be improved.

By combining harmonic cancellation with a re-
duced illumination duty cycle, it is, therefore, possi-
ble to generate range measurements with both
enhanced accuracy (linearity) and precision com-
pared to existing systems. Importantly, this improve-
ment can be achieved without requiring modification
of the operation of the specialized image sensor and,
therefore, it can easily be applied to existing commer-
cial range imaging cameras.
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