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Enhancing the Efficiency of Constrained Dual-hop
Variable-gain AF Relaying under Nakagami-m

Fading
Ammar Zafar, Student Member, IEEE, Redha M. Radaydeh, Senior Member IEEE, Yunfei Chen, Senior Member,

IEEE, and Mohamed-Slim Alouini, Fellow, IEEE

Abstract—This paper studies power allocation for performance
constrained dual-hop variable-gain amplify-and-forward (AF)
relay networks in Nakagami-m fading. In this context, the
performance constraint is formulated as a constraint on the
end-to-end signal-to-noise-ratio (SNR) and the overall power
consumed is minimized while maintaining this constraint. This
problem is considered under two different assumptions of the
available channel state information (CSI) at the relays, namely
full CSI at the relays and partial CSI at the relays. In addition
to the power minimization problem, we also consider the end-to-
end SNR maximization problem under a total power constraint
for the partial CSI case. We provide closed-form solutions for all
the problems which are easy to implement except in two cases,
namely selective relaying with partial CSI for power minimization
and SNR maximization, where we give the solution in form a one-
dimension equation which can be solved efficiently. Numerical
results are then provided to characterize the performance of the
proposed power allocation algorithms considering the effects of
channel parameters and CSI availability.

Index Terms—Amplify-and-forward, cooperative relaying,
energy-efficiency, power allocation, Nakagami-m fading,
variable-gain relays.

I. INTRODUCTION

Recent years have seen energy-efficiency becoming an
important metric in evaluating the performance of wireless
networks [1]. This is mainly due to two reasons [2]. The first
is the environmental impact. Base stations burn considerable
amount of fuel to generate the required electrical power [3],
[4]. Hence, there is an urgent need to lessen the carbon
footprint of wireless networks. The second reason is the
operating costs [5]. An increase in power consumption means
a direct increase in operating costs which is undesirable for
mobile vendors and operators. Moreover, mobile terminals
have a limited battery life which needs to be preserved. Due
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to these reasons, many new protocols and strategies have
been proposed to enhance the energy-efficiency of wireless
networks. Moreover, previously known concepts have also
been revisited.

One such concept is cooperative relaying in which source
and destination terminals communicate with each other with
the help of other terminals [6]. It has been shown that
in addition to other benefits, cooperative relaying reduces
energy consumption [7], [8]. Therefore, cooperative relaying
strategies and power allocation for cooperative relaying have
been the subject of much work recently [9]–[17]. However,
cooperative relaying comes with its own challenges. Two
challenges that are associated with cooperative relaying are the
availability of CSI at the relay nodes and the processing power
at the relay nodes [18]. These are particularly important in
the context of energy-efficiency as enhancing energy-efficiency
requires allocating the power as efficiently as possible which
in turn requires availability of CSI and sophisticated signal
processing hardware at the relay nodes. However, having
more CSI available at the relays increases feedback over-
head. Additionally, as feedback requires transmission of data,
it also consumes power and adds to the carbon footprint.
Moreover, to perform power allocation, relays might need to
utilize sophisticated hardware which furthers increases their
complexity and increases their power consumption. However,
in practical scenarios, it is difficult to achieve this complexity
as in cooperative relaying, the relays are small mobile nodes,
which are traditionally simple and are constrained in power.
Therefore, it is desirable to have efficient power allocation
algorithms which are simple to implement and require less
overhead. This work attempts to address these issues jointly
in the context of dual-hop AF relaying.

Previous relevant works include the following. Optimal
power allocation to minimize the outage probability of a
variable-gain dual-hop AF relay network with multiple relays
was studied in [19]. In this article, both an all-participate
(AP) scheme in which all the relays forwards the signal from
the source to the destination and a relay selection scheme
in which only the selected relay forwards the signal were
presented. Additionally, [19] considered both full CSI at the
relays and knowledge of only channel statistics at the relays.
Power allocation algorithms were proposed for both schemes



and the optimal selection criterion for relay selection was also
obtained under Rayleigh fading. Using a similar model but
with different assumptions and approximations, [20] obtained
power allocation to minimize the outage probability of a
multiple AF relay network under Rayleigh fading. Both [19]
and [20] used bounds on the outage probability as it was
difficult to optimize the exact outage probability.

Reference [21] studied power allocation for multiple
variable-gain AF relays relays with partial CSI and AP relay-
ing. The authors made two assumptions on the available CSI
at the relays and at the destination. Under both assumptions
on the CSI, [21] maximized the end-to-end SNR by optimally
allocating power to the relays for Rayleigh fading channels.
We studied energy-efficient power allocation for an AP fixed-
gain AF relay network requiring only the knowledge of the
instantaneous channel responses of the second hop and channel
statistics of the first hop, and requiring only the knowledge
of the channel statistics of all the links in [2] and [22],
respectively. In both works, we considered the problems of
maximizing the end-to-end SNR under individual and overall
power constraints and minimizing the total power consumed
while ensuring that the end-to-end SNR remains above a
certain threshold value.

The contribution of this work is summarized as follows:

• This work differs from [2] and [22] by considering
variable-gain AF relays instead of fixed-gain AF relays.

• However, unlike [19] and [20], it studies the problem
of minimizing the total consumed power under peak
power constraints on the individual nodes and a maximum
threshold constraint on the end-to-end SNR. Specifically
the work in [19] minimized outage probability under a
total power constraint, while this work minimizes the total
consumed power under an end-to-end SNR constraint.
Similarly, [21] considers SNR maximization.

• This work consider Nakagami-m fading while all these
previous works considered the special case of Rayleigh
fading.

• We consider two relaying strategies, AP and selective,
and two assumptions on the available CSI at the relay,
full knowledge of all the links and full knowledge of all
the source-relay links and knowledge of channel statistics
of the source-destination and relay-destination links.

• We obtain power allocation algorithms to minimize the
consumed power while maintaining the end-to-end SNR
over a certain threshold for the aforementioned two relay-
ing strategies and under the two aforementioned assump-
tions on the available CSI at the relays for Nakagami-m
fading which is a generalized distribution and contains
the Rayleigh distribution as a special case.

• This work also generalizes the work done in [21] by
considering the end-to-end SNR maximization problem
for the partial CSI case for Nakagami-m fading.

• In keeping with the theme of this work, we provide
efficient and simple to implement power allocation al-
gorithms for all the considered optimization problems.
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Fig. 1: System model

The rest of the paper is organized as follows. Section II
describes the system model. Section III consider power alloca-
tion under the full CSI assumption for the power minimization
problem. Consumed power minimization with partial channel
state is considered in Section IV. Section V presents the power
allocation schemes for SNR maximization with partial channel
state information. Numerical results are discussed in Section
VI to quantify the performance of the proposed algorithms.
Finally, Section VII concludes the paper.

II. SYSTEM MODEL

Consider the system shown in Fig. 1. The system comprises
of a source node (S), a destination node (D) and M variable-
gain AF relay nodes (R). The source node is connected to the
destination node through a single-hop direct link and M dual-
hop links through the relays. It is noted here that this work
contains the case of no direct link as a special scenario which
can be obtained by setting the S-D channel to 0. The relays
are assumed to work in half-duplex mode and hence, cannot
simultaneously transmit and receive over the same frequency
at the same time. The relays are also assumed to be equipped
with a single antenna. The system is assumed to operate in
Time Division Multiple Access (TDMA) mode. Therefore, the
source and the relays transmit on time orthogonal channel.
However, the analysis and algorithm provided in this work
are general and are applicable to both frequency and code
orthogonal channels.

The signal is transmitted in two phases. In the first phase, the
source broadcasts the signal to the relays and the destination.
In the second phase, the relays forward the signal to the
destination. For AP relaying, all the M relays forward the
signal to the destination. Hence, to transmit one packet of
information, M + 1 time slots are required. For selective
relaying, only the selected relay1 forwards the signal to the
destination. Thus, selective relaying utilizes a total of 2 time
slots. The destination combines the received signals using a
maximal ratio combining (MRC) scheme.

A block-fading channel model is assumed here. It is as-
sumed that the channel gain of each link remains constant for
transmission of one packet and changes independently from
one packet transmission phase to another. Furthermore, all the

1The criterion for relay selection will be considered in the next section
when selective relaying is considered.



links are assumed to undergo independent fading. The fading
gains of all the links are modeled as Nakagami-m random
variables (RVs) [23]. It is assumed that the destination has
full CSI of all the links so that it can perform MRC. At the
relays, two CSI assumptions are considered. In Section III, it
assumed that the relays have full CSI of all the links. This
assumption is the same as in [19], [24]. In Section IV, it is
assumed that the relays have full CSI of all the S-R links, but
knowledge of only the channel statistics of the S-D link and
all the R-D links. This is the same assumption as Assumption
A in [21].

The primary objective of this work is to minimize the the
total power consumed while achieving a targeted level of
system performance. This targeted level of performance is
characterized in the form of a constraint on the end-to-end
SNR which has to be met. In addition to the SNR constraint,
peak power constraints at the source and relay nodes are also
considered. The objective can be written in the form of an
optimization problem as

min
Ps,Pi

Ps +
∑
i∈Z

Pi, subject to

γ ≥ γth, 0 < Ps ≤ Pmaxs , 0 ≤ Pi ≤ Pmaxi ,

(1)

where Ps is the source power, Pi is the ith relay power,
Pmaxs specifies the peak power constraint at the source node,
Pmaxi specifies the peak power constraint at the ith relay node,
γ is the end-to-end SNR, γth is the pre-specified threshold
on γ and Z is the set of all relays which forward the signal
from the source to the destination. For AP relaying, Z contains
all the relays, while for selective relaying, Z contains only
the selected relay. This problem is considered for the two
assumptions on the CSI at the relays and the two relay
participation schemes in the next two sections.

In addition to the power minimization problem, we also
consider the end-to-end SNR maximization for the case of
partial CSI. This problem had been previously considered for
AP relaying in [21]. However, only for Rayleigh fading. In
this work, we generalize it to Nakagami fading. Moreover,
we also consider SNR maximization for selective relaying
which is new enhancement to previous results. In the SNR
maximization problem, we maximize the end-to-end SNR
under a total power constraint and individual power constraint
on all the nodes. Thus, the SNR maximization optimization
problem can be formulated as

max
Ps,Pi

γ̄, subject to

Ps +
∑
i∈Z

Pi ≤ Ptot, 0 ≤ Ps ≤ Pmaxs , 0 ≤ Pi ≤ Pmaxi ,
(2)

where γ̄ is the average end-to-end SNR for the partial CSI case
which will be derived in Section IV and Ptot is the constraint
on the overall power of the system.

III. CASE OF FULL CSI WITH END-END SNR
CONSTRAINT

In this section, we consider the problem of minimizing
the overall power under individual power constraints and the

constraint on the end-to-end SNR for the full CSI assumption.
We first discuss AP relaying and them selective relaying. For
AP relaying, as we will see, it is difficult to find the optimal
solution. Hence, we propose a suboptimal, but simple and
efficient power allocation algorithm. For selective relaying, we
obtain the optimal solution. However, first we obtain the end-
to-end SNR.

Under the assumptions described in Section II, the end-
to-end SNR for variable-gain AF relaying with MRC at the
destination considering the direct S-D link is given by [19]

γ = Psα0 +
∑
i∈Z

PsPiαiβi
Psαi + Piβi + 1

= Ps

(
α0 +

∑
i∈Z

αi

)
−
∑
i∈Z

P 2
s α

2
i + Psαi

Psαi + Piβi + 1
,

(3)

where Ps is the source power, Pi is the power of the ith relay,
α0 = |hsd|2

σ2
sd

, αi = |hsi|2
σ2
si

, βz = |hid|2
σ2
id

, hsd is the channel
gain of the direct S-D link, hsi is the channel gain of the S-
R link of the ith relay, hid is the channel gain of the R-D
link of the ith relay, σ2

sd is the variance of the additive white
Gaussian noise (AWGN) of the S-D link, σ2

si is the variance
of the AWGN of the S-R link of the ith relay and σ2

id is the
variance of the AWGN of the R-D link of the ith relay. As all
the channels are modeled as Nakagami-m RVs α0, αi and βi
are all Gamma RVs [25, Sec. 2.2.1.4].

A. AP Relaying

In the case of AP relaying, Z contains all the relays. Hence,
the summation in (3) is from i = 1 to M . It is very difficult to
find the optimal solution of the problem in (1) for the AP case.
Hence, here a simple and suboptimal solution is provided.

First, the direct link is checked, if it can fulfill the constraint
on the end-to-end SNR while also meeting its respective peak
power constraint, then only the source transmits at power

Ps =
γth

α0
, with Ps ≤ Pmaxs , (4)

and the relays don’t transmit. This operation requires only one
time slot but the D has to inform the relays about meeting
the required γth. However, if the direct link cannot fulfil the
constraint on the end-to-end SNR, then the source power is
set at its peak power constraint, Ps = Pmaxs , and the relay
powers are obtained from

min
Pi

M∑
i=1

Pi, subject to 0 ≤ Pi ≤ Pmaxi (and)

Ps

M∑
i=0

αi −
M∑
i=1

P 2
s α

2
i + Psαi

Psαi + Piβi + 1
≥ γth.

(5)

It is easy to see that (5) is a convex optimization problem
(Pi appears in the denominator of (3), which means that
minimizing the term after -ve sign will improve γ). Moreover,
the end-to-end SNR is a monotonically increasing functions
of the relay powers. Hence, the optimal solution to (5) is
achieved when the constraint on the end-to-end SNR is met



with equality. As the problem is convex and one constraint is
an equality and the other constraint is linear, the primal and
dual problem will yield the same solution [26]. Therefore,
the duality gap is 0 and solving (5) using the Lagrange dual
method gives the optimal solution [26].

Ignoring the individual constraints, which will be incorpo-
rated later on, and forming the Lagrangian

L =

M∑
i=1

Pi + ρ

(
γth − Ps

M∑
i=0

αi +

M∑
i=1

P 2
s α

2
i + Psαi

Psαi + Piβi + 1

)
,

(6)
where ρ is the Lagrange multiplier. From the Karush-Kuhn-
Tucker (KKT) conditions for optimality [26], one obtains

ρ(P 2
s α

2
i + Psαi)βi

(Psαi + Piβi + 1)2
= 1 i = 1, 2, . . .M, (7a)

ρ ≥ 0, (7b)

Ps

M∑
i=0

αi −
M∑
i=1

P 2
s α

2
i + Psαi

Psαi + Piβi + 1
= γth. (7c)

The optimal ith relay power can be obtained from (7a) as

Pi =

√
ρ(P 2

s α
2
i + Psαi)

βi
− Psαi + 1

βi
, (8)

where the Lagrange multiplier ρ can be obtained from (7c) as

ρ =

(∑M
i=1

√
P 2
s α

2
i+Psαi
βi

)2

(Ps
∑M
i=0 αi − γth)2

. (9)

Now, as both the objective function in (5) and the end-to-
end SNR are monotonically increasing and convex functions
of Pi, the optimal solution after incorporating the individual
constraints lies at the boundary. Thus, the optimal ith relay
power after including the individual constraints is given by

Pi =

√ρ(P 2
s α

2
i + Psαi)

βi
− Psαi + 1

βi

Pmaxi

0

, (10)

where i = 1, 2, . . .M and (x)ab = max(b,min(x, a)). Thus,
the power allocation policy follows a water-filling solution
where the power is allocated in an iterative manner. On each
iteration, the power is allocated according to (8), then the
powers are checked to see if any violates their respective peak
power constraints. If there are powers which violate their peak
power constraints, then the maximum of these powers is set
at its peak constraint and the power allocation algorithm is
run again for the rest of the relays. If no power violates its
respective peak constraint, then all the power are checked to
see if any power violates the lower constraint of 0. If there
are powers which are less than 0, then the minimum of these
powers is set at 0 and the algorithm is run again for the rest
of the relays. This iterative procedure is repeated until all the
powers satisfy their respective individual constraint.

An important point to note is that as each node is restricted

in its power, there can be scenarios where the constraint on the
end-to-end SNR cannot be met due to bad channel conditions.
In such a case, the source and the relays transmit at full power.
Therefore, a check can be performed at the beginning of the
power allocation algorithm to see if the constraint on γ can
be fulfilled. If it can be, then the iterative power allocation
procedure is run, otherwise the source and the relays all
transmit at their peak powers. The complete power allocation
algorithm is shown in Algorithm 12. For the first iteration, the
set J which contains the powers which violate their constraint
and are set at their constraints, is empty

Algorithm 1 Power Allocation(M ,α,β,γth,Pmax)

check⇐ Pmaxs

∑M
i=0 αi −

∑M
i=1

(Pmaxs )2α2
i+P

max
s αi

Pmaxs αi+Pmaxi βi+1

if check < γth then
Ps ⇐ Pmaxs

Pi ⇐ Pmaxi ∀i
else
Ps ⇐ γth

α0

if Ps ≤ Pmaxs then
Pi ⇐ 0 ∀i

else
Ps ⇐ Pmaxs

loopind=0
while loopind=0 do
Pi ⇐

√
ρ(P 2

s α
2
i+Psαi)

βi
− Psαi+1

βi
∀i 6= J

(∼, l)⇐ max(Pi) ∀i 6= J

if Pl > Pmaxl then
Add l to J
Pl ⇐ Pmaxl

else
∼, l⇐ min(Pi) ∀i 6= J

if Pl < 0 then
Add l to J
Pl ⇐ 0

else
loopind⇐1

end if
end if

end while
end if

end if
return Ps, Pi ∀i

B. Selective Relaying

For selective relaying, Z only contains the relay selected to
forward the signal from the source to the destination. Hence,
the optimization problem is now given by

min
Ps,Pz

Ps + Pz, subject to

γ ≥ γth, 0 ≤ Ps ≤ Pmaxs , 0 ≤ Pz ≤ Pmaxz ,
(11)

2Boldface letters represent vectors. For example, α = [α0 α1 . . . αm].



Pmaxz is the peak power constraint at the selected relay node
and (special case of (3) when selected relay is only considered)

γ = Ps(α0 + αz)−
P 2
s α

2
z + Psαz

Psαz + Pzβz + 1
, (12)

It can be observed from (12) that the end-to-end SNR, γ, is
a monotonically increasing function of both Ps and Pz . Thus,
the optimal solution of (11) is achieved when γ = γth. Using
this fact, Pz can be written as a function of Ps

Pz =
P 2
s α

2
z + Psαz

βz(Ps(α0 + αz)− γth)
− Psαz

βz
− 1

βz
, (13)

where Ps(α0 + αz) 6= γth and the individual power con-
straints have been ignored. The individual power constraints
are incorporated later on after addressing the convexity of the
optimization problem. Also, Ps(α0 + αz) = γth can only
be the case when αz = 0 as evident from (12). The first
condition, αz = 0, means that there is no path between the
source and the relay. Hence, there is only the direct link and
there is no need to allocate power to the relay. Therefore, for
all scenarios involving non-zero power allocation to the relay,
Ps(α0 + αz) 6= γth.

Using (13) and ignoring the individual constraints, the
problem in (11) can be re-formulated as

min
Ps

P 2
s α

2
z + Psαz

βz(Ps(α0 + αz)− γth)
− Psαz

βz
− 1

βz
+ Ps. (14)

Let ζz =
P 2
s α

2
z+Psαz

βz(Ps(α0+αz)−γth)
− Psαz

βz
− 1

βz
+ Ps. Taking the

double derivative of ζz to check the the convexity of the
problem,

∂2ζz
∂P 2

s

=
2αzγ

th(Ps(α0 + αz)− γth)
(
αzγ

th + α0 + αz
)

βz(Ps(α0 + αz)− γth)4
.

(15)
It is evident from (15) that in the range Ps < γth

α0+αz
, ζz is

concave and in the range Ps > γth

α0+αz
, ζz is convex. Hence,

solving the problem in (14) by taking the derivative of ζz and
equating it to 0 will yield two solutions. However, the lesser
of the two solutions will always give Pz < 0 as can observed
from (13). Thus, the greater one is the optimal solution which
can be obtained as

Ps =
γthφ+

√
γthφ(α0αz + α2

z + α2
zγ
th)

(α0 + αz)φ
, (16)

where φz = α0βz +αzβz −α0αz . If φz < 0, then (16) yields
an imaginary solution. This means that the derivative of ζz is
never equal to 0. As ζz is a convex function in the range of
interest, Ps > γth

α0+αz
, the optimal solution in this case lies on

the boundary. Thus, the optimal value of Ps which solves (14)
is

Ps =


γthφz+

√
γthφz(α0αz+α2

z+α2
zγ
th)

(α0+αz)φz
φz > 0

min
(
Pmaxs , γ

th

α0

)
φz < 0.

(17)

Now if Ps = γth

α0
, then Pz = 0 and the optimal solution is ob-

tained. Otherwise Pz is obtained by substituting Ps into (13).

If both powers satisfy their respective individual constraints,
then the power allocation algorithm exits. However, if one
of the powers exceeds its peak constraint then it is set at its
respective peak constraint and the other power is calculated
again. If Ps exceeds Pmaxs , then Ps is set at Pmaxs and Pz
is obtained from (13). If Pz exceeds Pmaxz , then Pz is set
at Pmaxz and Ps can then be obtained from the constraint,
γ = γth, as the solution to the following quadratic equation

aP 2
s + bPs + c = 0, (18)

where a, b, and c are defined as

a = α0αz

b = Pmaxz α0βz + α0 + Pmaxz αzβz − αzγth

c = −Pmaxz βzγ
th − γth.

It can be easily seen that b2 − 4ac > b2. Hence, one of the
roots of (18) is less than 0. So, Ps can be obtained as

Ps =
−b+

√
b2 − 4ac

2a
. (19)

If no power exceeds their respective peak constraint, then Pz
is checked to see if it is below 0. If it is then Pz is set at 0
and Ps = γth

α0
.

The above power allocation algorithm is performed for each
relay and the relay which minimizes the total power consumed
is selected to forward the signal to the destination, i.e. Ps and
Pz are calculated for each relay through the algorithm de-
scribed above and the relay which has the minimum Ps+Pz is
selected. Similar to the AP case, there can be scenarios where
the constraint on γ cannot be met. In such cases, the source and
the selected relay transmit at full power, otherwise the above
algorithm is run. Moreover, if all the relays cannot meet the
constraint on γ, then the relay which maximizes γ is selected,
where as stated previously Ps = Pmaxs and Pz = Pmaxz .
The complete relay selection and power allocation algorithm
is shown in Algorithm 2.

IV. CASE OF PARTIAL CSI WITH END-TO-END SNR
CONSTRAINT

In the previous section, it was assumed that each relay node
has complete CSI of all the links. Even though the full CSI
assumption is interesting to study as it provides insight into
the problem and provides a benchmark to which all other
suboptimal schemes can be compared, it is still difficult to
implement in practice. Hence, in this section we consider a
case when there is only partial CSI at the relays. Each relay
has knowledge of the instantaneous channel gain of all the
first hop links and only the knowledge of the channel statistics
of all the second hop links and the direct link. Thus, as the
relays don’t have the knowledge of the instantaneous CSI of
the second hops, the end-to-end SNR needs to be averaged
over them.

For Nakagami-m fading, α0 and βi are Gamma random



Algorithm 2 Power Allocation(M ,α,β,γth,Pmax)

for r = 1 to M do
check⇐ Pmaxs (α0 + αr)− (Pmaxs )2α2

r+Pmaxs αr
Pmaxs αr+Pmaxr βr+1

if check < γth then
Ps ⇐ Pmaxs

Pr ⇐ Pmaxr

else
φr ⇐ α0βr + αrβr − α0αr
if φr < 0 then
Ps ⇐ min

(
Pmaxs , γ

th

α0

)
if Ps = γth

α0
then

Pr ⇐ 0
else
Pr ⇐ P 2

s α
2
r+Psαr

βr(Ps(α0+αr)−γth)
− Psαr

βr
− 1

βr
end if

else
Ps ⇐

γthφz+
√
γthφz(α0αr+α2

r+α2
rγ
th)

(α0+αr)φz
if Ps > Pmaxs then
Ps ⇐ Pmaxs

end if
Pr ⇐ P 2

s α
2
r+Psαr

βr(Ps(α0+αr)−γth)
− Psαr

βr
− 1

βr
if Pr > Pmaxr then
a = α0αr
b = Pmaxr α0βr + α0 + Pmaxr αrβr − αrγth
c = −Pmaxr βrγ

th − γth.
Ps ⇐ −b+

√
b2−4ac

2a
else

if Pr < 0 then
Pr ⇐ 0
Ps ⇐ γth

α0

end if
end if

end if
end if
Ps(r) = Ps
γ(r) = Ps(α0 + αr)− P 2

s α
2
r+Psαr

Prαr+Prβr+1

Ptot(r) = Ps + Pr
end for
indices=find(γ > γth)
if length(ind)=0 then

[value,index]⇐ max(γ)
z ⇐index

else
[value,index]⇐ min(Ptot)
z ⇐index

end if
return z, Ps(z), Pz

variables with probability density functions

fα0
(x) =

1

Γ(mα0)γ̄
mα0
α0

xmα0
−1e
− x
γ̄α0

fβi(x) =
1

Γ(mβi)γ̄
mβi
βi

xmβi−1e
− x
γ̄βi x ≥ 0,

(20)

where mα0
and mβi are the shape parameters of the direct

link and second hop of the ith link, respectively, γ̄αi and
γ̄βi are the average SNRs of the first and second hop of the
ith link respectively, and Γ(.) is the gamma function [27,
Eq. (8.310.1)]. Hence, the average end-to-end SNR can be
obtained from (21) shown on top of the next page. where (21)
comes from the independence of all the links. Solving (21)
gives the end-to-end SNR averaged over the direct link and
the second hop of the direct links in (22). Following on from
the previous section, we will first consider AP relaying and
then move on to selective relaying.

A. AP Relaying

With partial CSI, the power minimization problem is given
by

min
Ps,Pi

Ps +

M∑
i=1

Pi, subject to

γ̄ ≥ γth, 0 ≤ Ps ≤ Pmaxs , 0 ≤ Pi ≤ Pmaxi .

(23)

Note that (23) follows identical form to (1) but with γ̄
replacing γ. It can readily seen from (22) that the γ̄ is a convex
function of the relay powers. Thus, (23) is a convex optimiza-
tion problem for the relay power. However, the joint source and
relay power optimization problem seems intractable. Hence,
we adopt the same approach as in the full CSI case where we
fix the source power and optimize the relay powers.

Even though the relay power optimization problem is con-
vex, it is still difficult to find efficient algorithms to find the
solution. This is due to the multiplication of the exponential
and upper incomplete Gamma function. Due to the multi-
plication of these functions, there are points at which the
value of the function becomes too high as to be calculated
by most softwares. These points are known as critical points
[21]. Hence, we now use a bound to approximate the averaged
end-to-end SNR. In this regard, we distinguish two cases:
1) Integer Nakagami shape parameter and 2) Generalized
Nakagami shape parameter that can take any value ≥ 1

2 . We
discuss these two cases in turn below.

1) Integer Nakagami Parameter: For an integer n [28, Eq.
(6.5.9)]

Γ(1− n, x) =
1

xn−1
En(x) x > 0, n = 1, 2, 3, . . . , (24)



γ̄ =

∫ ∞
0

∫ ∞
0

. . .

∫ ∞
0

(
Ps

(
x0 +

M∑
i=1

αi

)
−

M∑
i=1

P 2
s α

2
i + Psαi

Psαi + Piyi + 1

)
1

Γ(mα0)γ̄
mα0
α0

xmα0
−1e
− x0
γ̄α0 ×(

M∏
i=1

1

Γ(mβi)γ̄
mβi
βi

y
mβi−1

i e
− yi
γ̄βi

)
dx0dy1 . . . dyM ,

(21)

γ̄ = Ps

(
mα0

γ̄α0
+

M∑
i=1

αi

)
−

M∑
i=1

Psαi(Psαi + 1)mβi

γ̄
mβi
βi

P
mβi
i

e

(
Psαi+1

γ̄βi
Pi

)
Γ

(
1−mβi ,

Psαi + 1

γ̄βiPi

)
(22)

where En(x) is the generalized exponential integral [28, Eq.
(5.1.4)]. Applying (24) to (22), γ̄ can be re-written as

γ̄ =Ps

(
mα0

γ̄α0
+

M∑
i=1

αi

)
−

M∑
i=1

Psαi(Psαi + 1)

γ̄βiPi
e

(
Psαi+1

γ̄βi
Pi

)
Emβi

(
Psαi + 1

γ̄βiPi

)
.

(25)

From [28, Eq. (5.1.19)], the product of an exponential and an
exponential integral can be upper bounded as

exEn(x) ≤ 1

x+ n− 1
x > 0, n = 1, 2, 3, . . . . (26)

Using (26), γ̄ can be lower bounded as

γ̄ ≥

(
Ps

(
mα0 γ̄α0 +

M∑
i=1

αi

)
−

M∑
i=1

Psαi(Psαi + 1)

Psαi + 1 + Piγ̄βi(mβi − 1)

)
= γ̄lb,

(27)

where γ̄lb refers to the lower-bound value of γ̄ obtained after
using (26). Hence, now instead of using γ̄ in (23), we utilize
the lower bound found in (27). This leads to a suboptimal
solution, but as we show now, a simple closed-form solution
which can be efficiently implemented in practice. Also, as we
lower bound γ̄, the constraint on γ̄ is satisfied.

It is easily seen that (27) is similar to (3). Hence, the
solution to (23) for the integer Nakagami parameter case can
be obtained as shown in (28) where

ρ =

(∑M
i=1

√
P 2
s α

2
i+Psαi

γ̄βi (mβi−1)

)2

(Ps

(
mα0 γ̄α0 +

∑M
i=1 αi

)
− γthub)2

. (29)

The power allocation algorithm for this case is the same as
Algorithm 1 with the expressions of the relay power and the
Lagrange multiplier replaced in for the partial CSI case.

The case of mβi = 1, ∀ i, is a special case as can be seen
from the lower bound on γ̄ in (27). For Rayleigh fading, all the
relay terms cancel out and only the direct link term remains.
Therefore, for Rayleigh fading, a different approximation is
required. For mβi = 1 ∀ i, the upper incomplete Gamma
function simplifies to the exponential integral of the first order.

Then using the inequality From [28, Eq. (5.1.20)]

exE1(x) ≤ ln

(
1 +

1

x

)
x > 0, (30)

a lower bound on γ̄ can be obtained as

γ̄|Rayleigh ≥

(
Ps

(
γ̄α0

+

m∑
i=1

αi

)
−

m∑
i=1

Psαi(Psαi + 1)

γ̄βiPi
ln

(
1 +

γ̄βiPi
Psαi + 1

))
= γ̄lb

(31)

It can be shown that convexity of the problem is still retained.
Solving (23) with the lower bound in (31) using the Lagrange
dual method will yield M + 1 non-linear convex equations
equations with M + 1 variables which are Pi∀i. These can be
solved using the iterative bisection procedure described in [21].
Alternatively, the method described below for the generalized
Nakagami parameter can be used for Rayleigh fading.

2) Generalized Nakagami Parameter: Now, we consider
the case of the generalized Nakagami shape parameter. It is
difficult to obtain a lower bound on the upper incomplete
Gamma function for the generalized Nakagami parameter. This
is due to the fact that, here, we are interested in the upper
incomplete Gamma function for negative values of the first
parameter for which, to the best of the author’s knowledge,
good upper bounds are neither available in the literature nor
easy to obtain. Hence, it is difficult to solve the problem fo
the generalized Nakagami fading parameter.

To address this, we obtain a lower bound on the upper
incomplete Gamma function which, as we show below, can
be utilized to obtain simple closed-form expressions for the
relay powers, Pi∀i, and the Lagrange multiplier. However, as
we now lower bound the upper incomplete Gamma function,
we obtain an upper bound on γ̄. Hence, now as we use an
upper bound on γ̄, it is not guaranteed that γ̄ ≥ γth. As a
means to ensure that the constraint is satisfied, the constraint
on the upper bound can be changed to γthub = γth + e, where
e is the additional added term and γthub is the modified upper
bound on γth.

Returning to the solution of the problem. The upper incom-



Pi =

(√
ρ(P 2

s α
2
i + Psαi)

γ̄βi(mβi − 1)
− Psαi
γ̄βi(mβi − 1)

− 1

γ̄βi(mβi − 1)

)Pmaxi

0

, i = 1, 2, . . .M (28)

plete Gamma function can be re-written as

Γ(a, x) =

∫ ∞
x

ta−1e−tdt =

∫ ∞
0

(t+ x)a−1e−(t+x)dt

= e−xE[(T + x)a−1],

(32)

where T is an exponential random variable with mean 1 and
E[.] is the expectation operator. The above is a convex function
of T for a < 1 which is the case for the problem here. Hence,
using Jensen’s inequality, one can write

Γ(a, x) ≥ e−x(1 + x)a−1. (33)

Thus an upper bound on γ̄ can be achieved by substituting
(33) in (22) as

γ̄ ≤ Ps

(
mα0

γ̄α0
+

M∑
i=1

αi

)
−

M∑
i=1

Psαi(Psαi + 1)mβi

(Psαi + Piγ̄βi + 1)
mβi

= γ̄ub
(34)

Hence, now the the optimization problem for
∑M
i=1 Pi can be

formulated as

min
Pi

M∑
i=1

Pi, subject to

γ̄ub ≥ γthub, 0 ≤ Pi ≤ Pmaxi .

(35)

Note that, we have already assumed a fixed source power,Ps =
Pmaxs , like in the previous cases of AP relaying due to the
complexity and difficulty of joint optimization of source and
relay powers. It can be easily verified that the above problem
is a convex optimization problem. Hence, using the Lagrange
dual formulation and ignoring the individual constraints, the
Lagrangian is formulated as

L =

m∑
i=1

Pi + ρ

(
γthub − Ps

(
mα0 γ̄α0 +

M∑
i=1

αi

)
+

M∑
i=1

Psαi(Psαi + 1)mβi

(Psαi + Piγ̄βi + 1)
mβi

)
.

(36)

From the KKT conditions and incorporating the individual
constraints, the optimal water-filling solution can be obtained
as in (37) where ρ is the Lagrange multiplier can be obtained
using standard algorithms such as subgradient algorithms and
ellipsoid method. However, if the Nakagami parameters of all
the relay-destination links are equal, i.e. mβi = mβ∀i, then

the Lagrange multiplier can be obtained in closed-form as

ρ =



(∑M
i=1

(Psαi)
1

mβ+1 (Psαi+1)

mβ
mβ+1

(mβ γ̄βi)
mβ
mβ+1

)
Ps

(
mα0

γ̄α0
+
∑M
i=1 αi

)
− γthub



mβ+1

mβ

. (38)

The power allocation algorithm is the same as in Algorithm 1.
However, we need to replace the relay power and Lagrangian
multiplier expressions by those in (37) and (38) under special
case of mβi = mβ∀i.

B. Selective Relaying

Now we move onto selective relaying with partial CSI at
the relays. We again first use the lower bound on γ̄ to solve
the problem for integer Nakagami parameter and then give the
generalized solution.

1) Integer Nakagami Parameter: In the case of selective
relaying, with integer Nakagami parameter, γ̄ can be lower
bounded as special case of (22) to give

γ̄ ≥ Ps (mα0
γ̄α0

+ αz)−
Psαz(Psαz + 1)

Psαz + 1 + Pz γ̄βz (mβz − 1)
.

(39)
It can be easily seen that the lower bound in (39) is similar
to the end-to-end SNR for the full CSI case in (12). We can
thus obtain the optimal relay power allocation by replacing βz
in (12) by γ̄βz (mβz − 1). Thus, the relay selection and power
allocation for selective relaying with partial CSI and integer
Nakagami parameter is obtained by substituting γ̄βz (mβz −1)
in place of βz in Algorithm 2.

2) Generalized Nakagami Parameter: For the generalized
case, and following a similar procedure to the one that leads
to (34) we have the upper bound on γ̄ as

γ̄ub = Ps (mα0 γ̄α0 + αz)−
Psαz(Psαz + 1)mβz

(Psαz + Pz γ̄βz + 1)
mβz

. (40)

Expressing Pz as a function of Ps

Pz =
P

1
mβz
s α

1
mβz
z (Psαz + 1)

γ̄βz
(
Ps (mα0

γ̄α0
+ αz)− γ̄thub

) 1
mβz

− Psαz
γ̄βz

− 1

γ̄βz
,

(41)
where Ps (mα0 γ̄α0 + αz) − γ̄thub 6= 0. Using a similar
reasoning as in Section III-B, it can easily be seen that
Ps (mα0

γ̄α0
+ αz) − γ̄thub = 0 can only be zero when there

is no connection between the source and the relay. Moreover,
it can also be seen that for Ps (mα0

γ̄α0
+ αz) − γ̄thub < 0,

the relay power lies outside its constraints. Hence, the power



Pi =

 (ρmβiPsαi(Psαi + 1)mβi γ̄βi)
1

mβi
+1

γ̄βi
− Psαi

γ̄βi
− 1

γ̄βi

Pmaxi

0

i = 1, 2 . . .M (37)

minimization problem can be written as

min
Ps

P
1

mβz
s α

1
kβz
z (Psαz + 1)

γ̄βz
(
Ps (mα0

γ̄α0
+ αz)− γ̄thub

) 1
kβz

− Psαz
γ̄βz

− 1

γ̄βz
+Ps

(42)
Denoting the objective function in (42) by ψz and taking its
double derivative gives (43). It can be seen from (43) that
for the domain of interest, i.e Ps (mα0

γ̄α0
+ αz) − γ̄thub > 0,

is convex. Hence, the optimization problem in (42) yields a
unique solution in the domain of interest. Taking the derivative
of ψz and equating to 0 gives (44). Equation (44) can be solved
numerically by initializing it in the domain of interest to give
the optimal value of the source power. After obtaining the
source power, the relay power can be obtained from (41). Now,
both powers are checked and if they satisfy their constraints,
the power allocation is complete. However, if one of the
powers violates its constraints then it is set at its constraint
and the other power is obtained from the constraint on the
end-to-end SNR. If the source power exceeds its constraint,
then it is set Pmaxs and Pz can be obtained from (41). If the
relay power exceeds its constraint, then it is set at Pmaxz and
then Ps is obtained from the solving the non-linear equation
which is obtained by replacing Pmaxz on the constraint on
γ̄ub. Thus, the optimal power allocation algorithm is similar
to the Algorithm 2. However, the source power allocation is
now obtained by solving an equation numerically rather than
from a closed-form expression.

V. END-TO-END SNR MAXIMIZATION

In the previous two sections, we focused on the energy-
efficiency problem, i.e. minimizing the consumed power while
maintaining the SNR over a threshold. In this section, we
consider the SNR maximization problem where the end-to-
end SNR is maximized under total and individual power
constraints. This section is an extension of the work in [21].
Reference [21] considered this problem for the partial CSI
assumption for Rayleigh fading. We now extend the solution
to the more generalized Nakagami fading. The SNR maxi-
mization problem is given by

max
Pi

γ̄ subject to

0 ≤ Pi ≤ Pmaxi ,

M∑
i=1

Pi ≤ Ptot − Ps.
(45)

Note that we do not optimize the source power as joint source
and relay power optimization seems quite complicated. Hence,
we assume a fixed power and optimize the relay powers only.

A. AP Relaying

We first consider the problem for AP relaying. We again
identify the two cases of integer Nakagami parameter and
generalized Nakagami parameter and consider each in turn.

1) Integer Nakagami Parameter: For integer Nakagami
parameter, we maximize the lower bound on γ̄ given in (31).
It is evident that (45) with the lower bound on γ̄ is a convex
optimization problem. Hence, forming the Lagrangian without
the individual constraints

L = −Ps

(
mα0

γ̄α0
+

M∑
i=1

αi

)
+

M∑
i=1

Psαi(Psαi + 1)

Psαi + 1 + Piγ̄βi(mβi − 1)
+ ν

(
M∑
i=1

Pi − Ptot + Ps

)
(46)

Now using the KKT conditions, we can obtain the optimal ith
relay power in (47) where

ν =

 ∑M
i=1

√
Psαi(Psαi+1)
(mβi−1)γ̄βi

Ptot − Ps +
∑M
i=1

Psαi+1
(mβi−1)γ̄βi

2

. (48)

The power allocation algorithm is similar to Algorithm 1.
However, with the expressions for the relay powers substituted
in and no check performed at the beginning of the algorithm.

2) Generalized Nakagami Parameter: For the generalized
Nakagami shape parameter, we maximize the upper bound
in (34). Ignoring the individual constraints and forming the
Lagrangian

L = −Ps

(
mα0

γ̄α0
+

M∑
i=1

αi

)
+

M∑
i=1

Psαi(Psαi + 1)mβi

(Psαi + Piγ̄βi + 1)
mβi

+ ν

(
Ps +

M∑
i=1

Pi − Ptot

)
.

(49)

Taking derivative with respect to Pj and equating to 0 yields
the optimal value of Pi in (50) where we have incorporated
the individual constraints and ν is the Lagrange multiplier
which can be calculated using the ellipsoid method. In the
special case when all the second hops have the same Nakagami
parameter, mβi = mβ , the Lagrange multiplier is given by

ν =

mmβ
β

∑M
i=1

1
γ̄βi

(Psαi(Psαi + 1)mβ γ̄βi)
1

mβ+1

Ptotal − Pmaxs +
∑M
i=1

1
γ̄βi

(Psαi + 1)

mβ+1

.

(51)



∂2ψz
∂P 2

s

=
1

mβi

P
1

mβi
−2

s

1
mβi

(Psαi + 1) γ̄2
ub + (Ps (mα0

γ̄α0
+ αi)− γ̄ub) γ̄ub + Psαiγ̄

2
ub + Ps (kα0

γ̄α0
+ αi) γ̄ub

(Ps (mα0
γ̄α0

+ αi)− γ̄ub)
1
kβi

+2
(43)

∂ψz
∂Ps

=
− 1
mβi

P
1

mβi
−1

s α
1

mβi
i (Psαi + 1)γ̄thub + P

1
mβi
s α

1
mβi

+1

i

(
Ps (mα0

γ̄α0
+ αi)− γ̄thub

)
γ̄βi
(
Ps (mα0

γ̄α0
+ αi)− γ̄thub

) 1
mβi

+1
− αi
γ̄βi

+ 1 = 0 (44)

Pi =

(√
Psαi(Psαi + 1)

ν(mβi − 1)γ̄βi
− Psαi

(mβi − 1)γ̄βi
− 1

(mβi − 1)γ̄βi

)Pmaxi

0

i = 1, 2 . . .M (47)

Pi =

(
1

γ̄βi

((
mβiPsαi(Psαi + 1)mβi γ̄βi

ν

) 1
mβi

+1

− Psαi − 1

))Pmaxi

0

i = 1, 2, . . .M (50)

B. Selective Relaying

1) Integer Nakagami Parameter: In this case, the power
allocation problem between the selected relay and the source
can be formulated as in (52), where we have replaced the
source and relay powers by Ps = ηzPtot and Pz = (1 −
ηz)Ptot. It is noted here that the above formulation implicitly
assumes that Pmaxs + Pmaxz > Ptot. Otherwise, the power
allocation is trivial and both the source and relay transmit at
their peak constraints.

The problem formulation is (52) has the same structure
as [19, (31)]. Thus, using [19]3, the optimal value of η can
be obtained as in (53), where Φz = αz γ̄βz (mβz − 1) +
α0γ̄βz (mβz−1)−α0αz . The power allocation is performed for
each relay and then the relay which maximizes γ̄ is selected
for transmission.

2) Generalized Nakagami Parameter: In the case of the
generalized Nakagami parameter, we utilize the upper bound
on γ̄. Thus the optimization problem is

max
Ps,Pz

Ps (mα0 γ̄α0 + αz)−
Psαz(Psαz + 1)mβz

(Psαz + Pz γ̄βz + 1)
mβz

subject to

0 ≤ Ps ≤ Pmaxs , 0 ≤ Pz ≤ Pmaxz , Ps + Pz ≤ Ptot.
(54)

Substituting in the value of Pz and ignoring the individual
constraints, the problem can be re-formulated as

max
Ps

Ps (mα0 γ̄α0 + αz)−
Psαz(Psαz + 1)mβz

(Ps(αz − γ̄βz ) + Ptotγ̄βz + 1)
mβz

(55)
Denoting the objective function in (55) as Πz and taking the
double derivative of with respect to Ps gives (56). It can be
seen from (56) that for Ptot > Ps, the optimization problem in
(55) in concave. Thus, taking the derivative of Πz and equating

3There is a small error in [19, (32)], most likely a typo. Equation (31) in
[19] should read ρopt = min

(
1, Bi+1

Bi−Ai
− 1

Bi−Ai

√
Ci
Di

)

to zero gives (57). Equation (57) can be solved numerically
to yield the optimal value of Ps from which the optimal value
of Pz can be obtained.

VI. NUMERICAL RESULTS

In this section, we present numerical results to characterize
the performance of the studied power allocation algorithms.
For the numerical results, we set all the noise variance the
same, σ2

sd = σ2
si = σ2

id = σ2 ∀ i = 1, 2 . . .M . The channel
power gains are set as γ̄α0

= A0

σ2 , γ̄αi = Ai
σ2 and γ̄βi = Bi

σ2 .
The number of relays is taken to be 3, i.e. M = 3mW. The
vector [A0 A1 A2 A3] is set as [-20 -10 -15 -5], where all the
values are in dB. Similarly, the vector [B1 B2 B3] are set as
[-5 0 -5]. All the results are plotted against γs = 1

σ2 which is a
measure of the SNR. The peak power constraints of the source
and all the relay are set at 3. All the Nakagami parameters are
taken to be the same, i.e. mα0

= mαi = mβi = m. For the
integer case, m = 2 and for the generalized case, m = 2.5. We
first discuss the results for the power minimization problem
and then the SNR maximization problem.

A. Power Minimization

For the power minimization problem, it si set that γth = 5
dB and e = 1 dB and thus, γ̄thub = γ̄th + e = 6 dB. The
proposed schemes are compared with a benchmark scheme
in which all the relays and the source transmit at their peak
powers. It is noted that the benchmark scheme will always
satisfy the constraint on the end-to-end SNR as long as any
of the proposed schemes do.

Fig. 2 shows the power savings for the integer Nakagami
parameter case. Power savings is defined as the difference of
the power consumed by the benchmark scheme and power
consumed by the respective proposed scheme. Hence, Power
savings is equal to Pmaxs +

∑M
i=1 P

max
i − Ps −

∑
i∈ZPi

where the first quantity refers to the power consumed by the
benchmark scheme, while the second quantity refers to the
power consumed by the respective proposed scheme. Fig. 2



max
0<ηz≤

Pmaxs
Ptot

ηzPtotmα0 γ̄α0 +
(mβz − 1)ηzPtot(1− ηz)Ptotαz γ̄βz

ηzPtotαz + 1 + (1− ηz)Ptotγ̄βz (mβz − 1)
, (52)

ηz =


Pmaxs

Ptot
Φz < 0

min
(
Pmaxs

Ptot
,

Ptotγ̄βz (mβz−1)+1
Ptot(γ̄βz (mβz−1)−αz) −

√
αz γ̄βz (mβz−1)(Ptotαz+1)(Ptotγ̄βz (mβz−1)+1)

P 2
tot(γ̄βz (mβz−1)−αz)2Φz

)
Φz > 0

(53)

∂2Πz

∂P 2
s

= −mβzαz γ̄βz (Psαz + 1)mβz−2 (Ptotαz + 1)

(Ps(αz − γ̄βz ) + Ptotγ̄βz + 1)
mβz+2 ((Psαz + 1)(Ptotγ̄βz + 1) + Ps(αz − γ̄βz ) + Ptotγ̄βz + 1+

mβzPsγ̄βz (Ptotαz + 1))

(56)

∂Πz

∂Ps
=

(Psαz + 1)mβz−1

(Ps(αz − γ̄βz ) + Ptotγ̄βz + 1)
mβz
×(

(Psαz + 1) (Ps(αz − γ̄βz ) + Ptotγ̄βz + 1) + Psmβz (αz(Ptotγ̄βz + 1) + αz − γ̄βz )
(Ps(αz − γ̄βz ) + Ptotγ̄βz + 1)

)
− mα0

γ̄α0
+ αz

αz
= 0

(57)

shows that selective relaying provides better power savings
than AP relaying for all values of γs. A similar observation
was made in [22]. The reason selective reason seems to
provide better power savings is that when the constraint on
the end-to-end SNR is not satisfied, all the relays transmit
at peak power. Thus, in these cases, AP relaying consumes
significantly more power, depending upon the number of
relays, and hence the power savings of selective relaying
surpass that of AP relaying. Moreover, for selective relaying,
we do joint source and relay power allocation, while for
AP, we only do relay power allocation. However, it will
be wrong to conclude that AP is worse than selective in
general. This can be seen from Fig. 3 which shows the outage
probability, Prob(γ ≤ γth), which is a measure of the number
of instances the constraint on the end-to-end SNR is satisfied,
of all the power minimization schemes. It can be observed
from Fig. 3 that AP-full CSI provides significantly better
outage probability than its selection counterpart even though,
in selection, we do joint source and relay power optimization.
However, when the relays have partial CSI, then selective relay
can give better outage probability than the AP case in the
high SNR regime. Thus, the benefit of joint source and relay
power allocation can be seen in the high SNR regime for
partial CSI. The reason for this seems to be that, when the
channel conditions are bad, the source needs to be allocated
more power. Hence, as we fix the source power to the peak
value, it retains the inherent gain of AP over selective relaying.
However, when the SNR is high, the optimal source power
is not necessarily close to its peak value. Moreover, for the
AP case, we check the direct link first and if it satisfies the
constraint, we do not use relays. Thus, at high SNR, the direct
link may satisfy the constraint on γ̄th, however the resulting
γ may be lower than γth. This is not the case for selective
relaying where we always jointly optimize source and relay
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Fig. 2: Power Savings for AP and selective relaying with full and
partial CSI with Nakagami parameter m = 2.

power.
Another observation that can be made from Fig. 3 is that

there seems to be an error floor for the partial CSI cases. This
comes due to not having full CSI. As the constraint for the
partial CSI cases involve γ̄ instead of γ due to having less
CSI, satisfying the constraint on γ̄ does not mean that the γ is
also greater than γth. Hence, in the partial CSI case, an error
floor is seen.

A similar behaviour is seen for the generalized Nakagami
parameter case in Figs. 4 and 5. However, here the difference
between the power savings between the full CSI cases and the
partial cases is not significant. In fact, it is almost the same,
just the actual values are different due to less fading. However,
the outage performance behaves as in the case of the integer
case. For higher values of m, the behaviour will remain the
same, just the actual value will differ due to decrease in fading.
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Fig. 3: Outage Probability for AP and selective relaying with full and
partial CSI with Nakagami parameter m = 2.

−4 −2 0 2 4 6 8 10 12 14 16
0

2

4

6

8

10

12

γ
s
 (dB)

P
ow

er
 S

av
in

gs

 

 

Sel−Full CSI
Sel−Partial CSI
AP−Full CSI
AP−Partial CSI

Fig. 4: Power Savings for AP and selective relaying with full and
partial CSI with Nakagami parameter m = 2.5.

So, from these results it can be seen that, if the quality-
of-service (QoS) requirements are strict, then full CSI is a
must because even having partial CSI leads to significant
degradation in outage performance.

B. SNR Maximization

For the SNR maximization problem, we compare the pro-
posed power allocation schemes to one which assigns equal
power to the source bit error rate (BER) of binary phase shift
keying (BPSK) for comparison amongst the power allocation
schemes.

Fig. 6 shows the BER for integer Nakagami parameter.
The performance gap between EPA and the proposed power
allocation algorithm for selective relaying is not significant.
However, in the AP case, the proposed scheme significantly
outperforms EPA. Moreover, in the low SNR regime, both
selection schemes outperform AP-EPA scheme as also noted
in [22]. However, as the noise decreases, the gain of AP is
observed. As similar behaviour is seen for the m = 2.5 in
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Fig. 5: Outage Probability for AP and selective relaying with full and
partial CSI with Nakagami parameter m = 2.5.
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Fig. 6: BER for BPSK for AP and selective relaying with full and
partial CSI with Nakagami parameter m = 2.

Fig. 7, but a slight difference between Sel-EPA and Sel-Partial
CSI is observed. The reason for this is that the Nakagami
parameter is higher which leads to less fading and the gain
of having partial CSI instead of no CSI is seen. Thus, for
selective relaying, CSI feedback is only viable in good channel
conditions.

One last remark for AP relaying is that, in the simulations
it was assumed that the source power is fixed at its peak
constraint. However, to improve performance and achieve
the optimal solution, a search can be run over Ps to find
the optimal source power. But, this will consume a signif-
icant amount of time. This time can be reduced by only
searching over only a limited set of values of Ps such as
Ps = [Pmaxs /4 Pmaxs /2 3Pmaxs /4 Pmaxs ].

VII. CONCLUSIONS

This paper has studied power allocation strategies to en-
hance the efficiency of constrained dual-hop variable-gain
AF relaying under Nakagami-m fading. Two optimization
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Fig. 7: BER for BPSK for AP and selective relaying with full and
partial CSI with Nakagami parameter m = 2.5.

problems, power minimization under SNR constraint and SNR
maximization under power constraint, have been formulated
under different restrictions on the CSI available at the relays
and for two different relaying protocols. Simple and efficient
power allocation algorithms have been proposed for the two
problems for all the scenarios considered. Numerical results
have shown that significant power savings can be achieved
through the proposed algorithms. Numerical results also show
that for strict QoS requirements, partial CSI is not a good
option for power minimization as having partial CSI leads
to significant degradation in performance due to not meeting
the constraint on the end-to-end SNR. However, for the
SNR maximization problem, having partial CSI can enhance
performance, particularly for AP relaying.

REFERENCES

[1] T. Han and N. Ansari, “On greening cellular networks via multicell
cooperation,” IEEE Wireless Commun., vol. 20, no. 1, pp. 82–89, Feb.
2013.

[2] A. Zafar, R. M. Radaydeh, Y. Chen, and M.-S. Alouini, “Energy-efficient
power allocation for fixed-gain amplify-and-forward relay networks with
partial channel state information,” IEEE Wireless Commun. Lett., vol. 1,
no. 6, pp. 553–556, Dec. 2012.

[3] G. Fettweis and E. Zimmermann, “ICT energy consumption-trends
and challenges,” in Proc. 11th Int. Symp. Wireless Pers. Multimedia
Commun., Lapland, Finland, Sep. 2008, pp. 2006–2009.

[4] C. Han, T. Harrold, S. Armour, I. Krikidis, S. Videv, P. M. Grant,
H. Haas, J. S. Thompson, I. Ku, C.-X. Wang, T. A. Le, M. R. Nakhai,
J. Zhang, and L. Hanzo, “Green radio: Radio techniques to enable
energy-efficient wireless networks,” IEEE Commun. Mag., vol. 49, no. 6,
pp. 46–54, Jun. 2011.

[5] G. Li, Z. Xu, C. Xiong, C. Yang, S. Zhang, Y. Chen, and S. Xu, “Energy-
efficient wireless communications: Tutorial, survey, and open issues,”
IEEE Wireless Commun., vol. 18, no. 6, pp. 28–35, Jun. 2011.

[6] J. Laneman, D. Tse, and G. Wornell, “Cooperative diversity in wireless
networks: Efficient protocols and outage behavior,” IEEE Trans. Inf.
Theory, vol. 50, no. 12, pp. 3062–3080, Dec. 2004.

[7] S. Cui, A. J. Goldsmith, and A. Bahai, “Energy-efficiency of MIMO and
cooperative MIMO techniques in sensor networks,” IEEE J. Sel. Areas
Commun., vol. 22, no. 6, pp. 1089–1098, Aug. 2004.

[8] Z. Zhou, S. Zhou, J.-H. Cui, and S. Cui, “Energy-efficient cooperative
communication based on power control and selective single-relay in
wireless sensor networks,” IEEE Trans. Wireless Commun., vol. 7, no. 8,
pp. 3066–3078, Aug. 2008.

[9] M. O. Hasna and M.-S. Alouini, “Optimal power allocation for relayed
transmissions over Rayleigh-fading channels,” IEEE Trans. on Wireless
Commun., vol. 3, no. 6, pp. 1999–2004, Jun. 2004.

[10] Y. Yang, H. Hu, J. Xu, and G. Mao, “Relay technologies for WiMAX and
LTE-Advanced mobile systems,” IEEE Commun. Mag., vol. 47, no. 10,
pp. 100–105, Oct. 2009.

[11] Y. Jing and H. Jafarkhani, “Single and multiple relay selection schemes
and their achievable diversity orders,” IEEE Trans. Wireless Commun.,
vol. 8, no. 3, pp. 1414–1423, Mar. 2009.

[12] M. Shaqfeh and H. Alnuweiri, “Joint power and resource allocation for
block-fading relay-assisted broadcast channels,” IEEE Trans. Wireless
Commun., vol. 10, no. 6, pp. 1904–1913, Jun. 2011.

[13] X. Deng and A. M. Haimovich, “Power allocation for cooperative
relaying in wireless networks,” IEEE Commun. Lett., vol. 9, no. 11,
pp. 994–996, Nov. 2005.

[14] T. Riihonen and R. Wichman, “Power allocation for a single-frequency
fixed-gain relay network,” in Proc. IEEE 18th Int. Symp. Pers., Indoor
and Mobile Radio Commun. (PIMRC’2007), Athens, Greece, Sep. 2007,
pp. 1–5.

[15] Y. Wang and F. Lin, “SER performance analysis and power allocation
for amplify-and-forward relay networks,” in Proc. Int. Conf. Wireless
Commun., Networking and Mobile Comp. (WiCom’2007), Shanghai,
China, Sep. 2007, pp. 1274–1277.

[16] M. M. Fareed and M. Uysal, “BER-optimized power allocation for
fading relay channels,” IEEE Trans. Wireless Commun., vol. 7, no. 6,
pp. 2350–2359, Jun. 2008.

[17] H. Ilhan, M. Uysal, and I. Altunbas, “Cooperative diversity for interve-
hicular communication: Performance analysis and optimization,” IEEE
Trans. Veh. Tech., vol. 58, no. 7, pp. 3301–3310, Sep. 2009.

[18] Z. Yi and I. Kim, “Joint optimization of relay-precoders and decoders
with partial channel side information in cooperative networks,” IEEE J.
Sel. Areas Commun., vol. 25, no. 2, pp. 447–458, Feb. 2007.

[19] Y. Zhao, R. Adve, and T. J. Lim, “Improving amplify-and-forward
relay networks: Optimal power allocation versus selection,” IEEE Trans.
Wireless Commun., vol. 6, no. 8, pp. 3114–3123, Aug. 2007.

[20] K. G. Seddik, A. K. Sadek, W. Su, and K. J. R. Liu, “Outage analysis
and optimal power allocation for multinode relay networks,” IEEE Sig.
Process. Lett., vol. 14, no. 6, pp. 377–380, Jun. 2007.

[21] T. T. Pham, H. H. Nguyen, and H. D. Tuan, “Power allocation in or-
thogonal wireless relay networks with partial channel state information,”
IEEE Trans. Sig. Process., vol. 58, no. 2, pp. 869–878, Feb. 2010.

[22] A. Zafar, R. M. Radaydeh, Y. Chen, and M.-S. Alouini, “Power
allocation strategies for fixed-gain half-duplex amplify-and-forward
relaying in Nakagami-m fading,” Tech. Rep., Sep. 2013, available
at:http://hdl.handle.net/10754/300621.

[23] M. Nakagami, “The m-distribution-A general formula of intensity distri-
bution of rapid fading,” Stat. Methods in Radio Wave Propag., pp. 3–36,
1960.

[24] Y. Ko, M. Ardakani, and S. A. Vorobyov, “Power allocation strategies
across N orthogonal channels at both source and relay,” IEEE Trans.
Commun., vol. 60, no. 6, pp. 1469–1473, Jun. 2012.

[25] M. K. Simon and M.-S. Alouini, Digital Communications over Fading
Channels, 2nd ed. Hoboken, NJ: John Wiley & Sons, Inc., 2005.

[26] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge, UK:
Cambridge University Press, 2004.

[27] I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series, and
Products, 7th ed. Burlington, MA: Academic Press, 2007.

[28] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions
with Formulas, Graphs, and Mathematical Tables. Dover, 1972.


