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Abstract

The flow of high-pressure, near-critical CO: in configurations relevant to CO: sequestration was
investigated. The first configuration was CO: flow in pipes and orifices at pressures and temperatures
close to the critical point of CO:z (74 bar, 31°C). A 60-cm-long stainless steel pipe with 2.1 mm inner
diameter was used in order to study near-critical CO:z pipe flow. In terms of raw flow data, the results
indicated high sensitivity of pressure drop to mass flow rate as well as to inlet conditions; i.e. pressure
and temperature. Remarkably though, when friction factor and Reynolds number were defined in terms
of the inlet conditions, it was established that the classical Moody chart described the flow with
satisfactory accuracy. This was rationalized using shadowgraphs that visualized the process of transition
from a supercritical state to a two-phase subcritical state. During this transition, the two phases were
separated due to density mismatch and an interface was established that traveled in the direction of the
flow. This interface separated the flow in two regions of essentially single-phase flow, which explained
the effective validity of the classical Moody chart. Also, Joule-Thomson throttling was studied using a
0.36-mm-diameter orifice. For conditions relevant to carbon capture and sequestration, the fluid
underwent Joule-Thompson cooling of approximately 0.5°C/bar. The temperature difference during the
cooling increased with increasing inlet enthalpy. Discrepancies with previous computed and
experimentally measured values of Joule-Thompson throttling were discussed in detail. In a second
configuration, liquid/supercritical CO2 was injected into two-dimensional porous micro-models saturated
with water, which mimicked the process of injection and flow into saline aquifers. This flow
configuration was studied using fluorescent microscopy and micro-PIV by seeding the water phase with

fluorescent tracer particles, and dyeing CO: with a fluorescent dye. This technique allowed for
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measurement of the velocity field in the water phase, and tracking the CO:z phase in the porous medium.
The results revealed the nature of the flow field during the initial invasion and migration of the CO: front.
In particular, it was established that the front developed growing dendritic features called fingers.
During that growth process, velocities 2025 times the bulk velocity were measured, which occurred in
both the flow direction and opposite to it. These velocity jumps support the notion of pressure bursts and
Haines jump during pore drainage events. In addition, the variations of the interfacial curvature with
time and their connection with water flow field during the growth of fingers were studied. The results
revealed the existence of high-momentum pathways in water ahead of growing CO:2 fingers. After the
passage of the COz2 front, shear-induced flow was detected in the trapped water ganglia in the form of
circulation zones near the CO2-water interfaces. The shear from CO:z flow also induced motion in the thin

water films covering the surfaces of the micro-model.
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1. Introduction

1.1 Motivation

The increased level of greenhouse gases (GHG) in the atmosphere has recently been a cause for
concern due to their role in global warming and climate change. Among the greenhouse gases, CO2 has
received the greatest attention since it is the most abundant GHG (second to water vapor) and accounts
for 77% of anthropogenic GHG emissions [1]. The rise in atmospheric CO:z concentration in the past two
centuries has been well documented from ice-core measurements for historic data and air-sampling
measurements for more recent data [2], [3]. The global average COz2 level in the atmosphere has reached
398.7 parts per million (ppm) in March 2014 [3] from about 280 ppm at the beginning of the industrial age
in the mid-18t century [2], with an average rise rate of 2.0 ppm/year since 2000 [3]. In order to mitigate
this rise rate and eventually stabilize and reduce the atmospheric CO2 concentration, action must be taken
to reduce CO:z emissions. In 2004, Pacala and Socolow [4] proposed numerous strategies for reducing
carbon emissions some of which have been widely implemented ever since. These strategies range from
reducing CO: production (e.g. improved fuel efficiency for cars and power plants, and increased use of
renewable energy sources such as wind, solar, biomass, etc.) to actively preventing produced CO: from
entering the atmosphere through carbon capture and storage (CCS).

The CCS approach is an ideal candidate for CO2 emission reduction in large stationary CO»-
emitting sources such as refineries, cement plants, and fossil fuel thermal power plants that have very
high CO2 production rates. This technique consists of two main phases: capture and sequestration.

Capture refers to the sequence of processes by which CO: is separated from the flue gas stream, purified,



and compressed, while sequestration refers to sequestering of CO: either permanently or for geologically
significant time periods (more than 105 years ) [5]-[7] . Storage in porous geological media in general, and
specifically in sedimentary basins, is the most viable option for long-term CO2 sequestration [8]. Potential
storage sites include depleted hydrocarbon reservoirs, coal beds, and deep saline aquifers. Saline aquifers
are the most attractive based on high capacity, economics, minimum environmental impact, and
availability of technologies required for undertaking the task [5], [9], [10]. Saline aquifers are porous
formations saturated with liquid (water/brine; termed the resident fluid). An important stage in the CCS
process is the injection of CO: into these formations during which CO: must displace the resident fluid.
As explained in detail below, the solubility of CO2 in water and water in CO2 under typical deep reservoir
pressure and temperature is on the order of 3% and 0.3% (mole basis), respectively. This solubility varies
greatly with the chemical composition of the formation water and rocks. For instance, 30% total dissolved
salt by weight can reduce solubility of CO2 by 80% relative to pure water [11]. Once the solute
concentration in each phase reaches the saturation level, the aqueous phase and the CO2-rich phase can be
treated as two immiscible fluid phases. We believe that dissolution processes do not affect the flow of
either fluid phase through the permeable reservoir in a significant manner. Thus, from a fluid mechanics
point of view, the underlying physics in this process is that of the flow of immiscible fluids in porous
media, which will be one of the focus areas of this work. In particular, a deep understanding of these
flow processes is essential for accurately predicting the migration of injected CO: within storage
reservoirs. Such a predictive capability is necessary both for a priori viability assessment of potential
storage sites and for a posteriori prediction of COz migration in space and time once it is injected into the
formation rock. Given the extreme range of spatial scales involved in this scenario (from km at the
reservoir scale to pm at the pore scale), subgrid-scale modeling of pore-scale processes must be utilized in
reservoir-scale predictions. Thus, the flow of CO2 and water at the pore scale must be understood in

order to develop accurate models of this physics.



Another important facet of the CCS process is the transport of CO: in pipelines from the place of
capture to the disposal site that are not necessarily close to each other [5]. Typically, transport and storage
processes take place at pressures and temperatures close to the critical point of CO2 at approximately
74 bar and 31°C [12], [13]. Fluid flow in the vicinity of its critical point is of particular interest because of
the increased sensitivity of thermophysical and transport properties to the changes in pressure and
temperature. Even small fluctuations in pressure and temperature can affect the fluid properties, and
hence the flow behavior. Thus, another focus area of this work is the flow of COz2 in pipes near its critical
point and the investigation of the effects of changes in fluid properties on flow behavior. The objectives of

this thesis are:

e Address technological issues associated with the transport of CO2 by studying the flow of
CO:z near its critical point in pipes. This requires investigating the effects of changes in
fluid properties on flow behavior;

e Address fundamental problems related to CCS efficiency by investigating the dynamics
of near-critical CO:z flow through water-saturated porous media at the pore scale and the
interaction between the two fluids at the interface experimentally using microscopic

particle image velocimetry (Micro-PIV).

1.2 Problem physics

In the following sub-sections the physical properties of CO:2 as well as the characteristics of binary
COz-water systems will be reviewed, in addition to the basic underlying physics of multi-phase flow in

porous media and its relevance to CCS.



1.2.1 Physical properties of CO2

First thermophysical properties of CO: are reviewed. These are presented in Fig. 1.1 using data
that were obtained from the NIST Chemistry WebBook database [14]. In this database, a number of
empirical relations developed specifically for COz have been used for calculating various properties of
COz [15]-[18]. Several features that relate to fluid flow need to be highlighted. Near the critical point, few
degrees change in temperature cause density and dynamic viscosity to transition from liquid-like large
values to gas-like small values. Isobaric heat capacity increases by about two orders of magnitude and
reaches a maximum near the critical point, while the kinematic viscosity reaches a minimum. The

changes in viscosity may influence the flow in pipes and in porous geological formations [19].

1.2.2 Properties of CO2-water binary system

1.2.2.1 Solubility

A property that is important in the context of sequestration of COz2 in deep saline formations is
the solubility of CO:z in water and vice versa under reservoir conditions. The solubility is a function of
pressure, temperature, and chemistry of the formation water (i.e. salinity). Figure 1.2 presents
representative pressure vs. composition diagrams for CO:-water system at constant subcritical and
supercritical temperatures in panels (a) and (b), respectively. Solubility of CO2 in pure water at constant
temperature increases sharply with pressure until it levels at approximately 2.7% by mole (~6.5% by
mass) beyond 7 MPa. On the other hand, solubility of water in liquid/supercritical CO: for the range of
pressures and temperatures studied in this work, is approximately one order of magnitude less than
solubility of CO: in water, and it is 0.3-0.4% by mole (~0.15% by mass). The effect of temperature on
mutual solubilities of water with liquid/supercritical CO2 is opposite to each other. Increased

temperature reduces solubility of CO2 in water while it increases the water content of the CO2-rich phase.



Also, the solubility decreases with increased salinity of water [5], [11], [20]. Enick & Klara [11] reported an
80% reduction in solubility of CO: in brine with 30% by weight total dissolved solids relative to pure
water, over pressure and temperature range of 3-85 MPa and 298-523 K. It is worth noting that despite
the seemingly low solubility of CO: in water, dissolution of CO2 in water is a major trapping mechanism
for geological sequestration of CO2 in deep saline formations [21]. This process will be discussed in more
detail in section 1.3.

In addition to the overall solubility, the kinetics of the dissolution process is of importance as
well. There are few studies in the literature with relevant kinetics data for the dissolution process of CO:
in water. Fujioka et al. [22] measured the shrinkage rate of single CO2 droplets, with an initial diameter of
larger than 10 mm, in water at 3°C temperature and 28 MPa and 35 MPa pressure. Their results indicate a
diameter reduction of rate 0.5 um/s over 5-6 hours. Shindo et al. [23] used the data reported in [22] to
model the kinetics of the dissolution process; however, their findings are not readily applicable to the
problem being studied here. That is because at pressures greater than 4.45 MPa and temperatures lower
than 10.2°C, hydrate films form at the two-fluid interface [22], [24] which does not take place under
typical reservoir conditions. Despite the lack of data on the process kinetics, scaling analysis has shown

that the dissolution process is transport-and not kinetically-limited [25].

1.2.2.2 Interfacial tension (IFT)

Security and efficiency of CO: storage in deep saline aquifers is greatly influenced by the fluid-
fluid and fluid-rock interfacial interactions where interfacial tension (IFT) plays a crucial role [26]. The
interfacial tension is a function of pressure, temperature and salinity of the formation water and has been
measured over a wide range of these parameters using the pendant (or rising) drop method [26], [27].
Figure 1.3 presents IFT data in a CO2—pure water system measured by Bachu & Bennion [27]. It is

observed that for subcritical temperatures, IFT does not vary with temperature at constant pressure.



However for CO: supercritical temperatures it increases with temperature at constant pressure. Also, at
each temperature, IFT decreases sharply with pressure up to ~10 MPa beyond which it plateaus to a
constant value. Increased salinity at constant pressure and temperature, for both sub- and supercritical
temperatures, results in increased interfacial tension [26].

The significance of interfacial tension in multi-phase immiscible flows lies in its effect on capillary
pressure. In pore network models, capillary pressure based on throat diameter is the pressure threshold
that dictates whether the non-wetting fluid can enter the pore or not. Based on the Young-Laplace
equation [28]:

P, =2yK 1.1
In this equation, P. is the capillary pressure, y is the interfacial tension, and K is mean curvature of the

interface.

1.3 Relevance to CCS applications

In this section, the most relevant topics encountered in CCS applications are reviewed. First, the
basic models for multi-phase immiscible flow in porous media are addressed. Next, trapping mechanisms
relevant to geological COz sequestration are reviewed. Finally, the physics of immiscible multi-phase flow

in porous media is reviewed.

1.3.1 Basic approaches to multi-phase flow modeling in porous media

Flow in geological porous media is typically treated using Darcy’s law. For a single-phase flow:

KAV 1.2
1 I



In this equation, g is the volumetric flow rate, A is cross-sectional area, k is permeability (also referred to
as absolute or intrinsic permeability) of the porous medium, u is fluid viscosity, and p is pressure. The
quantity g/A has the units of velocity and is referred to as Darcy velocity.

In multi-phase flow, the relative permeability for each fluid is used. For fluid component i:

KA
i

q; = — Vp 1.3

In this equation, k; is effective permeability of the i component. Relative permeability of the ith
component, ky;, is defined as the ratio of its effective permeability to the absolute permeability of the
medium:

il 14

Kri =
Relative permeability is found to be a path-dependent property and shows hysteresis, in the sense that it
is different for drainage and imbibition processes central to geological CO2 sequestration. In other words,
the relative permeability will generally depend on whether the porous medium is initially saturated by
the wetting phase (drainage) or the non-wetting phase (imbibition). For a rock sample, for example,
relative permeability of each fluid component is expressed as a function of saturation and process
(drainage or imbibition). Figure 1.4 presents a sample relative permeability vs. saturation curve from
Bennion & Bachu [29] data obtained for sandstone core samples from the Cardium Formation.

Another measurement performed on rock samples for characterization purposes is the capillary
pressure. Capillary pressure is inherently a pore-scale phenomenon and is a function of interfacial tension
(surface tension) and interfacial curvature at the two-fluid interface (Eq. 1.1). However, in reservoir
engineering terminology, capillary pressure is instead thought of, defined and measured differently. In
this context, the capillary pressure is a macro-scale (as opposed to pore/micro-scale) quantity and for a

given representative elementary volume is defined as:

P™ — P¥ = PE(S™) 15



In this equation P is pressure and S is saturation, with the superscripts ¢, w, and nw denoting capillary,
wetting and non-wetting, respectively and P«(Sv) is given by an empirical correlation obtained as a step in
characterizing reservoir rocks. Figure 1.5 presents a sample capillary pressure vs. saturation curve from
the data presented in Bennion & Bachu [29]. Despite the simplistic approach towards capillary pressure
measurement, for the data presented in this figure, it is observed that, in accordance with Eq. 1.1,
capillary pressure increases as the interfacial tension increases.

Empirical relations such as those shown in Figs. 1.4 and 1.5 form the basis for modeling these
flows at the scale of a sequestration reservoir wherein pore-scale processes are not resolved. In the
simplified models of propagation, P* and P are both assumed hydrostatic and their difference gives the
capillary pressure. Using this value of capillary pressure, the local saturation can be obtained using the
empirical capillary pressure vs. saturation relationship for the given type of porous medium (Fig. 1.5, for
example). Knowing the local saturation, the relative permeability of each phase can be determined from
empirical data relating relative permeability to saturation (Fig. 1.4). Propagation of the phases is then
determined from Darcy’s law using the relative permeability values obtained in the previous step [30]. In
this approach, it is assumed that capillary pressure is only a function of saturation, thus lumping all pore-
scale effects (contact angle, rock properties, geometry, etc.) into S*. As a result of this over-simplification
of the problem physics, multiple values are obtained for P¢ [28]. In fact, the hysteretic effect in relative
permeability vs. saturation curves mentioned earlier also stems from this over-simplification. It has been
proposed that in order to remove the hysteretic effects, variables such as specific interfacial area, contact

angle (wetting properties), and dynamic effects must be included in the P¢ function [28], [31]-[33].

1.3.2 Trapping mechanisms

Under typical geologic storage conditions in saline aquifers, CO:2 is lighter than the resident fluid

and will rise due to buoyancy forces. Secure storage of CO:z necessitates a trap that can ensure safe and



effective storage of CO: for extended time periods and prevent it from leaking to the surface and the
atmosphere. The ideal storage site should incorporate closed stratigraphic or structural traps that are the
most secure form of traps. Hydrocarbons have been safely stored in reservoirs with such structural traps
for millions of years. Thus, they are natural candidates as storage sites for geological sequestration of
COz. However, the hydrocarbon reservoirs must be depleted in order to be available for CO: storage, and
this significantly limits the total number and capacity of potential storage sites for CO2 [21], [34]. It is
worth noting that CO2 injection into mature —not depleted— hydrocarbon reservoirs for enhanced oil
recovery can be considered as a storage option; however the residence time of CO: in this situation is
relatively small (months to several years) because a significant part of injected CO: will leave the
reservoir along with the produced hydrocarbon [5]. Furthermore, while stratigraphic features and
structural traps at the reservoir scale can immobilize vertical migration of COz, migration of the CO2 in
directions normal to gravity must be countered by other mechanisms for trapping it in the formation
rock. Eventual permanent storage of CO2 may occur through mineral trapping where the injected CO:
precipitates as carbonate minerals. However since this process may take over thousands of years to
complete, other trapping mechanisms must be in place to prevent CO2 migration during this time. These
mechanisms are physical and/or chemical processes, typically at the pore scale, that result in
immobilization of CO:z in a geological formation and thus guarantee its safe storage for extended periods
of time [21], [34]. These mechanisms can be categorized into primary and secondary, which are governed
by drastically different time scales. Primary mechanisms are those that trap CO: during the injection
period (typically 30-50 years). Structural and stratigraphic traps, and hydrodynamic trapping are
examples of primary mechanisms. On the other hand, secondary mechanisms are those that take effect
over time (hundreds to thousands of years) in a gradual manner and increase the security of the storage
after injection has stopped. The main secondary mechanisms are: residual trapping, solubility trapping,

and mineral trapping. The four main mechanisms relevant to CO2 sequestration in saline aquifers are



explained below. The numbers given in parentheses in front of each mechanism indicates the operating

timeframe of that mechanism adopted from IPCC 2005 report [35].

i. Hydrodynamic trapping (30-50 years)

Hydrodynamic trapping stems from the extremely low flow rates of the resident fluid of the
aquifer and the resulting geologically significant residence times for the injected CO: [21]. Bachu et
al. [34] studied the deep saline aquifers in the Alberta basin in Canada. They showed that although deep
aquifers are open-structure (i.e. they do not incorporate any closed stratigraphic trap) they could be safely
used for CO: storage. That is because the estimated velocity of formation waters in the aquifer is on the
order of 1-10 cm/year, and this low velocity combined with the extent of the aquifer, means the injected
CO: will have a residence time on the order of 1 million years in the aquifer before it can reach the
surface. The operating time frame of this mechanism is the same as the injection period, meaning that
during the injection phase, CO: is confined within the aquifer by this mechanism, before other

mechanisms have started operating [10], [34], [36].

ii.  Residual (capillary) trapping (~10? years)

Residual trapping is a mechanism by which disconnected bubbles of CO: are immobilized within
the pore spaces by the interfacial tension (capillary forces) between CO:2 and formation water. These
bubbles are left in the wake of a stream/plume of CO2 when formation water invades the pore space after
being initially displaced by the injected/migrating CO:2[36]. Residual trapping occurs almost entirely after
the injection has stopped [36], [37].

The importance of this trapping mechanism lies in the fact that solubility and mineral trapping
are slow processes relative to residual trapping. Dissolution of water in COz2 is thought to be rate-limited
by the diffusion of the dissolved CO: away from the two-fluid interface [21]. Once injected CO2 has

dissolved in the formation water, mineral trapping would at least require time on the order of tens to

10



hundreds of years [10]. In the absence of hydrodynamic trapping, dissolution and mineral trapping time
scales may be too large relative to the time scales associated with CO2 plumes migration rates. This may
allow for the migration of CO2 with potential leakage risk. However, amid the slow progress of solubility
and mineral trapping, capillary trapping immobilizes small disconnected bubbles of CO thus
minimizing the risk of potential leaks while the slow geochemical reactions are taking place. In addition,
distribution of COz in a large number of disconnected bubbles (as opposed to few large blobs) results in
high overall surface area to volume ratio that can enhance the transport and dissolution processes
between the two phases [38]-[40].

Another instance where capillary trapping is dominant is in the case of exsolution of CO: from
formation water during depressurization, which can be caused by fracture or upward movement of CO2-
saturated fluids through faults or leaking boreholes. In this scenario, capillary forces immobilize the
exsolved CO: bubbles. These bubbles also significantly reduce the mobility of both the aqueous phase

and the COz-rich phase thus creating a barrier to flow and further decreasing the risk of leakage [38].

iti.  Solubility trapping (10°>-10° years)
Dissolution of CO: in formation water takes place by the following chemical reactions [21][36]:

CO2(gaseous)  CO2(aqueous) 1.6
CO2(aqueous) + H20 = H;CO033qucous) 1.7
The above reactions result in an aqueous phase that is heavier than the resident fluid and will thus tend
to subside towards the bottom of the formation by gravity [41]. Also, formation of weakly acidic
H,CO03(5q) is @ precursor to the geochemical reactions for the mineral trapping mechanism discussed
below. Recall that solubility of CO: in pure water increases sharply with pressure until it levels at
approximately 2% molar (~5% by mass) beyond 7 MPa. On the other hand, it decreases with increasing

temperature under constant pressure and with increasing salinity for given conditions of pressure and
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temperature [5], [11]. Numerical simulations indicate that, depending on reservoir conditions (salinity,
temperature, depth, etc.), 20-60 kgCO: can dissolve in 1 m? of formation fluid [42], [43]. The time-scale
however depends on flow rate of water in the aquifer and is predicted to be on the order of centuries [44],

[45].

iv.  Mineral trapping ( >10* years)

Eventual permanent storage of CO2 may occur through mineral trapping where the injected CO:
precipitates as carbonate minerals. This is the slowest yet most secure trapping mechanism. Through this
mechanism, over thousands of years, up to 90% of the injected COz2 can be trapped by reactions with the
basic minerals in the aquifer [10]. The chemistry of the formation rocks and the formation water, in terms
of mineral compounds and ions, as well as the composition of the injected gas (potential impurities), are
controlling factors and can affect the reservoir’s potential for storing CO2 through geochemical reactions
[21], [34]. For example, high salinity reduces the solubility of CO2 in water [11], while the chemistry of
the formation water and the rocks may increase or decrease the storage potential of the aquifer. The
presence of mineral ions such as calcium and magnesium, in water or in the rocks, can enhance the
mineral trapping of CO: through precipitation of carbonate minerals [34]. In terms of reaction rates, the
reaction of dissolved CO: with carbonate minerals is much faster than its reaction with silicate minerals
(days vs. hundreds of years) [10], [21]. Regardless of the chemistry, the residence time on the order of 10¢
years associated with hydrodynamic trapping can enhance the potential for mineral trapping by

providing the times needed for completion of the slow geochemical reactions [10], [34].

1.3.3 Physics of multi-phase fluid flow in porous media

As stated earlier, saline aquifers are considered as one of the most promising options for

geological sequestration of COz. The relevant physical flow phenomenon in this application is the flow of
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immiscible fluids (liquid/supercritical CO: and formation water) in porous media. Thus, the flow
characteristics and the underlying physics at the pore scale must be deciphered in order to understand
reservoir-scale storage phenomena.

The competition between viscous and capillary forces typically determines the stability of the
travelling interface and the displacement mechanism at the pore scale. The governing dimensionless

parameters in such systems are the capillary number (Ca) and viscosity ratio (M), defined as:

V.
4= HaV2 1.8
Yy cos @
M=% 1.9
1

In these equations, u is the dynamic viscosity, V is the bulk velocity, y is the interfacial tension between
the two fluids, and 0 is the contact angle between the two fluids and the surface. The indices 1 and 2 refer
to the resident phase and the advancing phase, respectively.

Three distinct displacement regimes for multi-phase flow in porous media have been identified:
stable displacement, viscous fingering, and capillary fingering. Flow conditions under which each of
these regimes prevail can be presented in log M — log Ca diagrams, such as the one shown in Fig. 1.6. In
the stable displacement regime, the dominant force is due to the viscosity of the invading fluid and the
moving fluid-fluid interface is flat with some irregularities at the scale of a few pores. In the viscous
fingering regime, the controlling quantity is the viscosity of the displaced fluid. In this regime, the
interface between the two liquids develops instabilities in the form of dendritic fingers that grow mostly
in the direction of the flow and towards the exit (Fig. 1.7, panels (a) and (b)). Lastly, in the capillary
fingering regime, the capillary forces (at the interface) are dominant. Under such conditions, instability
occurs again but, unlike that of viscous fingering, capillary fingers grow in all directions, even
backwards, at all scales (Fig. 1.7, panels (c) and (d)). Clearly, the final degree of saturation of the

formation by the advancing fluid is smaller for viscous fingering than for capillary fingering [46].

13



Due to the small viscosity ratio of CO2 and water (u¢p,/ thyater = 107%) for the conditions relevant
to COz injection into deep saline aquifers, the displacement front (interface) will be unstable. For small Ca,
the dominant regime will be capillary fingering, and for large Ca it will be viscous fingering. Also, over
some intermediate range of Ca, crossover occurs, where both fingering modes exist simultaneously in
different parts of the domain [47]. Thus, the final degree of saturation in geological CO2 sequestration
will be highly dependent upon the local thermodynamic conditions in the formation rock.

The seemingly smooth and continuous displacement of the fluid-fluid interface from macroscopic
observations is in fact the product of numerous pore-scale interfacial jumps accompanied by pressure
bursts [48]. Interfacial velocity measurement in a mono-layer sintered glass bead homogeneous micro-
model using high-speed imaging at 1200 frames per second by Moebius & Or [48] has indicated
instantaneous interfacial velocities up to 50 times the mean front velocity. The Reynolds number defined
based on interfacial velocity, pore diameter, and kinematic viscosity of the wetting phase, ranged from
400 to over 1000. This Reynolds number greatly exceeds the upper limit of validity for assuming that the
flow behaves in the Darcy regime and is governed by Eq. 1.2, which is approximately 10 [49]. Armstrong
& Berg [50] reported interfacial velocities three orders of magnitude greater than the bulk velocity during
drainage. These velocity jumps are known in the literature as Haines jumps, first documented by
William Haines [51] in 1930. Such phenomena can have important implications in the flow regime where
viscous, capillary, and gravitational forces are considered to be dominant, and inertial forces are
neglected. While it is typically presumed that the infiltration of COz2 into the formation rock is governed
by the viscosity ratio and Capillary number (reflective of a relative balance between viscous and capillary
forces, with inertial forces neglected), it is conceivable that during these jumps the inertial effects may no
longer be negligible relative to viscous and capillary forces [50]. This possible role of inertial effects in

CO:z migration through porous media is a hypothesis that will be examined in this thesis.
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1.4 Review of state of the art

In the following sections, a review of the state of the art of the fluid dynamics in configurations
relevant to CCS applications is presented. The first section addresses the flow of COz2 near its critical point
in pipes. This configuration is relevant to the process of CO: transport from the source to the
sequestration site. For the flow and pressure drop in valves, the throttling process through orifices is
reviewed. The second section discusses the state of the art in the experimental methods used to

investigate immiscible multi-phase flow in porous media.

1.4.1 Pipe flow

Studying of two-phase CO:2 flow has gained increased attention in the past two decades due to
the increased popularity of CO: as a refrigerant [52], [53]. Heat transfer and flow of supercritical CO: in
pipes and channels have been studied in transcritical refrigeration cycle applications where heat rejection
takes place at a supercritical state [54], [55]. Similar studies have also been performed in the context of
nuclear reactor cooling systems [56]-[58]. In these studies, the main focus was the determination of the
heat transfer coefficient. However, an investigation of the underlying flow fundamentals is still missing.

Flow and heat transfer in supercritical and near-critical fluids have been studied analytically and
computationally [59]-[61]. One key obstacle is that the critical point is a singular point where surface
tension and effective mass diffusivity go to zero, and isobaric heat capacity and isentropic compressibility
become infinite. As a result, the integral conservation equations may not necessarily be convertible to a
differential form. The result is that the validity of the Navier-Stokes equations becomes questionable as
the critical point is approached. Thus, any model for the near-critical regime must be examined to ensure

there are no inconsistencies [62].
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In terms of flow visualization, the only relevant previous works were conducted by Pettersen [63]
and Yun et al. [64]. Pettersen studied two-phase flow patterns of CO:2 during vaporization in a horizontal
glass tube at 0°C and 20°C (corresponding saturation pressure: 3.5 MPa and 5.7 MPa). Yun et al. studied
the flow boiling of CO: in a horizontal narrow rectangular channel at 4.0 MPa (corresponding saturation
temperature: 5.3°C). These pressures and temperatures are relevant to the evaporation process in air-
conditioning systems. In both studies, high-speed visualization was employed to study the distribution of
the two phases in the flow. Distinct flow regimes were identified and flow pattern maps were created
based on quality (vapor mass fraction) and mass flux. The thermodynamic state of the fluid in these
studies was relatively far from the critical point and thus may not represent the behavior of the flow of a
“near-critical” fluid.

In this thesis, pipe-flow of CO2 very close to its critical point (74-80 bar, ~20-40°C) has been
studied. Knowledge on such flow conditions is currently lacking from the literature. The experiments
include pressure drop per pipe unit length as a function of mass flow rate at various pressures and

temperatures, as well as shadowgraph visualizations.

1.4.2 Multi-phase flow in porous media

As stated earlier, saline aquifers are considered as one of the most promising options for
geological sequestration of COz. Thus, several studies have focused on injection of liquid/supercritical
CO:2 into water/brine-saturated porous media and evaluation of the processes relevant to migration of
CO: throughout the porous structure. In this section, the state of the art in experimental methods used to
investigate immiscible multi-phase flow in porous media at the pore scale are reviewed, with particular
focus on visualization techniques. Based on the type of porous media employed, the experimental work

can be divided into three subcategories: studies on two-dimensional porous micro-models ([38], [47], [65],
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[66]), three-dimensional glass bead columns ([28], [31], [67], [68]), and actual core samples of rock ([39],
[40], [68]).

Two-dimensional micro-models can be designed and fabricated with any geometry
(homogeneous or heterogeneous) and have the advantage of being optically accessible and thus allowing
application of traditional visualization techniques and optical diagnostics (e.g. PIV). However, they do
not fully reproduce the 3D nature of the original problem. Glass bead models are 3D and thus more
accurately mimic the flow physics of natural sedimentary rocks. They can be fabricated with different
sized beads to obtain desired geometry and pore size distribution. In general, despite the clarity of the
solid phase and the working fluid, optical access to the pore spaces is limited due to the light refraction at
the fluid-solid interface caused by refractive index mismatch. In order to use optical measurement
techniques, the beads must be rendered optically transparent. This can be achieved by matching the
refractive indices of the fluid and the solid phase, using an approach known as refractive index matching
(RIM) [69]. However, the RIM technique can only be applied to experiments at atmospheric pressure,
with proxy fluids, because RIM can only be achieved with a small subset of fluid pairs (not CO2 and
water). Also, high-pressure experiments require placing the glass bead model in a core holder which
blocks optical access. In that case, the applicable visualization method is same as the one used for rock
samples, which is discussed next.

The methods mentioned above involve using idealized geometries (2D micro-models and glass
bead columns) as proxy for natural porous media. Such approaches allow experiments to be performed in
media with controlled geometry, pore-size distribution, optical access, etc. However, in order to validate
the findings obtained through such physical models, experimentation on core samples from actual
reservoir rock is required. Visualization in these opaque solid structures can only be achieved using X-

ray CT scanning ([39], [40], [68], [70], [71]) or magnetic resonance imaging (MRI) ([72], [73]). The process
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and techniques for X-ray tomographic imaging for studying pore-scale phenomena in subsurface porous
media is described in depth in Wildenschild & Sheppard [70] and Brown et al. [71].

In any of these settings, the experiments can be conducted using water/brine and
liquid/supercritical CO:2 at reservoir pressures and temperatures (80+ bar, 30+°C) or proxy fluids at
atmospheric pressure and room temperature. The use of proxy fluids can significantly reduce the
complexity of the experimental setup; however, the controlling parameters (e.g. viscosity ratio, interfacial
tension, contact angle, etc.) may no longer be representative of real conditions. In this thesis, an
experimental setup and methodology are developed to study the multi-phase flow of liquid/supercritical
COz2 in porous micro-models using the micro-PIV technique.

In micro-model experiments with liquid/supercritical CO2, fluorescent microscopy is used for
visualization. Typically one of the two phases is tagged with a fluorescent dye and imaged with a camera.
Zhang et al. [65] used coumarin 153 to visualize the liquid CO: phase. They studied displacement of
water by liquid CO2 in a 2D porous micro-model at thermodynamic conditions of 90 bar and 22°C. They
stitched 48 (8x6) images obtained at 1.6 um resolution and acquired at different times together to get an
image of the entire porous section. They started recording images after CO2 had reached the outlet of the
micro-model, though they did not report the time duration that it took to image the entire porous section.
Doing so is questionable because the distribution of the fluid phases may change during the cumulative
imaging time to achieve the full tiled image. Thus, their stitched image may not represent a real snapshot
in time of the flow field. This is especially important for the reported specific interfacial length that can
change even when the overall saturation is constant. Armstrong et al. [28] reported rearrangement of the
phases and their interfaces even 10-15 minutes after the pump was turned off. Furthermore, images of
the fluorescence only demarcated the presence of CO: in the pore space, but it did not allow for
identification of CO:2 flowing through the porous micro-model. Thus, regions of trapped CO2 versus

regions of continuously flowing CO: could not be distinguished from one-another.
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Wang et al. [66] performed experiments similar to Zhang et al. [65] at 90 bar, 41°C. They were
able to capture the crossover between capillary fingering and viscous fingering. The observed flow
regimes in these two studies were in agreement with the phase diagrams previously reported in [47].
Unlike the procedure used in [65], they began imaging after quasi-steady state saturations were reached,
meaning that the saturation of CO:z did not change with increased injection volume. However, while the
macroscopic saturation may be constant, no mention was made as to any changes observed in the spatial
distribution and topology of the fluid phases and their interfaces, which can significantly alter the
microscopic state of the system.

Armstrong et al. [28] used a 25.0 mm long column with 7.0 mm inside diameter packed with
soda-lime glass beads (35% 0.6 mm diameter, 35% 0.8 mm diameter, and 30% 1.0-1.4 mm diameter) as
their porous medium. They used water and oil as the wetting and non-wetting phases, respectively. They
employed X-ray computed micro-tomography (CMT) with 13 pm/pixel resolution to study phase
saturation, interfacial curvature, and geometrical configurations of the phases as being
connected/disconnected. Connected and disconnected configurations can be loosely translated as
occupying multiple pores vs. a single pore. They analyzed CMT images to extract the interfacial
curvature, averaged them over the representative elementary volume, only including the interface of the
connected fluid interfaces, and then applied Eq. 1.1 to deduce a “curvature-based” capillary pressure.
They compared this value with the external pressure difference across the sample measured by a pressure
transducer which they refer to as “transducer-based” capillary pressure. Their experimental procedure
consisted of injection/withdrawal of a set volume of fluid, shutting off the pump and allowing the fluids
to equilibrate for 10-15 minutes (or more if necessary) until no fluid movement was observed in the CMT
images. They reported generally good agreement between the two capillary pressures with 10% deviation
for imbibition and 20% deviation for drainage when equilibrium was reached. However, the deviation

was much more significant at 50% when equilibrium was not reached. This is a clear indication that the
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traditional approach of using empirical relations (as mentioned in section 1.3.1) for saturation-relative
permeability, and saturation-capillary pressure (Eq. 1.5) is not applicable under dynamic/transient
conditions. In fact, it is now accepted that the rate of change of saturation must be accommodated in the
—macroscopic— capillary pressure function [28], [74]-[77]. These observations point to the fact that it is
necessary to study the transient flow phenomena in order to understand the controlling variables of the
capillary pressure function. However, there are very few studies addressing the dynamic/transient flow
phenomena in these systems and one of the objectives of this thesis is to address those areas.

In two studies focused on the effect of depressurization, Zuo et al. studied exsolution of CO: from
carbonated water in porous micro-models [38] and rock samples [40]. The exsolution occurs due to
reduced solubility of CO2 in water by decreasing pressure. In practical CO: storage, this can happen by
leakage of COe-saturated water/brine through faults or leaking boreholes. In these experiments, an
important parameter is the critical gas saturation, which is defined as the minimum gas saturation at
which the gaseous phase becomes mobile. The mobilization can be interpreted in two different ways. One
interpretation is the onset of gas production in a reservoir, which is a convenient criterion in reservoir
scale studies [78]. The second interpretation is the formation of a sample-spanning cluster of the gaseous
phase [79], [80].

In rock sample experiments [40], Zuo et al. used Berea sandstone samples with high permeability
(266-1066 mD) and Mount Simon samples with low permeability (15.7 mD). The system was initially
filled with COz-saturated water and then depressurized from 12.41 MPa to 2.76 MPa at a constant
temperature of 50°C with two different depressurization rates. The rapid and the slow depressurization
rates were ~1 MPa/min and ~20 kPa/min (1.2 MPa/hr), respectively. They employed X-ray CT scanning,
taking images with 490 pm/pixel resolution and at a minimum interval of 1 mm along the sample axis.
They observed that distribution of the exsolved CO: was uniform in homogeneous rock samples.

Moreover, after exsolution, the mobility of both phases was reduced significantly, evidenced by the small
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relative permeabilities (krwater < 0.1, Kkrco2 = 10#). This was attributed to the high interfacial tension
between the water and CO: phases, dispersed as small disconnected bubbles in the samples. It is worth
noting that despite the sharp difference in densities of the two phases (at 2.76 MPa, 50°C: 1000 kg/m3 for
water and 51 kg/m? for CO2), the results indicated minor gravity-induced redistribution of the phases,
which is an indication of strong capillary trapping.

In micro-model experiments [38], the porous section of the 2D micro-model was designed based
on micrographs taken from a sandstone core, thus representing the geometry of real porous media in two
dimensions. Water was dyed with fluorescein in order to allow visualization of the aqueous phase and
was imaged at a resolution of 1.6 pm/pixel with fluorescent microscopy. The system was depressurized at
a constant temperature of 45°C, from 9 MPa to 1.8 MPa, at 1 MPa/hr rate. The first CO2 bubbles were
observed at 3.1 MPa which indicates large oversaturation of water before nucleation of the CO2-rich
phase begins. As the pressure was gradually reduced, the number of bubbles increased while their size
remained unchanged. The distribution of the exsolved gaseous phase was highly correlated with the pore
size distribution of the rock sample, which signifies strong capillary trapping. They recorded critical
saturation values that could not be explained with neither interpretations of critical gas saturation. Based
on their observation, they concluded that mobilization of the exsolved gas occurs through bubble
expansion, consequent snap-off caused by capillary instability, and merging with other bubbles. This
conclusion further supports the significance of the pore-scale phenomena in controlling the macro-scale
behavior of the system and the necessity of studying the flow systems at the pore level.

Perrin and Benson [39] used cylindrical rock samples, and injected a mixture of CO:z and brine at
63°C and 12.4 MPa for one case and at 12.4 MPa and 50°C for the other. Prior to data collection, the
system was run for a day in order to reach steady state and ensure equilibrium between the two fluid
phases. As a result, each of the two phases was at saturation concentration for the pressure and

temperature of the experiment. They used X-ray CT scanning with 254 um/pixel image resolution and
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1mm or 3 mm slice thickness along the sample axis to determine the relative permeability and 3D
saturation distribution of CO:z and brine inside the rock sample. They studied the effect of sub-core scale
heterogeneities on the spatial distribution of COa. Their results showed that CO2 saturation correlated
with porosity in the sense that CO2 saturation was higher in high-porosity regions and it was lower in
low-porosity regions. In some instances, especially when the low porosity/permeability region is parallel
to the flow direction, that region can be bypassed by CO: altogether. They concluded that small-scale
heterogeneities can significantly affect the flow — of both phases — in the porous media. This result further
substantiates the claim that the flow in the macro-scale is influenced by the geometrical features and flow
phenomena at the pore scale.

Among the experimental work reviewed here, only a few of them have addressed the interface
displacement and the phenomena occurring in the transient state of the flow, and the effects of transient
flow (front migration) have been mostly neglected. The major works addressing such phenomena are
those by Armstrong & Berg [50] and Moebius & Or [48] that were mentioned briefly in section 1.3.3 and
are revisited here. Armstrong & Berg [50] measured interfacial velocities in micro-models with 60 um
pore diameters, with water and decane as the wetting and non-wetting fluids, respectively, over the
capillary number range of 3.4x10¢ — 3.4x10. They used high-speed imaging at 2000 fps and investigated
the interfacial displacement velocities and the pore drainage dynamics. Moebius & Or [48] used water
and air as the wetting and non-wetting phases, respectively, and imaged the flow at 1200 fps in a glass
bead model with ~2 mm pore diameter. A major difference between Armstrong & Berg [50] and Moebius
& Or [48] lies in the pore sizes of the porous media (60 pm vs. 2 mm). The difference manifests itself in
dominance of capillary forces in the former and inertial forces in the latter. As a result, Armstrong &
Berg [50] reported interfacial velocity independent from changes in the bulk flow rate, while Moebius &

Or [48] observed that the peak velocity was directly correlated with the bulk flow rate.
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Armstrong & Berg [50] reported maximum interfacial velocity up to 3 orders of magnitude
greater than the mean pore velocity (calculated from bulk flow rate). Notably, the Reynolds number
(defined based on interfacial velocity, pore diameter, and kinematic viscosity of the wetting phase)
associated with the peak velocity is still less than 1 which indicates dominance of viscous forces over
inertial forces. Moebius & Or [48] reported interfacial velocity jumps up to 50 times the mean front
velocity, with associated local Reynolds number ranging from 400 to over 1000 which lies within the
turbulent flow range [49] . However, it must be noted that the large Reynolds number is in part due to the
large pore diameter. Even without considering the velocity jumps, the Reynolds number based on
average interface displacement velocity falls in the range of 8-64, which exceeds the upper limit of
validity of Darcy’s law and falls within the range of transition to turbulence. Thus, the flow is mostly
dominated by inertial and viscous forces, and as suggested by Armstrong & Berg [50] that is the reason
for the dependence of interfacial velocity jump on bulk flow rate.

Based on the analysis of pore drainage dynamics, Armstrong & Berg [50] concluded that the
drainage dynamics is a cooperative and non-local process in the sense that it affects the fluid in adjacent
pores and throats. This process is controlled by capillary-viscous-inertial effects. Moreover, their results
illustrate that the pore-scale phenomena do influence the macro-scale behavior of the system and thus
need to be studied in more depth.

Given the observations outlined above and the state of the art in immiscible multi-phase flow in
porous media, the current effort investigates the transient flow phenomena and interfacial displacement at
the pore scale, in multi-phase flow of liquid/supercritical CO2 and water in a porous micro-model. Despite
the evidence of highly energetic bursts during the interface displacement process, and the potential
enhancement of inertial effects, such effects have largely been neglected. A critical aspect in investigation
of the inertial effects is the velocity field data. Currently no velocity data exist in the literature for these

flow systems. This is due in part to the technical challenges involved in performing instantaneous pore-
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scale velocity measurements using state of the art optical diagnostics. Particle image velocimetry (PIV) is
the most established technique for field velocity measurement. Micro-PIV is one of its variants that uses a
microscope to capture images in micro-scale configurations. Although micro-PIV is a well-established
technique for canonical single phase flows, in the case of multi-phase flows tackled here, numerous

challenges must be overcome, which this thesis aspires to address.

1.5 Goals and objectives

The overarching goal of this thesis is to experimentally investigate the high-pressure, near critical
flows of CO: that are relevant to CCS technologies. One important aspect of these flow systems is that
transport and storage processes for CO2 occur in the vicinity of the critical point of COz (74 bar, 31°C).
Thus, the physical properties of fluids become increasingly sensitive to changes in pressure and
temperature near the critical point, and such changes can potentially affect the flow. Another unique
feature of these flows is that they occur, to a substantial extent in porous media, in manners that are
currently not fully understood, although some initial experimental data tend to indicate that they can
differ substantially from typically-assumed Darcy flow. In order to achieve the overarching goal, the

following specific research objectives were pursued:

¢ Experimentally establish the fundamentals of near-critical CO2 hydraulics. This involved
studying flow in pipes and small orifices and measuring the pressure drop as a function
of mass-flow rate and temperature. Particular importance was placed in a comparison
with classical hydraulics and a powerful use of the Moody chart was established. This
was established by shadowgraph data that were used in order to visualize the flow

structure during transition from a supercritical to a subcritical state.
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Establish an ability to quantify fluid dynamics of multi-phase flow of supercritical/liquid
CO2 and water in porous media. The state of the art for such flow systems is focused on
macroscopic measurements of saturation, capillary pressure, relative permeability, etc.
More recently, pore-scale parameters such as interfacial velocities, interfacial areas and
curvature have been achieved as well. Interfacial velocity measurements have indicated
Haines jumps with velocities up to three orders of magnitude greater than bulk fluid
velocity that point to the potentially crucial role of inertial effects in such flows. In order
to quantify such inertial effects, a quantitative measurement of the spatially- and
temporally-resolved fluid velocity field is required (as opposed to the aforementioned
interface velocities surmised from time-delayed images of the interface displacement).
Pore-scale velocity measurements in such flow systems do not currently exist. To that
end, the microscopic particle image velocimetry (micro-PIV) technique was adapted for
this purpose.

Develop an experimental setup and methodology to apply the micro-PIV technique to
multi-phase flow of liquid/supercritical CO2 and water in silicon porous micro-models.

Such configurations are considered unchartered territory for the micro-PIV technique.
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1.6 Figures and tables
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Figure 1.1 — COz Properties Isobars based on the data of NIST [14]
a) Density b) Dynamic viscosity c) Isobaric heat capacity d) Kinematic viscosity
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2. Experimental apparatus & measurement methods

2.1 Pipe-flow experiment

The experimental setup for the pipe-flow experiments is shown schematically in Fig. 2.1. A 1-1t
Parker piston accumulator was used to compress CO: to the desired pressure using high-pressure
nitrogen. Three different test sections were used in this setup. The first one was a stainless steel pipe, 60
cm (2 ft) long with 6.35 mm (0.25 in) outer diameter and 2.13 mm (0.084 in) inner diameter. The pipe was
used to study flow of COz near its critical point, which has significance in CO: transport in pipelines to
the storage sites. The second test section was a stainless steel orifice with 0.36 mm (0.014 in) diameter
(O’Keefe Controls Co., Trumbull, CT). It was used to study the Joule-Thomson throttling process and the
cooling effect caused by sudden expansion of high-pressure COz. The third test section, which was an
optically accessible high-pressure chamber (Jerguson, Strongsville, OH), incorporated two tempered
borosilicate glass windows on opposite sides of the chamber and a rectangular flow cross-section
approximately 16 mm x 35 mm. The inlet and outlet were located at the top and the bottom of the
chamber, respectively. The chamber was approximately 12.7 cm (5 in) long with a visible range of 9.5 cm
(3% in), rated at 138.0 bar (2000 psi) for operation at 38°C. This test section was used for visualization
purposes.

Pressure and temperature at the inlet and outlet of the test section were measured using pressure
transducers and T-type thermocouples, respectively. The pressure transducers (Setra 209) measured the
gage pressure up to 206.8 bar (3000 psi) with +0.25% full-scale accuracy (+0.5 bar). Pressure drop in the

pipe was measured using a differential pressure transducer (Rosemount 3051C) with 0-1000 in-H20 (0-
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250 kPa) range and 0.15% accuracy. Ungrounded T-type thermocouples in a 0.062 in (1.6 mm) diameter
sheath were used for temperature measurements. Cold junction compensation (CJC) was accomplished
using the DAQ Assistant virtual instrument for T-type thermocouples. For the Joule-Thomson
experiment, pressure drop across the orifice was obtained by subtracting individual pressure transducer
readings. Mass flow rate was measured using a Coriolis mass flow meter (Micro Motion CFM010) with
0.1% accuracy. Data acquisition and monitoring of the measurement devices were performed using
National Instruments LabVIEW software. The voltage signals from diagnostic instruments including the
thermocouples, mass flow meter, and pressure transducers were captured by a National Instruments
BNC-2110 shielded connector block, connected to a National Instruments PCI-6036E card installed in a
PC.

During the experiment, with valves 1 and 3 initially closed, the system was filled with COz2 (99.9%
purity) from a tank to a pressure of approximately 50 bar and room temperature. Then, valve 2 was
closed and CO: was compressed using high-pressure nitrogen by opening valve 1 and gradually
increasing the pressure of nitrogen line until the piston reached the bottom of the cylinder. At that point
the pressure of CO: in the system was approximately 65 bar, which was subcritical. Thus, by opening
valve 3 nitrogen was vented from the accumulator and it was refilled with COz2 to 50 bar. The check valve
prevented the compressed CO: in the cylinder from being depressurized. The same process was repeated
2-3 times until the pressure inside the cylinder reached approximately 100 bar. As a result of the
compression, the CO2 temperature rose from near room temperature to near the critical temperature of
CO¢z. Further adjustments in the initial temperature of CO2 were accomplished with an electric tape heater
and ice-filled cold packs as needed. Flow measurements were performed by allowing the CO: to expand
and exhaust to the ambient air by opening the needle valve installed downstream of the test section. This

needle valve was also used for controlling the mass flow rate.
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One of the difficulties associated with these experiments was that the fluid conditions (P, T, p)
were not easily controlled. This was due the fact that (0p/0P)r and (0p/dT)r become very large near the
critical point (shown in Fig. 1.1.A), and pressure was controlled by applying pressure upon a moving
piston. Thus, as pressure and volume (density) were affected simultaneously, precise control of the initial

pressure and temperature of the fluid was not easily attainable.

2.2 Porous micro-model experiments

In the porous micro-model experiments, porous two-dimensional micro-models were fabricated
from silicon. The micro-model was then used to study multi-phase flow of water and liquid/supercritical

CO:z. The details of the design and experimental procedure are described in the following sections.

2.2.1 Porous micro-model design and etching

The design of the porous micro-models along with the relevant geometrical parameters is shown
in Fig. 2.2. The design parameters are shown in Table 2.1. The porous micro-models were manufactured
based on a previously reported micro-fabrication technique [81]. The micro-fabrication process was
carried out in the Micro-Nano-Mechanical Systems (MNMS) cleanroom in the Department of Mechanical
Science and Engineering in the University of Illinois. The silicon wafers used were single-sided polished,
100 mm in diameter, 500 um thick with <100> crystal. The wafers were spin-coated with Microposit™
SPR™ 220-4.5 photoresist (PR) material with a thickness of approximately 5 um which acted as a mask for
the etching of the wafer. The wafer was then soft-baked on a hotplate at 60°C for 2 minutes and at 110°C
for another 2 minutes. Next, a chrome mask with the channel design was placed on top of the wafer and
the PR was exposed to UV light at 14.5 mW/cm? for 16 seconds. The exposed PR was then removed from

the wafer surface by placing the wafer in a 1:5-per-volume solution of AZ-400K developer in deionized
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water for approximately 1 minute. The photoresist was then hard-baked for two minutes on a hotplate at
110°C. The unmasked area of the wafer was etched to a depth of approximately 30 um in an inductively
coupled plasma (ICP) deep reactive ion etching (DRIE) Plasma-Therm machine at a rate of approximately
2 um/min. After etching, the photoresist was removed by placing the wafer in a bath of Microposit
Remover 1165 at 80°C for approximately 10 minutes and rinsed with deionized water. After this step, the
backside of the wafer was spin-coated with AZ-4620 photoresist with a thickness of ~10 pm, and soft-
baked at 110°C for 2 minutes on a hotplate. Next, a chrome mask with the fluid-delivery ports design was
placed on the wafer and exposed to UV light in a flood expose at 14.5 mW/cm? for 60 seconds. After
exposure, the wafer was placed in 1:3 AZ-400K/deionized water solution to develop and remove the
exposed photoresist. The wafer was next hard-baked for 15 minutes on a hotplate at 110°C. The ports
were through-etched in the ICP-DRIE Plasma-Therm machine. The remaining photoresist was removed

using a Microposit Remover 1165 bath at 80°C for 10 minutes.

2.2.2 Micro-model assembly

The etched silicon wafer was bonded to a glass wafer by a field-assisted thermal bonding (a.k.a.
anodic bonding) process. For this purpose, a double-sided polished Schott Borofloat 33 glass wafer,
500 um thick and 100 mm in diameter was used. The etched silicon wafer and the glass wafer were first
cleaned using the RCA Standard Clean 1 (SC-1) cleaning process [82] in preparation for bonding. The
process involved submerging the wafers in a basic 5:1:1 per volume solution of deionized water :
ammonium hydroxide : hydrogen peroxide at 80°C for 10 minutes. This process removed the organic
insoluble contaminants from the wafer surface. The wafers were then rinsed with deionized water, blown
dry with nitrogen, and dehydrated on a hotplate at 110°C for 10 minutes. The glass wafer was then
placed on top of the etched silicon wafer and put in an insulated box furnace between two finely-polished

graphite plates that acted as electrodes. The bottom plate was a 4”x 4” square and 0.5” thick. The top
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plate had the same thickness but was cut to a diameter of 3.5” in order to prevent short-circuiting
between the two electrodes. A 3-mm thick glass plate was placed under the lower graphite plate for
insulation. For the same reason, glass slides were placed on top of the upper graphite plate. A stainless
steel block (~4 kg) was used to provide pressure that ensured complete contact and no air pockets
between the two wafers. The top and bottom electrodes were wired to the negative and positive ports of a
high-voltage DC power supply, respectively. The oven was heated to 425°C and once the temperature
remained steady, a 900 V potential was applied to the electrodes for 30 minutes. The power supply and
the oven were then turned off and the oven door was left slightly open to allow it to cool down to room

temperature.

2.2.3 Microscopic particle image velocimetry

Particle image velocimetry (PIV) is a non-invasive flow measurement technique based upon
imaging wherein the fluid is rendered visible by seeding it with tracer particles [83]. In the standard,
macro-scale implementation of PIV, particles are illuminated with a thin sheet of laser light and their
distribution within the illuminated plane of the fluid is recorded at precise times. In order to track the
fluid motion, in the classic PIV approach, two consecutive images are taken at to and to+ At. The average
displacement of the particles within small regions of the image, called interrogation windows, can be
determined by cross-correlation analysis. The displacement vector in the illuminated plane, 4x, divided
by At gives the velocity vector u. The PIV technique is a well-established flow measurement technique in
both micro- and macro-scale fluid systems. Although it was originally developed for macro-scale
systems, the same basic principles can be employed to devise a system for velocity field measurements in
the micro-scale systems where certain technical challenges must be overcome. Santiago et al. [84] and
Meinhart et al. [85] pioneered the development and application of PIV to microscopic channel devices,

commonly referred to as micro-PIV. In this implementation, a microscope is employed in order to obtain
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appropriate magnification of the fluid region being investigated. The fundamental difference between
micro-PIV and standard PIV is the technique used for illuminating the tracer particles. In two-
dimensional measurements for macro-scale applications (2D-PIV), a laser sheet is generated which thus
defines a measurement plane within which the velocity field is resolved. In micro-scale applications, due
to geometrical constraints, generating a laser sheet with the appropriate thickness (i.e. few microns) is
impractical. Therefore, the entire depth of the test section is illuminated instead. In this configuration, it is
the focal plane of the microscope objective that defines the imaging plane rather than the plane
illuminated by the laser sheet in standard PIV. Thus, the main challenges with such an approach are due
to noise generated by particles outside the focal plane of the microscope and reflections from the
background. Particles within the focal plane, or very close to it, can be imaged and appear sharp, while
those outside of the focal plane are dim. For this reason, in microscopic PIV applications, it is critical to
accurately control a quantity called depth of measurement which defines the thickness within which
particles provide enough signal to significantly contribute to the cross-correlation function. According to

Meinhart et al. [86], the depth of measurement can be estimated as:

3y  216d, .1
m=Naz T tane TP ’

In this equation, ézm is the depth of measurement, n is the refractive index of the fluid between the
microfluidic device and the objective lens, Ao is the illumination wavelength, NA is the numerical
aperture, dp is particle diameter, and ¢ is the light collection half-angle of the objective lens. In the
experimental setup used here, n =1, 20 = 532 nm, NA = 0.25, dy = 1 um, and tan 6 = 0.258, the depth of
measurement from Eq. 2.1 is 35 um, which is slightly larger than the depth of the micro-models (~30 pm).
As a result, once the focal plane is roughly positioned at the center of the micro-model depth, all tracer
particles within the depth of the micro-model will contribute to the cross-correlation function.

As already mentioned, volume illumination introduces challenges associated with illumination

light scattered off of flow surfaces that can obscure the light scattered or fluoresced from the tracer
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particles. A macroscopic PIV system is set up such that scattering and reflection off of various objects (e.g.
channel walls, optical access windows, etc.) is minimized. However, in a microscopic PIV system stray
scattered light is unavoidable. To alleviate this issue, the classic fluorescent microscopy technique is
applied wherein the fluid is seeded with particles that are tagged with a fluorescent dye. Thus, while in
standard PIV Mie-scattered light from particles is recorded, in micro-PIV fluorescent emission from the
fluorescently-tagged particles is recorded. The fluorescent emission occurs at a longer wavelength than
the incident light, meaning that an optical filter (low-pass or band-pass) upstream of the imaging
medium can be used to suppress illumination light scattered from the background and allow only the
light fluoresced from the tracer particles to be imaged. The downside of this approach is that the
fluorescent signal is often much weaker than Mie-scattered light and the limited efficiency of most filters
may further decrease the fluorescent signal that reaches the image sensor.

A crucial matter in all PIV measurements is the ability of the tracer particles to faithfully follow
the motion of the fluid. In this regard, the main particle characteristics that can be controlled are their
density and size. For the particular experiments under consideration in this thesis, it is very reasonable to
assume that flow conditions fall within the Stokes flow regime, so the characteristic response time of a

tracer particle, 1y, is given by:

_ dppyp
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In this equation, dp is particle diameter, py is particle density, and yu is the fluid viscosity. With dp =1 um,
pr = 1050 kg/m?, and u = 0.001 Pa.s, the response time for the seed particles used for water is 7, ~ 0.06 ps.
The choice of these particles is justified in the immediately following section. The characteristic flow time-
scale range expected for our experiments can be estimated from dividing the smallest dimension in the
micromodels (~50 um) by the bulk velocity (0.5-5 mm/s) which yields a range of 10-100 ms. Thus the

Stokes number, defined as the ratio of characteristic stoppage time of particle to characteristic time of
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flow, is within the 6x10* — 6x103 range. This indicates that these particles can easily respond to all flow
and thus will accurately follow the motion of the fluid [83].

In these experiments, the flow field was such that the maximum velocity in the field could vary
by 2 orders of magnitude during the course of the flow. Due to the occurrence of this high dynamic
range, in some cases cross-correlation analysis was performed twice in order to be able to resolve both
small and large displacements from the same dataset. This was accomplished by considering image pairs
with two different time delays. More specifically, the high velocity displacements were resolved relying
on the classical PIV straddle acquisition method that allowed the capture of two frames within a short
time interval (4t: = 1-10 ms) and thus observe fast occurring phenomena. This first short Af was obtained
by firing the two heads of a dual-pulsed laser. In the second case, we instead correlated the first frames
(frame A) of consecutive image pairs, in order to resolve the low velocity phenomena. In this case, image
pairs with a time delay of At2 = 100 ms, set by the 10 Hz frequency of the laser, were used to observe the
dynamics of more slowly evolving phenomena.

The uncertainty of the displacement vector from cross-correlation analysis of images is 5% of the
particle-image diameter, which is approximately 0.1 pixels and corresponds to 0.07 um. Considering the
time-delay of 6 ms and 100 ms (used for data presented in section 4.1), the resulting uncertainty is
0.01 mm/s and 0.001 mmy/s, respectively [87]. Also considering that average particle-image diameter is

approximately 2 pixels, the peak-locking errors are expected to be negligible [88].

2.2.4 Fluorescent particles and dye

Extensive research was performed in order to find ideal seeding particles for water and COs.
Fluorescent particles for micro-PIV applications are typically polymers or glass spheres. However, the
ideal particles for this unique application must meet several criteria simultaneously, including size,

density, physical/chemical compatibility and spectral characteristics. However, it occurred that all of
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these criteria could not be met simultaneously and a compromise was made. To seed the aqueous phase,
commercially available FluoSpheres® 1.0 um Microspheres with Nile Red fluorescent dye from Life

Technologies were selected. The criteria used in the selection process are explained in detail below.

i.  Size

Considering the application of flow in a micro-scale porous network, the particles must be small
enough to minimize the risk of obstructing the 40-50 um throats. From a measurement resolution stand
point, the particles need to be small enough to provide sufficient particle number density in the fluid such
that each PIV interrogation window contained a sufficient number of particles to obtain a reliable velocity
measurement. At the same time, the particles must be large enough to provide enough light signal to be
captured by the imaging system and to avoid issues of peak-locking associated with under-resolved
particle images [88]. In this latter regard, the recommended particle-image size to avoid such issues is 2-3
pixels in diameter. Taking the magnification of the optical system (~0.65 pm/pixel) into account, 1-um-

sized particles were deemed suitable in all regards.

ii.  Density

The next aspect is the density of the particles, which is desired to be as close as possible to fluid
density in order to minimize buoyancy/gravity effects. Concerns of particles settling/rising were mostly
associated with the vertical cylinder of the syringe pumps, particularly because of the long residence time
(at least 2 hours) of the fluids in the syringe pump. Furthermore, a density difference would result in
particles gathering near the top or bottom surface of the micro-model. For water, the only particles that
satisfied both the density and the size criteria were polystyrene (PS) particles with specific gravity of 1.05.
Identifying suitable particles for CO:z is more challenging because the CO: density varies considerably
over the range of pressures and temperatures studied in this thesis. For instance, at 80 bar its density

changes from approximately 300 kg/m?3 to 800 kg/m? when temperature varies from 40°C to 22°C. After
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significant research, it was established that no particles were available that could simultaneously meet the
density and size criteria for seeding COz. Thus, it was decided to seed water with particles and simply
dye the COz2 phase with a fluorescent dye instead. It should be noted that the particles chosen for seeding

the water phase met the Stokes number criterion outlined above (Eq. 2.2).

iti.  Physical and chemical compatibility

Another aspect of experiments that posed challenges for particle selection was the fact that some
polymers are not chemically compatible with liquid/supercritical COz2 as they may become unstable (e.g.
can swell or dissolve in CO2). This issue not only limits the options for seed particles for the CO:2 phase,
but also for the water phase as well because the water seed particles will eventually interact with the CO:
at the water-CO: interface. For example, among the polymers commonly used for manufacturing
fluorescent particles, polystyrene is soluble in CO2 when its molecular weight is less than 1000. On the
other hand, polyethylene (PE) and poly(methyl methacrylate) (PMMA) are not soluble in CO:2[89].
However, PE and PMMA particles do not meet the density criterion and thus their use as seed particles in
either water or CO: is not a viable option. Based on density, PS is the only suitable candidate for use in
water. It is worth mentioning that these fluorescent particles, also referred to as molecular probes, are
almost exclusively used in biological applications. Thus, compatibility with supercritical CO2 has never
been investigated and the manufacturers have not published any relevant data on this issue. In
conclusion, due to the limited number of seeding options available, the 1-um polystyrene particles were
used to seed water, and they demonstrated to be well suited for our application and did not introduce
any major issues.

As an alternative, particles made from cross-linked poly(styrene/divinylbenzene) (P[S/DVB])
were also tested. This cross-linked polymer offers superior heat and solvent resistance to the particles, but

due to their special manufacturing process their smallest available size is 2.2 um. The advantage in using
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these particles over regular 1-um PS particles appeared to be minimal, and with their cost per particle
count being 20 times higher than the cost of regular PS particles, it was decided to use the 1-um PS

particles.

iv.  Absorption (excitation) and emission spectra

Fluorescent particles of a given size and material can be tagged with specific fluorescent dyes to
obtain desired excitation and emission spectra for effective separation of the fluorescent emission and
illumination wavelengths prior to imaging. The dye encapsulated within the particles was selected based
on the specifications of the available excitation source. Pulsed lasers are the most commonly used
illumination source in micro-PIV experiments. In this work, a pulsed, dual-cavity, frequency-doubled
Nd:YAG laser (532 nm) was used. Thus, based on the 532 nm wavelength of the excitation source,
fluorescent particles were selected with Nile Red dye encapsulated within. According to the product
specifications, the dye has relatively wide absorption and emission bands with peaks at 535 nm and

575 nm, respectively.

Fluorescent dye for CO:

Once it was realized that seed particles for CO2 with suitable size and density could not be found,
it was decided to instead tag CO2 with a fluorescent dye so that its regions of occupation could be clearly
identified within the porous micro-models. As a result, the velocity field in the CO: phase could not be
measured, though the CO:2 phase was visualized and distinguished from the aqueous phase. The main
criterion for this dye is that it be soluble in CO2 but not soluble in water. A candidate that satisfies this
criterion is Coumarin 153 (C153). Zhang et al. [65] and Wang et al. [66] have successfully used this dye in
previous flow visualization experiments. Another characteristic that is desirable but not strictly required
is that the fluorescent dye and the water seed particles be excited at the same illumination wavelength.

For C153, the absorption band ranges from approximately 350-500 nm with the peak at 425 nm. Thus, a

42



separate illumination source was required for exciting C153, because the 532 nm laser fell outside the
absorption band of C153. A LED with 410 mW power output, emission peak at 405 nm and 20 nm full

width at half maximum (FWHM) was used as the excitation source for this purpose.

2.2.5 Apparatus

A schematic diagram of the experimental setup for the micro-PIV experiments is shown in Fig.
2.3. In this setup, two high-pressure syringe pumps (Teledyne Isco 100-DM) were used for CO: and
water. These pumps were utilized because of their ability to provide flow at the high pressures required
to achieve liquid/supercritical CO2 conditions as well as for their ability to maintain highly accurate flow
rates (0.5% of set point accuracy) at these pressures. Further complicating the experimental arrangement
was the need to ensure the structural integrity of the micro-models at these high pressures. Typical
microfluidic devices constructed in the manner utilized herein can withstand only a few psi of pressure,
beyond which the bond between the silicon model and the cover glass is compromised. Thus, to achieve
the 80-90 bar pressures required herein to achieve liquid/supercritical CO2, the micro-models were placed
in a pressure cell with optical access through a 0.25” thick sapphire window at the bottom with 1.5”
viewable diameter. The pressure cell was filled with glycerol and was pressurized with a piston
accumulator using nitrogen. The pressure inside the pressure cell (outside the micro-model) was always
maintained at approximately 5 bar higher than the pressure inside the micro-model to ensure
uncompromised bonding between the silicon and glass of the micro-model. A temperature-controlled
water bath was used to maintain the temperature of the fluids inside the syringe pumps constant. In
addition, a temperature-controlled chamber was mounted on the microscope to ensure constant and
uniform temperature.

CO: was initially left undyed and thus appeared as dark regions in the images. This condition

made image processing challenging since the cylindrical posts in the micro-model also appeared as dark
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regions and distinguishing between them in a robust manner was not easily achievable. In subsequent
experiments, the CO2 was dyed with C153 following the procedure reported by Zhang et al. [65]. A
10 mm stock solution of C153 in methanol was prepared. 1 ml of the solution was added to pump 1 prior
to the experiment, and the methanol was vaporized by purging the cylinder with CO: for at least 12

hours. Upon filling the syringe pump with CO:z and pressurization, the dye would dissolve in CO..

Optical setup

Visualization was performed using fluorescent microscopy with spectral image separation. An
Olympus IX-73 inverted microscope with a 10X, 0.25 numerical aperture (NA) objective, coupled to two
Andor Neo sCMOS 5.5 megapixel 16-bit cameras was used to capture images. The cameras have a peak
quantum efficiency (QE) of 60%, with maximum burst and continuous capture rate of 49 and 30 frames
per second, respectively.

A dual-cavity, Nd:YAG laser with a maximum energy of 160 m] per pulse at a wavelength of
532 nm was used as the excitation source for fluorescent particles. A LED with 410 mW power output,
emission peak at 405 nm and 20 nm full width at half maximum (FWHM) was used as the excitation
source for C153. A dichroic long-pass beamsplitter with edge wavelength of 506 nm was used to combine
light from the two sources before entering the microscope. The configuration of the optical filters
employed to block light from illumination sources and spectrally separate the emitted light from
fluorescent particles (water) and C153 (CO2), and the light path in the microscope is shown schematically
in Fig. 2.4. Tables 2.2 and 2.3 show the transmission and reflection bands of the various filters.

Camera 1 and camera 2 were coupled to the right port and left port of the microscope,
respectively. Camera 1 recorded emitted light from CO:2 only, and camera 2 recorded the image of both
water and COz, due to the overlap between the emission spectrum of the fluorescent particles and C153.

Figure 2.5 shows sample images from each of the two cameras. The image recorded by camera 1 was used
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to identify the presence of CO: and thus accurately define the water-CO2 boundaries. This spatial
information, available for each realization, was then used to both investigate the dynamics of the menisci
and to mask out CO: from the image recorded by camera 2. The images recorded from camera 1 were

interrogated to resolve the flow field in the aqueous phase.
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2.3 Figures and tables
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Figure 2.1 — Schematic diagram of the experimental apparatus for pipe-flow experiment
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Figure 2.2 — Porous micro-model geometry
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Figure 2.3 — Experimental setup for porous micro-model experiments
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Figure 2.4 — Optical setup
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A. Microscope and the cameras B. Sources of illumination

Figure 2.5 — Sample images from experiments
Left: Dyed CO2 image from camera 1 Right: Tracer particles image from camera 2
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Table 2.1 — Channel design parameters

Code I II
Dx [um] 300 300
Dy [pm] 300 300
Sx [um] 180 236
Sy [um] 180 236
t [um] 39.4 79.0
Ax [pm] 240 268
Ay [um] 240 268
Porosity [%] 39.6 51.6
Depth [um] ~30 ~30

I11 IV
400 200
200 400
100 100
300 300
101.8 101.8
250 250
250 250
50.5 50.5
~30 ~30

Table 2.2 — Optical filters configuration (Fig. 2.4-A)

Filter Transmission Reflection
1 429.5 — 462 nm 370 - 410 nm
502.5 - 518.5 nm 473 - 491 nm
550 - 613 nm 530.5 - 533.5 nm
663 — 800 nm 632.8 — 647.1 nm
2 470 - 900 nm None
3 523 - 690 nm 400 - 512 nm
4 464.5 — 499.5 nm None
4 546.9 - 900 nm None
5 562.5 — 587.5 nm None

Table 2.3 — Optical filters configuration (Fig. 2.4-B)

Filter | Transmission Reflection
A 362 — 396 nm None
B 513 - 950 nm | 350 — 500 nm
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3. Pipe flow and throttling experiments

In this chapter the results of the measurements and visualizations performed on CO:2 pipe flow
and throttling process in the vicinity of its thermodynamic critical point are presented. In the first section,
pressure drop and mass flow rate data at constant inlet pressure and temperature are presented. In the
second section, flow visualization results using the shadowgraph technique are presented. The third

section deals with the throttling process and the Joule-Thomson coefficient of CO2 near its critical point.

3.1 Pipe flow measurements

Pressure drop across the pipe test section was recorded for a range of inlet pressures and
temperatures near the critical point for different mass flow rates. Figure 3.1 illustrates the location of the
inlet conditions for the data of Figs. 3.2-3.7 on a p-T diagram with respect to the isobars, the saturation
line, and the critical point.

Figures 3.2 and 3.3 show pressure drop per unit pipe length vs. mass flow rate at constant inlet
temperature. The numbers next to each data point indicate the inlet temperature, and in the case of
triplets of numbers, the three numbers represent mass flow rate, AP/L, and inlet temperature,
respectively. For example in Fig. 3.2 at 76 bar a mass flow rate of 5.6 g/s results in 59.4 kPa.m"! pressure
drop with inlet temperature of 35.8°C. In this graph, results are presented for an inlet temperature of
35.7+0.5°C, and inlet pressures of 80, 78 and 76 bar. A change in inlet pressure from 80 bar to 78 bar does

not result in any significant alteration of pressure drop for a given flow rate. However, as pressure is
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further lowered to 76 bar, AP drops by approximately 20% for m=3.7 g/s. Also, AP remains unchanged
for a 14% increase in mass flow rate from 4.9 g/s to 5.6 g/s as pressure is lowered from 78 bar to 76 bar.

Figure 3.3 presents data for an inlet temperature of 34.2+0.5°C at 76 bar and 74 bar inlet pressure.
Compared to Fig. 3.2, there is significant scatter present in the data. Both pressure and temperature in Fig.
3.3 are closer to the critical point in comparison to Fig. 3.2, thus the increased scatter may be attributed to
the increased sensitivity of thermophysical properties to pressure and temperature near the critical point
that was shown in Fig. 1.1. Also, as in the case for 80 bar and 78 bar in Fig. 3.2, there is no notable
difference between the results at 76 bar and 74 bar. Nevertheless, it seems that for higher mass flow rates
(4.5 g/s), AP/L for a given mass flow rate increases as pressure is decreased from 76 bar to 74 bar, which
is in contrast to the trend observed in Fig. 3.2.

The effect of inlet temperature on pressure drop is shown in Figs. 3.4-3.7 that present AP/L as a
function of mass flow rate for various inlet pressures, ranging from 74 bar to 80 bar. As shown in Fig. 3.4,
at 80 bar, in the mass flow rate range of approximately 3-5g/s, AP/L varies very slightly as the
temperature changes from 37.5°C to 35.7°C and 29.5°C. This indicates that with this specific set of
conditions (P, Tin, m), AP/L is insensitive to changes to inlet pressure and temperature. If the temperature
is lowered to the subcritical temperature of 29.5°C, the effect of lowering the inlet temperature on
pressure drop depends on the mass flow rate. At 4.4 g/s, this decrease in inlet temperature, does not
result in any changes in AP, as AP/L is the same as it was for 37.5°C and 35.7°C. On the other hand, at
6.5 g/s, the very same change in inlet temperature (from 37.5°C to 29.5°C) results in a 42% reduction in
AP, from 106 kPa/m to 61.9 kPa/m. This behavior demonstrates the existence of distinct flow regimes for
the pipe flow based on the flow parameters (Pin, Tin, ). These distinct flow regimes can have significantly
different pressure drops. Another data point at 23.6°C and 5 g/s has approximately 35% lower pressure

drop than what would be expected at 35.7°C-37.5°C temperature range. This behavior also suggests that
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lowest AP at a given inlet pressure and for fixed mass flow rate can be achieved at subcritical
temperatures.

In Fig. 3.5, for the mass flow rate range of 2-5g/s, it appears that temperature change has
minimal effect on pressure drop for the temperature range of 32.7-37.0°C. Similar to Fig. 3.4, this shows
that at supercritical pressure and temperature, and for m < 5 g/s, AP is not sensitive to changes in Tin.
Considering the increased sensitivity of physical properties to changes in pressure and temperature near
the critical point, it is expected that AP varies significantly with changes in pressure and temperature,
however, the results point to the opposite for certain inlet flow conditions. Similar to the cases presented
in Figs. 3.2-3.4, reducing the inlet temperature to the subcritical temperature of 29.2°C results in a
substantial reduction in AP relative to the case with supercritical temperature. In this instance there is a
46% reduction in AP at 6.2 g/s.

In Fig. 3.6, one important feature is the increased scatter as the critical temperature is approached.
Similar to what was observed in Fig. 3.3 and Fig. 3.4, for m < 5 g/s AP is barely affected by changing inlet
temperature in the 34.0-36.0°C range. For mass flow rates higher than ~5 g/s the difference in AP for
different inlet temperatures becomes evident. While at 3.8 g/s same AP/L has been measured for 34.0°C
and 36.0°C, at 5.5 g/s, pressure drop is 40% less at 34.0°C compared to 36.0°C. Furthermore, at 5.9 g/s
with same flow rates, AP at 29.1°C is 50% smaller than AP at 36.0°C. This is analogous to what has been
shown in Fig. 3.4 and Fig. 3.5 for subcritical inlet temperature.

In Fig. 3.7, pressure drop vs. mass flow rate data are presented very close to the critical pressure.
As in Fig. 3.6, it is observed that the scatter in data increases as the critical temperature is approached.
Moreover, similar to what was shown in Figs. 3.4-3.6 for m < 5 g/s there is no clear distinction between
pressure drop for inlet temperature range of 33.0°C-35.1°C. However for m 2 5 g/s, AP decreases as Tin is
decreased. At 5.7 g/s, AP decreases by 24% as Tin is lowered from 35.1°C to 34.1°C. Also, for a change in

Tin from 35.1°C to 33.0°C, 15% smaller AP is observed for 8% higher mass flow rate (6.9 g/s vs. 6.4 g/s).
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Once more, it is observed that lowering the inlet temperature to subcritical results in sharp decrease in
AP. At 3 g/s, reducing inlet temperature to 27.5°C results in 50% and 58% reduction in AP with respect to
AP at 33.0°C and 34.1°C, respectively. Similarly, at 5.7 g/s, reducing inlet temperature to 28.8°C results in
44% and 58% reduction in AP (for 5% less mass flow rate) with respect to AP at 34.1°C and 35.1°C,
respectively. These results indicate that despite the sensitivity of fluid properties to pressure and
temperature in the near-critical region, AP is not necessarily influenced by changes in P, T. In fact, our
data suggests that depending on mass flow rate and inlet conditions, AP can be insensitive to relatively
large changes in inlet temperature.

As much as observations in terms of raw mass flow rates and pressure drops are revealing with
respect to phenomenology, the hydraulics must also be studied in terms of relevant non-dimensional
quantities. In order to compare the results with constant-density pipe flow, the friction factor f, was

calculated as:

D AP
L pinUZ/2

_ D% py (AP /L) 31
© 8 m?

f

In this equation, APy is the head loss caused by friction as opposed to AP that is the pressure
difference across the tube. For a flow of varying density but very low Mach number, as the ones under

consideration here, these two quantities can be related as:
1 2 2
APf = AP — E (poutUout - pinUin)
1 m\?
AP; = AP — E(Z) (Pout = Pin’) 32
The quantities AP and APs are not necessarily equal; however, it was found that the change in

kinetic energy was negligible. Even in the case of most extreme change in density, APs differed from AP by

less than 2%. Thus it is safe to consider APy = AP.
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In Eq. 3.1, the reason for choosing pi» rather than average density or density at average pressure
and temperature was that in some instances a sensible (~1-2°C) decrease in temperature occurred across
the test section. It was in fact discovered that the temperature drop was mainly due to the configuration
of the experiment. Specifically it was caused by the turns and curves in the flow path upstream of the test
section. After modifying the flow path this temperature change dropped to roughly +0.2°C which is
within the uncertainty range of the employed thermocouples. Depending on inlet conditions, this change
in temperature occasionally resulted in large changes in density between the inlet and the outlet. Thus, in
order to prevent f from being affected by this density change, inlet conditions were used for reference.

The Reynolds number was calculated as:

=pinUinD — 4 m

- 3.3
Uin D Uin

Re

Based on viscosity at the inlet, the results fall into the Reynolds number range of 2x10* — 2x105 and are
presented in Fig. 3.8. The measurements are compared to the friction coefficient values calculated from

Colebrook correlation

1 € 2.51
— =—-20log| === 34

77 37D ' Reyr

The roughness suggested in the literature for seamless stainless steel pipes is &€ = 0.042 mm. For
comparison, f values corresponding to 0.020 mm and 0.070 mm roughness are presented as well.

In these equations, density and viscosity values were acquired from the data of Fig. 1.1.
Uncertainty values for f were calculated based on accuracy of the measurement devices for m and AP
(0.1% and 0.15%, respectively). At each point, the measurements (P, T, AP, m) were averaged over an
approximately-0.5-second window (approximately 50 samples) resulting in 0.02% sampling error for AP
and m measurements. The sampling errors for pressure (Pi) and temperature measurements were
approximately 0.1% and 0.1°C respectively. The uncertainty of density was then approximated from the

sensitivity of density to pressure and temperature ((dp/dP)r and (dp/dT)r) combined with accuracy of
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pressure and temperature measurements (+0.5 bar and +0.5°C). The resulting uncertainty in f ranges from
1% to 23% with average and median both being equal to 7%. As shown in Fig. 3.8, there is some scatter in
the data, however 78% of measured friction coefficient values are within +20% of the predicted values
from Colebrook equation for € = 0.042 mm. Also, based on Reynolds number and the measured friction
coefficient, the flow regime for most cases is in transition and very close to the fully turbulent regime.
There are however four data points that deviate substantially from the Colebrook correlation values.
They are at 80 bar and 78 bar, and have friction factor ranging from 0.08 to 0.10, compared to the ~0.05
value from the Colebrook correlation. There is no clear explanation for this behavior. One common
feature between all three data points is that they have relatively large densities, ranging from 586 kg/m?
to 709 kg/m?. They may have resulted from an overestimation of pi caused by erroneous pressure and
temperature readings. It must be clarified that the error cannot be solely attributed to the large density
value, as other data points with similar density values do not present this behavior.

In my view, this is a remarkable conclusion. Practically, it shows that despite the complicated
nature of the near-critical flow, which is further investigated with visualization experiments below, the
Moody diagram can be used with acceptable accuracy for the purpose of hydraulic design of near-critical
CO:s2 flows, provided that friction factor and Reynolds number are defined as per equations 3.13.3 and 3.3,
respectively. The raw data in terms of pressure loss per unit length as a function of flow rate can indeed
be very sensitive to the temperature of the near-critical fluid. This is because of the high sensitivity of
density and viscosity on temperature (under constant pressure) that is shown in Fig. 1.1. However, when
the results are presented in terms of appropriate non-dimensional quantities, these sensitivities cancel
each other to a very significant extent and the Moody chart can be used as an instrumental design tool. It
is very interesting that a similar behavior has been reported for heat transfer in supercritical CO2 by
Kurganov et al. [58]. They concluded that despite the significant changes in thermophysical properties in

the fluid, heat transfer from the pipe flow was similar to the classical case of a flow with constant fluid
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properties, when the appropriate non-dimensional quantities were considered. As a result, simple models

were applicable to heat transfer rate calculations.

3.2 Pipe flow shadowgraph visualizations

Figure 3.9 shows shadowgraphs of the flow structure at six different stations during the flow
across the optically accessible pipe starting from a state at supercritical pressure and subcritical
temperature to a two-phase subcritical state.

The evolution of inlet pressure and temperature are presented on a P-T diagram along with the
saturation curve in Fig. 3.10. It is reminded that shadowgraph provides the integral of the two-
dimensional Laplacian of the refractive index in planes perpendicular to the line of sight along this line of
sight [90]. Figure 3.11 shows refractive index of CO: at a constant temperature of 25°C along with
saturated liquid and saturated vapor as a function of pressure. It is noted that once the two phases
separate (i.e. slightly below the critical point) they have substantially different refractive indices, which is
expected to yield refraction phenomena at the interface between the two phases.

During the tube flow, CO:2 initially is at supercritical pressure and subcritical temperature. In
panel 1, where CO:z2 is at a supercritical state, the shadowgraph lacks any clear structure and the small
contrast can be attributed to small variations of the refractive index along the line of sight. The same is
also true about the shadowgraph in panel 2. As shown in Fig. 3.10, as the fluid expands and flows
through the test section, pressure decreases along with temperature until it dips below the critical
pressure, then the temperature rises rapidly at approximately constant pressure until it reaches the
saturation temperature. As fluid reaches the saturation curve, in panel 3 two distinct phases appear and
create cell-like structures in the flow. Due to the different refractive index (which is a reflection of

differences in density) between the two phases, the interface between them appears as bright lines in the
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shadowgraphs. Consequently, the density mismatch of the two phases leads to a buoyancy-driven
separation of them in panel 4. The fluids above and below the interface have distinct structures. At the
bottom, the denser liquid phase has features similar to the shadowgraph in panel 3. At the top, the
structure of the lighter vapor phase resembles that of the fluid in panels 1 and 2. This interface travels in
the direction of the flow from top to bottom until it moves out of the field of view in panel 6. At this
point, the fluid structure resembles that of the supercritical phase (#1 and #2). It indicates that the density
is relatively uniform within this vapor phase.

This structure that comprises either one single phase-flow or two single-phase flows that are
separated by a clear interface likely justifies the fact that pressure drop can be predicted from the Moody
chart with reasonable accuracy. If buoyancy can generate phase separation (as it is reasonable to expect
for pipes used for underground CO:2 storage), the flow behaves like the single-phase flow for which the
Moody chart has been constructed.

In addition, it should be noted that for the two-phase flow of panels 3-6, the values of P and T are
expected to follow the saturation line of Fig. 3.10. However the locus of P and T after crossing the
saturation line is actually parallel to this line with a slight offset of approximately 0.5°C. This deviation
can be attributed to the combined mild effect of impurities in the CO:z stream from nitrogen and traces of
lubricating oil from the accumulator, as well as to non-equilibrium phenomena in the expanding flow.

We consider the 0.5°C offset acceptable error that does not alter the substance of our conclusions.

3.3 Throttling experiments

The significance of Joule-Thomson cooling in CCS processes has been highlighted in [91] and it
lies in that CO2 can expand after injection into depleted oil and gas fields thus causing a temperature

drop and subsequently residual water freezing and/or hydrate formation in the rock. These in turn can
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reduce the permeability of the geological formations (and therefore their capability to store CO2) and
cause fracture because of thermal stresses.

In order to study the effect of throttling from near-critical conditions, we measured pressure and
temperature before and after an orifice and approximated the Joule-Thomson coefficient as:

6T> Tin = Tou 35
h

e =(55), = A p
Figure 3.12 shows the inlet and outlet data points on a pressure-enthalpy (P-h) diagram. Outlet data
points are plotted assuming negligible change in kinetic energy across the orifice and thus:
hin = hout 3.6

The assumption of negligible kinetic energy can be supported by arguments similar to the ones
that support the approximation of equations 3.1 and 3.2. In particular, since the flow speeds under
consideration are on the order of a few m/s, the change in flow speed will generate changes in kinetic
energy on the order of maximum 100 J/kg or 0.1 kJ/kg. It can be seen from the P-h diagram of Fig. 3.12
that such small enthalpy differences do not substantially affect the properties of the mixture, so the Joule-
Thompson coefficient could be accurately formulated neglecting the kinetic energy terms.

As shown in Fig. 3.12, the fluid at the orifice exit expectedly fell under the bell-shaped P-h
saturation curve, i.e. in the two-phase regime. Despite this, the measured pressure and temperature at the
orifice exit do not coincide with the P-T saturation line, as shown in Fig. 3.13. This discrepancy can be
attributed to the same factors mentioned in the previous section: presence of impurities and non-
equilibrium effects. The only difference is that due to the flow configuration and its rapid expansion in
the orifice, the non-equilibrium effect is probably stronger in this case.

In Fig. 3.14, Joule-Thomson coefficient measurements have been compared with values reported
in NIST database [14]. The measurements follow the same trend as the NIST values, however there are
some noticeable differences, especially in the lower enthalpy region. If presented as a function of inlet

enthalpy, the relative error of these measurements with respect to NIST data, demonstrates an almost
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bimodal behavior (see Fig. 3.15). For certain inlet conditions, the error is less than ~25% while for different
conditions it reaches 200%. One possible controlling factor appears to be the inlet enthalpy, hin. As shown
in Fig. 3.15, the relative error starts rising for enthalpy values smaller than 335 kJ/kg, which is very closely
the enthalpy of CO:2 at its critical point (heit = 332.25 kJ/kg). For data points with hin > heit, the error
magnitude is less than 25% for almost all cases, while for data points with hin < heit the error is
significantly larger.

There are several factors that can contribute to this discrepancy. First, the Joule-Thomson
coefficient data in the NIST database is obtained using an equation of state developed by Span and
Wagner [18] specifically for CO2. In the process of developing that equation, experimental Joule-Thomson
coefficient data from [92] were only used in a manner that played a minor role in the curve-fitting process
that established this empirical equation of state. As a result, as stated by Span and Wagner in [18],
experimental Joule-Thompson throttling data had a “fairly small” impact on the optimization of the
parameters of their model and thus, the model is not expected to provide accurate Joule-Thompson
coefficient predictions. Furthermore, the experimental data of Bender et al. [92] spanned inlet
temperatures 233-473 K and inlet pressures 0.1-1.5 MPa, i.e. conditions very far from the critical point. As
a result, the model that underlies the NIST data is not reliable in the near-critical region. Table 3.1
presents a comparison with the only previous measurements that were in the vicinity of the critical point
(the very early ones by Burnett [93]) that supports this assertion. Table 3.2 compares measurements from
current work with NIST values and the early results of Burnett [93]. The comparison of the two sets of
experimental data is performed at the closest conditions but not at exactly the same pressure and
temperature. In first three cases, Joule-Thomson coefficient values from the three sources are in good
agreement, the NIST data are much closer to the measurements of Burnett. This is attributed to the fact
that those previous experiments [92]-[95] were performed using a porous plug as the throttling element

as opposed to an orifice which is used in this study. Due to different evolution of the flow in the porous
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plug compared to the orifice, the non-equilibrium effects were almost non-existent in those
measurements. On the other hand, the greater pressure drop across the orifice (current orifice) compared
to the porous plug (previous studies) enhanced the non-equilibrium effects. For instance, the pressure
drop (AP) in previous studies was approximately 5-20 bar, in our study it ranged 13-70 bar. This
generated a substantial deviation from the differential pressure drops required by the definition of Eq. 3.5.
The definition of the Joule-Thompson coefficient involves differential cooling for differential pressure
drop. Our measurements report finite temperature drops for the substantial pressure differences that will
be involved in CCS. Nevertheless, it has to be pointed out that despite this difference and the non-
equilibrium effects involved, the measured values of the Joule-Thomson coefficient agree with the results
of NIST modeling both in terms of value of the coefficient (on the order of 0.5°C/bar) and in terms of

dependence of this value on inlet enthalpy.
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3.4 Figures and tables
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Figure 3.1 — Inlet conditions on the Density—Temperature diagram
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Figure 3.2 — Pressure drop per unit pipe length vs. mass flow rate at 35.7°C
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Figure 3.3 — Pressure drop per unit pipe length vs. mass flow rate at 34.2°C
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63



Moody friction factor, f

1

1

1

AP /L [kPa.m™]

407 Inlet conditions 6.4, 134.8 0
874 bar 35.1+0.3°C
6.9, 114.2
20 1074 bar 34.1x0.3°C A
A74 bar 33.0+0.3°C 5.7,110.4 '
00 1974 bar 27.5-28.8°C
80 ¢ (57,833
¢
A
K-
3,36.0 * O |5.4,46.4
40 A
3, 30.1 o A
® N
20 1 m A
A O[3 152 The numbers represent:
Mass flow rate, AP/L
0 . . . = = .
1 2 3 4 5 6 7

Mass Flow Rate [g/s]

Figure 3.7 —Pressure drop per unit pipe length vs. mass flow rate at 74 bar
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Figure 3.9 — Shadowgraphs of near-critical CO:2 flow,
Flow direction from top to bottom
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Table 3.1 — Comparison of the Joule-Thomson coefficient from NIST database with previous experimental data in the
near-critical region

Pressure  Temperature | Joule-Thomson Coefficient [°C/bar] | Relative
[bar] [°C] Burnett 1923 [93] NIST [14] error [%]
81.06 41.82 0.6415 0.7795 -17.7%
81.06 39.33 0.6358 0.7585 -16.2%
81.06 37.21 0.6098 0.7076 -13.8%
81.06 35.94 0.5649 0.6339 -10.9%
81.06 34.65 0.4412 0.4586 3.8%
81.06 32.77 0.3001 0.2944 1.9%
81.06 30.66 0.2299 0.2161 6.4%
81.06 28.26 0.1822 0.1661 9.7%

Average -5.6%
Standard Deviation 9.9%

Table 3.2 — Comparison of the Joule-Thomson coefficient measurements with NIST database and previous
experimental data in the near-critical region

Pressure Temperature Joule-Thomson coefficient [°C/bar] Temperature for
[bar] [°C] Current study NIST [14] Burnett [93] | Burnett data [°C]
74 341 0.862 0.842 0.8310 344
74 31.5 0.771 0.746 0.7169 314
74 321 0.784 0.792 0.7461 324
81 34.6 0.675 0.456 0.4412 34.7
81 32.9 0.368 0.304 0.3001 32.8
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4. Multi-phase flow of CO2 and water in porous micro-

models

In this chapter the results from experiments in the two-dimensional porous micro-models that
were described in section 2.2 are presented. These experiments involved visualizing the two phases using
fluorescent microscopy and obtaining the velocity field by applying the micro-PIV technique. As stated
in chapter 2, these are micro-fabricated structures that are meant to mimic (albeit to a simple, first-order
approximation) geological formations. The chapter consists of several sections that address the physical

phenomena observed in drainage experiments where liquid/supercritical CO2 displaces water.

4.1 Displacement of water by CO: during drainage

Figure 4.1 presents a schematic of the field of view from a drainage experiment wherein a water-
saturated micro-model is infiltrated with CO2, which thus displaces the resident water. In order to
maintain steady flow boundary conditions, two pumps were operated simultaneously, as shown in the
experimental apparatus of Fig. 2.3. The CO2 pump was connected to the inlet of the micro-model and was
used to push the fluid while the water pump was connected to the outlet and was used to withdraw
fluid. Experiments were conducted maintaining a flow rate of 0.005 ml/min at supercritical pressure and

temperature of 80 bar and 40°C. Bulk velocity is defined as:

Q

Vouik = E 4.1
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In this equation, Q is the volumetric flow rate, A is the frontal area of the micro-model, and ¢ is the
porosity. This flow condition corresponds to a bulk velocity of 0.4 mm/s, capillary number, Ca, of
approximately 3.4x107 and viscosity ratio, M, of 0.03. As described in chapter 1, Ca = p,V,/y cos 6, and
M = p,/u, where p is the dynamic viscosity, V is the bulk velocity, y is the interfacial tension between the
two fluids, and 6 is the contact angle between the two fluids and the surface. The indices 1 and 2 refer to
the resident phase (water) and the advancing phase (CO2). The Reynolds number in water and CO:
based on the bulk velocity and pore diameter is approximately 0.1 and 1.0, respectively. Based on the
values of the capillary number and viscosity ratio in this experiment, and the log Ca — log M diagram of
Zhang et al. [47] (Fig. 1.6), the flow regime is most likely capillary fingering. However, it should be noted
that although the log Ca — log M diagrams for different porous media are qualitatively similar, the exact
domains for each flow regime depends on the specific porous medium in consideration. Furthermore,
since the field of view in the current experiments covers a limited area of the porous section, the fingering
regime cannot be reliably determined from the pore-scale visualizations.

The recorded images cover three different stages of the flow: i) the steady flow of water before
CO:z enters the micro-model, ii) the passage of the CO: front and iii) the post-front-passage evolution. The
region that was analyzed was located near the beginning of the porous section of the micro-model, next
to the top sidewall as shown in Fig. 4.1, and bulk flow is from left to right. In the initial stage, when CO:
has not yet reached the micro-model, the water velocity field in the micro-model appears to be steady,
periodic, symmetric around the posts, and has minimal irregularities. Figure 4.2 shows the ensemble-
averaged flow field (left) obtained from approximately 350 realizations and a sample instantaneous
velocity field (right). The vector grid spacing is 32 x 32 pixels that translates to 21 um vector spacing. All
velocity fields shown in this chapter are under-sampled by a factor of 2 in x- and y-direction, unless
otherwise stated. The maximum water velocity in the field expectedly occurs at the pore throats and has a

magnitude of 1.6 mmy/s (4 times the bulk velocity). The small differences noted between the instantaneous
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velocity field and the ensemble-averaged field under these steady flow conditions, however, are larger
than what would be expected from the velocity measurement uncertainty (~0.1-0.2 pixels corresponding
to 0.01-0.02 mm/s) and the unsteadiness in the syringe pumps (the syringe pumps have a precision of
0.5% of the set flow rate). The RMS of the velocity fluctuations is approximately 15% of the ensemble-
average velocity. We hypothesize that the fluctuations in velocity are caused by the instability of the
travelling CO2-water front, even before it has reached the micro-model. It must be reminded here that the
constant flow rate and constant pressure conditions in the experiment were maintained by pumping both
syringe pumps at equal flow rates, but in opposite directions; i.e. pump 1 (COz2) pushing and pump 2
(water) receding (refer to Fig. 2.3). Thus, as the flow began, the interface between CO: and water traveled
in the connecting tubes until it reached the micro-model and eventually appeared in the field of view.
Considering the lower viscosity of CO2 compared to water, the travelling CO:2 front will be unstable, and
the instability may lead to flow perturbations being manifested as velocity fluctuations. Thus, the velocity
fluctuations can be attributed to the specific configuration of the experimental apparatus and the inherent
instability of travelling CO2-water interface.

As CO: enters the micro-model and approaches the porous section, the water flow within the
field of view accelerates, the velocity field becomes unsteady and the regularity in the flow field is
disrupted. This sequence of events is illustrated in Fig. 4.3 by selecting representative frames from each
stage of the entire sequence. In Fig. 4.3.A (frame 1), the velocity field in the water phase is uniform with a
maximum velocity of approximately 1.8 mm/s. As time advances, the water velocity fluctuations (now
larger in magnitude compared to the uncertainty in the velocity measurement apparent in Fig. 4.2) are
strikingly apparent and, as Fig. 4.3.B (frame 18- there is a time interval of 100 ms between frames) depicts,
the flow within the water phase accelerates to a peak velocity of approximately 4.3 mm/s in the pore
throats and the flow field begins to lose its spatial regularity and periodicity. Shortly after onset of

irregularity (0.7 s), CO2 reaches the porous section and enters the field of view (Fig. 4.3.C -frame 25). At
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this point, the maximum water velocity in the field has reached 5.0 mm/s occurring at the pore throats
near the top of the micro-model as indicated by the red arrows.

The increased water velocity fluctuations and flow acceleration occurring prior to appearance of
CO:z in the field of view is attributed to flow instabilities associated with CO2 entering the porous section
at a location outside of the field of view. This behavior was observed in previous work [98] and was
explained as the effect of local pressure perturbations induced by impulsive events (burst) at the fluid-
fluid front. It is worth noting that the initial invasion of CO: was more likely to occur close to the
top/bottom sidewalls of the micro-model rather than near the centerline. This was established from our
experience in running numerous experiments.

The image sequence presented in Fig. 4.4 captures the CO2 front traveling through the micro-
model within the field of view (Fig. 4.1) of the porous section (consecutive images were acquired 0.1 s
apart). This sequence consists of 15 consecutive particle image fields captured beginning from the
moment CO: entered the field of view (Fig. 4.3.C — frame 25). Regions with fluorescent emission
represent water, the solid elliptic pillars of the porous micro-model are demarcated in red and the
infiltrating CO2 is captured in the dark regions advecting left to right from frames 25 to 39. Selected
velocity fields corresponding to images from this sequence are presented in Fig. 4.5. The most significant
feature in this sequence is the overall deceleration of the water flow in time, occurring almost
immediately after the appearance of CO2. While the maximum water velocity in frame 25 (Fig. 4.3.C) is
5.0 mm/s, it decreases to 3.3 mm/s in frame 26 (Fig. 4.5.A) and 2.6 mm/s in frames 27 and 28 (not shown).
Through the remainder of the sequence, the maximum remains at approximately 2.0 mm/s (Fig. 4.5.B-E),
nearly comparable to the maximum water velocity of 1.6 mm/s noted under steady flow conditions
(Fig. 4.2). This flow deceleration in the water phase and the relatively slow progress of the CO:2 front,
comes as a surprise given the strong flow acceleration identified prior to arrival of the front (Fig. 4.3). At

the end of this sequence (frame 39; 3.8 s relative to frame 1), COz has reached the second column of the
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elliptic pillars. Subsequently, the flow decelerates even further, the CO: front ceases moving, and the
spatial distribution of the two fluids remains fixed in frames 40-64 (3.9-6.3 s relative to frame 1). During
this period of relative stagnancy, the velocity is relatively small with the maximum velocity on the order
of the bulk velocity (approximately 1/4% the maximum velocity in the steady single-phase flow) as
highlighted in Fig. 4.6, which presents the average water velocity field over this frame sequence. This
stage highlights the onset of preferential flow paths being followed by the resident water as it is displaced
by the continued infiltration of COs.

Following this period of relatively quiescent water velocity with no discernable change in the
spatial distribution of the two fluids, the water flow field suddenly changes in magnitude accompanied
by an abrupt change in the spatial distribution of the two fluids. During frames 65 to 68, CO2 suddenly
breaks through and establishes a preferential path through the water in the form of a finger. This event is
depicted in Fig. 4.7 as a time sequence of PIV image pairs. Note that while the time interval between the
PIV images pairs (i.e. images in the same row) is 6 ms, the interval between subsequent image pairs (i.e.
along the column) is 100 ms, respectively. The water velocity fields corresponding to these images,
derived from cross-correlation analysis of the time-delayed images in each row, are presented in Fig. 4.8.
In frame 65 (Fig. 4.8.A), the maximum water velocity is only half that of the steady flow period (Fig. 4.2)
and the velocity field is symmetric around the elliptic pillars again similar to the steady single-phase flow
at the beginning of the sequence. In frame 66 (Fig. 4.8.B), CO2 penetrates water in two separate branches
(fingers), at the top one is marked with a red circle in Fig. 4.7. In frame 67 (Fig. 4.8.C), the penetration and
growth of fingers continues with each finger branching into several more fingers. In frames 67A-B the
growth of one of the fingers within the 6 ms time interval is captured (see Fig. 4.7, finger evolution is
highlighted by red circles). This is one of the very few instances of such events being captured in the same
PIV image pair. Capturing such an event was very elusive because in order for this to happen the time

interval separating the two images of the PIV pair has to be much shorter than the characteristic time
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scale for the advancement of the front between the two liquids in the pores. The water flow direction near
the growing finger is marked with arrows in frame 67A of Fig. 4.7. Finally, the wetting nature of water in
this flow through the presumably hydrophilic silicon micro-model is readily apparent from the thin
water films noted along the circumferences of the elliptic pillars at the left of the images in Fig. 4.7. While
CO: has clearly infiltrated this region of the micro-model, its non-wetting nature relative to silicon
maintains these thin films of water along the elliptic pillars. These water films are discussed in greater
detail in section 4.2.2.

Two conclusions can be drawn from the results of Fig. 4.7. First, the water velocity near the
advancing meniscus is 8-10 mm/s, which is 20-25 times the bulk velocity and 5-6 times the maximum
velocity for the steady single-phase flow. This local velocity thus corresponds to local Reynolds numbers
of 2.5-3 in the water phase. Perhaps even more interesting is that the same high velocity magnitude is
observed in the pore throat below the finger but in the opposite direction (i.e. reverse flow) as illustrated
in Fig. 4.8.C. Immediately following this short time-scale, “bursting” event (< 0.3 s in duration), in frame
68 (Fig. 4.8.D), the velocity in almost the entire field of view drops to ~1 mm/s. The only region in the field
with high velocity is near the bottom left corner of the image.

The velocity fields in Fig. 4.8 revealed, for the first time, the unsteady motions associated with the
migration of COz2 front occurring during displacement of water by supercritical CO:z in a porous medium.
The entire process from the initial appearance of CO2 until the “burst”, when CO:2 established a path
through the porous medium, took less than 4.5 seconds. After this point and for the entire data
acquisition period (approximately 1800 image pairs, equivalently 180 s), the spatial distribution of the
two fluids within the field of view does not change appreciably in time. Nevertheless, the water phase is
not entirely motionless. Figure 4.9 shows an example of the instantaneous velocity and vorticity fields in
the water during this period of stagnant spatial fluid distribution following the passage of the CO: front.

In addition to continued water flow through fixed regions of the porous micro-model (likely due to open
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flow paths connected to regions outside the present field of view), the high values of vorticity allowed us
to identify regions of shear-induced circulation near the fluid-fluid interface. Within these circulating
flow regions, the velocity was very low (< 0.1 mm/s) and presented a fluctuating nature. The reason for
this fluctuating motion remains unclear but we speculate that such fluctuations are caused by unsteady
flow events occurring outside of the field of view. The shear-induced flow and the circulation zones will

be revisited and discussed in greater depth in section 4.2.2.

4.1.1 Statistical analysis

This water velocity data can also be studied from a statistical point of view, by calculating the
probability density function of velocity components over the entire domain. To that end, the same data
ensemble discussed herein is reconsidered, but subdivided in three time periods that are based upon
three observed flow regimes: steady single-phase, transient multi-phase, and steady multi-phase. Steady
single-phase refers to the stage in which the water flow was steady and regular, as depicted in Fig. 4.2
(350 frames; not included in the numbering). The transient multi-phase stage corresponds to the short
period of unsteady water flow prior to the appearance of COz in the field of view, as well as during the
period over which CO: fingers invade through the porous section (Figs. 4.3-4.8; frames 1-88). Finally,
steady multi-phase refers to the period where the CO: front has moved out of the field of view and the
spatial distribution of the two phases remains unchanged (Fig. 4.9; frames 100-1800). The ensemble size
of these three groups is approximately 350, 90, and 1700, respectively.

The four panels in Fig. 4.10 show the probability density functions for the water velocity
component in the bulk flow direction, u, the water velocity component normal to the bulk flow direction,
v, the water velocity magnitude, |V, and the water velocity vector angle with respect to the bulk flow
direction, 0. For better illustration, zoomed-in views of PDF(u) and PDF(v) from Fig. 4.10 are presented in

Fig. 4.11.
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In the steady single-phase flow, the probability density function of u is expectedly asymmetric
and for values of PDF greater than 102, u ranges between 0.2 and 1.5 mm/s, with most probable value
being very close to the bulk velocity at approximately 0.5 mm/s (PDF(u) value ~0.03). On the other hand,
the PDF(v) is symmetric around v = 0 which stems from the symmetric geometry of the micro-model. The
most probable value of v is zero with a probability density value of ~0.05. The symmetry of PDF(v) exists
for both steady single-phase and steady multi-phase flow. However, for the single-phase flow the
probability distribution of v is significantly broader compared to that of steady multi-phase flow.

In the steady multi-phase flow, u and v have nearly identical probability distributions. They are
both symmetric around zero with a maximum probability greater than 0.9 at zero, indicating that the
aqueous phase has very limited motion and is essentially stagnant. The maximum and minimum for both
u and v is approximately equal to the bulk velocity.

The behavior for the transient multi-phase flow is entirely different if compared to the steady
single- and multi-phase flows. The most noticeable characteristic is the wider range of values of u and v.
Both velocity components have a range of approximately -10 mm/s to 10 mm/s, indicating an acceleration
of water flow in the field of view. Also, both distributions for multi-phase flow have a most probable
value of zero with a probability density value of 0.25 for # and 0.4 for v. Although both PDFs have a peak
at zero, they are not symmetric about zero. For lul < 4 mm/s, positive values of u are more probable than
negative ones with an approximately one order of magnitude greater probability density value, mainly
due to the bulk flow direction being in the positive x-direction. However, for lul Z 4 mm/s, the negative
and positive values of u become almost equally probable, with negative values even slightly more
prevalent for 6 mm/s < lul| <8 mmy/s. This behavior, particularly water flow against that of the bulk flow,
suggests that flow events associated with large velocity magnitude may be driven by local pressure
gradients rather than the large-scale pressure gradient sustaining the bulk flow. This may produce local

upstream flow events that are more intense than downstream flow events. In a similar manner, v also has
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a wide probability distribution in the transient multi-phase flow regime. For |v| < 5 mm/s, the negative
values are slightly more probable than positive values, and for |vl = 5 mm/s positive and negative have
similar probability densities. The most probable cause for the lack of symmetry in v values is that the field
of view is bound by the upper sidewall of the micro-model, thus negative v values are more likely to
happen than positive values due to solid boundary effects. The interesting and, to some extent,
unexpected point here is that, there is no preferential direction for large water velocity events,
i.e. lul, lvl Z 5 mmy/s. This observation is consistent with the notion of Haines jumps [48], [50], [51] that
invasion of the non-wetting phase to the pore spaces occurs through a series of velocity jumps rather than
smooth continuous motion of the front. These velocity jumps have been associated with pressure bursts
that generate pressure waves, which in turn result in sudden motion of both fluids in all directions. These
results provide strong evidence for the significance of inertial effects in drainage dynamics as the
maximum local Re in water goes to 3 compared to 0.5 in the steady single-phase flow. Moreover,
assuming constant mass flux across the moving meniscus, the maximum local Re for CO2, would reach 89
which is well beyond the limit of Re = 10 for the validity of Darcy’s law.

The velocity magnitude PDF in Fig. 4.10C also signifies the wide dynamic range of the water
velocity magnitude occurring in this flow system. The larger dynamic range is found in the transient
multi-phase regime, suggesting that this stage is associated with significant flow instabilities. This wide
range of velocities makes the measurements much more complicated and challenging to accomplish. In
Fig. 4.10.D, the PDF of the velocity vector angle with respect to the bulk flow direction is presented. In the
steady single-phase flow, the PDF is symmetric around 0 = 0, and the most probable values are 101 < 30°.
These PDF characteristics are direct results of the specific geometry of the micro-model, with 6 = +30°
corresponding to the flow between spanwise staggered spaces between the pillars. Also PDE(101 > 90°) <
105 indicates that there is no water flow opposing that of the bulk flow. On the other hand, for the steady

multi-phase flow, the PDF is nearly flat for all 6 values, indicating that velocity vectors do not have a
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preferential direction. This is consistent with the shear-induced circulation zones observed near fluid-
fluid interfaces, mentioned earlier in this section (Fig. 4.9) and will be discussed later in section 4.2.2.
Nevertheless, the PDF has local maxima near 0° and +180°, which is reflective of the geometry of the
micro-model (specifically the elongated shape of the pillars in the horizontal direction) and the spatial
distribution of the two fluids under this flow regime of steady multi-phase flow. In the transient multi-
phase flow regime, PDF(0) has a shape very similar to that of steady single-phase flow for 101 < 45°;
however the transient flow has a much higher probability density for 45° < 10| <180° compared to the
steady single-phase flow. This stark difference for large angles reflects the clear propensity for the water
to flow in a direction counter to that of the bulk flow. Another interesting fact is that PDF(8 = +90°) >
PDF(6 = -90°) for transient multi-phase flow, which means that water flow in the upward direction is
more likely than water flow in the downward direction. This is unexpected given that the field of view is
located directly below the upper boundary of the micro-model. However, upon further inspection it is
realized that such behavior can be explained from Fig. 4.6, which shows velocity vectors mostly in the
upward direction in the pore spaces.

It must be pointed out that the tails of the PDF for velocity vector components in the transient
multi-phase flow (Fig. 4.10.A-C) have much smaller probability value compared to other regions. The
reason is that the high-velocity events in the flow, which are represented by the tails, have a relatively
small sample size. The small sample size is a result of having few Haines jump events in the ensemble,
which in turn is a consequence of low temporal resolution. Considering the data ensemble for this flow
stage, the sampling error for the PDF is 1.6x106. As shown in Fig. 4.12, although this uncertainty becomes

more significant near the tails of the PDF, it remains with acceptable limits.
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4.2 Underlying physics

4.2.1 Capillary pressure and interfacial curvature

As explained in chapter 1, capillary pressure is a local variable that is a function of interfacial

curvature and interfacial tension, as described by the Young-Laplace equation:
P, =2yK 4.2

In this equation, P. is the capillary pressure, y is the interfacial tension, and K is mean curvature. Capillary
pressure is an important quantity in multi-phase immiscible flow in porous media because the
displacement mechanism is largely dependent on this quantity. For example, the accepted mechanism for
pore drainage is that in order for the non-wetting fluid to move to a downstream pore it must overcome a
threshold capillary pressure set by the radius of the pore entrance [46], [99]. Combining capillary pressure
data with velocity field data can provide a powerful tool for understanding the flow dynamics
underlying the interesting observations presented earlier.

In the two-dimensional micro-model, the Young-Laplace equation becomes [50]:

1 2cosf
szy(R_1+ d )

43
where y is the interfacial tension (IFT), R: is the radius of curvature in the 2D plane of the flow measured
from the collected images, 0 is the contact angle between water and COz in the silicon micro-model, and 4
is the micro-model depth.

In Fig. 4.13, a sequence of raw PIV images and their corresponding velocity fields are presented
that depict the displacement of water by CO2. This data is from a different experiment than the one
presented in Figs. 4.2—4.11. The reason for choosing this particular data set for capillary pressure analysis

is that dyed COz2 and tracer particles are visible in the image and allows for more accurate identification

of the fluid-fluid interface. This data is from a drainage experiment with a flow rate of 0.05 ml/min (bulk
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velocity: 4 mm/s) at supercritical pressure of 80 bar and subcritical temperature of 24°C. This corresponds
to a capillary number, Ca, of 9.8x10¢ and viscosity ratio, M, of 0.08. The direction of bulk flow in these
images is from right to left and some of the menisci imaged in Fig. 4.13 are considered and labeled. The
radii of curvature, R: from Eq. 4.3, of these select menisci are reported in the images. In addition, Table 4.1
presents the corresponding capillary pressure for each meniscus, obtained using Eq. 4.3. The values used
in this equation are: d=30+1 pm, y =30 mN/m + 3.5%. (obtained from Bachu and Bennion [27]) and
0 =153 +1.9° (obtained from Zhang et al. [65]). Here, R: was measured by manually selecting points on
individual menisci and fitting a circle to those points using the Taubin algorithm [100]. A conservative
estimate for the uncertainty of this technique for determining the radius of curvature is +10% largely due
to the fact that the interfaces are not very sharp and have a width of approximately 5-10 pixels (thus the
measured curvature is affected by the user’s choice of points). Thus, the uncertainty in capillary pressure
obtained from error propagation analysis is approximately 20%.

Studying the evolution of the menisci in the sequence of images and the associated velocity fields
reveals several interesting phenomena. A first observation is that in general, the growing branch of CO:
has the meniscus with the smallest radius of curvature (with meniscus A being a possible exception). This
is expected because during drainage, the non-wetting fluid displaces the wetting fluid in the pores. For
this displacement to occur, the capillary pressure must exceed a pressure threshold that is determined by
the radius of the pore entrance (pore throat), a:. According to the Young-Laplace equation (Eq. 4.2) this

threshold is given as:

2y cos @
P, = 44
ag

Using the values given above for y and 0, and applying a: =51 um, Eq. 4.4 yields P:=1136 Pa.
The smaller the radius of the curvature, the higher the chance of overcoming this threshold. This
behavior can be verified by comparing the curvature of the same meniscus in two consecutive images.

For example comparing menisci A-F in frames 1 and 2 of Fig. 4.13 indicates that the advancing menisci
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(A, C, D, F), have a smaller radius of curvature in frame 2 than in frame 1. On the other hand, the
receding meniscus (B) has a larger radius of curvature in frame 2 compared to 1. For meniscus E, the
curvature remains unchanged. It is worth noting that during a drainage event, the curvature of a moving
meniscus changes which leads to concomitant changes in the capillary pressure. As reported by
Armstrong and Berg [50], the capillary pressure decreases after the fluid-fluid interface reaches its
maximum velocity. Thus, after the burst event, which is accompanied by the maximum interfacial
velocity, the radius of curvature of the meniscus increases. In the data presented herein, due to the
relatively large time interval between the images, the variations of curvature with time cannot be fully
resolved. Nevertheless, the images do provide supporting evidence of this phenomenon. In Fig. 4.13
frames 5-7, R1 for meniscus D goes from 48 um in frame 5, to 97 um in frame 6, and 43 pm in frame 7. The
increase in R1 occurs despite the fact that meniscus D is moving. This suggests that in frame 6, meniscus
D is at the post-burst stage for which the capillary pressure decreases and the radius of curvature
increases. The corresponding burst events are the ones that allow menisci H and K to advance.

Another interesting observation is that the growth direction of CO: fingers follows the high-
momentum pathways defined as high-velocity flow paths of water in the porous medium that appear to
form downstream of the fluid-fluid front. In Fig. 4.13, the high-momentum pathways, marked in each
frame with arrows, indicate the direction of growth of the finger in the consequent frame. For example, in
frame 2, the high momentum path ahead of meniscus D demarcates the direction where the finger will
grow in frame 3. In frame 3, the high momentum pathway ahead of meniscus D splits into two branches,
and it is very interesting that in frame 4 COz has also split into two branches following along the high
momentum pathway of frame 3. Also, comparing frames 4 and 5 shows that meniscus I in frame 4
follows the high momentum pathway and splits into two branches. Another feature that can be identified
in these images is that, as reported by Armstrong and Berg [50], the pore drainage dynamics are nonlocal,

in the sense that events occurring in nearby pores are connected (This notion is counter to that embodied
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in pore-scale models employed in numerical simulations for which correlation of flow events in adjacent
pores in a local pore neighborhood is typically neglected [101][ref??]). For example, penetration of the
non-wetting phase into a specific pore may be accompanied by a meniscus retraction in another adjacent
pore. This is illustrated in Fig. 4.13 where in frames 4-7, as CO: displaces water and the fingers grow to
the left, meniscus A gradually retreats from its pore space. It is worth noting that the retraction of this
particular meniscus occurs in spite of the high-momentum pathway right above it. However, since this
meniscus is near the edge of the image, and the events occurring in its surrounding pores are not visible,
no conclusion can be made regarding the effect of the high momentum pathway on this particular

meniscus retraction.

4.2.2 Shear-induced circulation zones

Figures 4.14 and 4.15 present data from a separate drainage experiment at a flow rate of
0.05 ml/min (bulk velocity: 4.2 mm/s) at supercritical pressure of 80 bar and subcritical temperature of
24°C. The bulk flow direction is from left to right and the micro-model orientation is rotated 90 degrees
relative to that presented in the previous discussion and Figs. 4.2-4.13 (major axis of elliptic pillars now
normal to the bulk flow direction). This flow condition corresponds to a capillary number, Ca, of
approximately 9.8x106 and viscosity ratio, M, of 0.08. The Reynolds number in water and CO: based on
the bulk velocity and pore diameter is approximately 0.9 and 9.6, respectively. As indicated earlier in
chapter 1, due to the viscosity ratio of water (wetting phase) and CO2 (non-wetting phase), displacement
of water by COz2 in a porous medium occurs through penetration and growth of dendritic features called
fingers. This results in disconnected patches of water and CO: within the domain that can be either
mobile or immobile. In Fig. 4.14 a raw PIV image is presented which shows the distribution of the CO»-
rich phase (dark regions) and the aqueous phase (the regions with bright particles) after the CO2 front has

passed.
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One of the features noticeable in Fig. 4.14 is the thin water film covering the circumference of the
elliptic pillars of the silicon micro-model. This observation confirms that the micro-model is indeed
hydrophilic (water-wet). When the raw PIV images are viewed in sequence, the motion of the tracer
particles within these water films is easily perceptible. This motion is induced by shear from CO: flow,
which is also the underlying cause for the circulation zones observed near the fluid-fluid interfaces in
trapped water ganglia. This slow circulation is clearly evident when images are viewed in sequence and
can be quantified by computing the vorticity maps associated with the velocity fields. Such distributions
are illustrated in Fig. 4.15 by the ensemble-averaged (50 realizations) velocity vector field and the
overlaid vorticity contours. Positive and negative vorticity denote counterclockwise and clockwise
rotation, respectively.

In comparison to Fig.4.9, the noted shear-induced circulation zones in Fig.4.15 are stronger
which is primarily due to the higher flow rate (In Fig.4.15, the flow rate is 0.05 ml/min while it is
0.005 ml/min in Fig.4.9). In addition, since the micro-models for these two cases are geometrically
different, the flow patterns will be different as well. Another potentially contributing factor is the
viscosity ratio. The temperature in Fig.4.15 and Fig. 4.9 is 24°C and 40°C, respectively. Temperature
increase from 24°C to 40°C results in the viscosity ratio of CO2 to water changing from 0.08 to 0.03. As a
consequence, the shear-induced velocity gradient in water should also change. It is worth noting that, the
reason for running experiments at two different temperatures (24°C and 40°C) was to study the difference
in flow behavior under subcritical and supercritical CO2 temperatures. However, the collected data was
deemed insufficient for drawing any conclusions about the effects of temperature, and thus this matter is
not discussed any further.

Based on the direction of circulation inferred from water vorticity in Fig. 4.15, the direction of the
COz2 velocity adjacent to the menisci can be determined despite not being quantitatively tracked in this

experiment. In the regions highlighted with red rectangles in Fig. 4.15, the flow direction near the fluid-
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fluid interfaces is marked with blue arrows. In the left rectangle, the vorticity has opposite signs across
the CO:z stream, indicating that CO2 velocity is consistently from left to right (see the arrows) in the
vicinity of these menisci. In the right rectangle, the CO:z flow direction inferred from the direction of
circulation in water suggests that CO:z velocity has opposite directions across a single flow pathway. This
is a remarkable observation, implying that there are two COz streams flowing in opposite directions within
a single flow pathway defined by the geometry of the elliptic pillars combined with the flow restrictions
imposed on CO2 by trapped (i.e., immobile) water ganglia.

Both the observation of thin flowing water films along the elliptic posts and the occurrence of
circulation zones that highlight unique CO2 flow pathways owing to pore geometry and trapped water
ganglia are being reported here for the first time. The observation of these flow features was made
possible by the application of the micro-PIV technique that allows one to distinguish between active and
passive flow pathways, which refer to moving and stagnant regions in water, respectively. In this case, it
was observed that even the trapped water ganglia are not completely stagnant as there are circulation
zones near the fluid-fluid interfaces. In addition, although velocity in CO2 was not measured due to
technical obstacles for seeding of this fluid phase, valuable information about CO: flow can be inferred
from water velocity data.

The existence of the aforementioned circulation zones in water can have strong implications for
dissolution and transport in CO2 sequestration processes. For instance, solubility trapping is thought to
be rate-limited by the molecular diffusion of the dissolved CO2 away from the interface [21]. However,
the continuum-scale shear-induced circulation identified in the trapped water, and the concomitant
advective transport, will certainly enhance the dissolution beyond molecular effects. As a result, the time
scales associated with different trapping mechanisms (section 1.3.2), particularly solubility and mineral
trapping, may be substantially altered at the pore scale in a manner that is intimately tied to the pore-

scale flow dynamics. Unfortunately, none of the unique pore-scale flow dynamics reported herein are
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embodied in state-of-the-art pore-scale modeling methods used in reservoir-scale predictions of CO:
fate [102]-[104]. This may explain why such reservoir-scale simulations yield extremely poor predictions
of CO:2 fate in geologic formations compared to field observations from actual geologic sequestration

sites [105], [106].
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4.3 Figures and tables

Flow direction

Water

Figure 4.1 — Schematic diagram of the micro-model showing the field of view of the imaging system for data
presented in Figs. 4.2—4.13

Bulk flow direction I

—_—
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Figure 4.2 — Velocity vector field overlaid with velocity magnitude contours
Left: Ensemble average Right: Instantaneous
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Bulk flow direction A
— >
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Figure 4.3 — Instantaneous velocity fields showing unsteady flow before the appearance of COz. Only the flow field
in the water phase is resolved. A. Frame 1 — Steady periodic flow field, B. Frame 18 — Flow field becomes unsteady,
C. Frame 25 — COz appears. Arrows show location of max. velocity
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Bulk flow direction

—

2 mm/s —
Figure 4.5 — Velocity vector fields showing CO: front propagation (Refer to Fig. 4.4)
A. Frame 26 B. Frame 29 C. Frame 32 D. Frame 35 E. Frame 38
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Figure 4.6 — Ensemble average velocity field frames 40-64
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Figure 4.8 — Velocity vector fields during finger growth (Refer to Fig. 4.7)
A. Frame 65 B. Frame 66 C. Frame 67 D. Frame 68
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Figure 4.9 — Velocity vector field overlaid with vorticity contours depicting the circulation zones in water near the
fluid-fluid interfaces after the COz front has passed (Flow rate: 0.005 ml/min from left to right)
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Figure 4.10 — Probability density functions

A) Velocity component in the bulk flow direction (u) B) Velocity component normal to the bulk flow direction (v)
Q) Velocity magnitude, 1V | D) Velocity vector angle with respect to the bulk flow direction, ©
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Figure 4.11 — Zoomed-in view of probability density functions from Fig. 4.10A and B
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Figure 4.12 — Probability density function with error bars for
velocity magnitude in the transient multi-phase flow stage
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Figure 4.13 — Interfacial curvature and velocity vector field. High momentum pathways marked with arrows. Flow
from right to left. The letters correspond to the numbering of the menisci in Table 4.1.
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Figure 4.13 (Cont.) — Interfacial curvature and velocity vector field. High momentum pathways marked with
arrows. Flow from right to left. . The letters correspond to the numbering of the menisci in Table 4.1.
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Figure 4.13 (Cont.) — Interfacial curvature and velocity vector field. High momentum pathways marked with
arrows. Flow from right to left. The letters correspond to the numbering of the menisci in Table 4.1..
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Figure 4.14 — Raw PIV image depicting water as the regions with bright particles and CO: as dark regions.
Left: Elliptic pillars of the silicon micro-model outlined in red Right: Zoomed-in view of the image that shows the
water films covering the circumference of the pillars
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Figure 4.15 — Velocity vector field overlaid with vorticity map depicting the circulation zones in water near the
fluid-fluid interfaces (Flow rate: 0.05 ml/min from left to right)

100



Table 4.1 — Capillary pressure for menisci shown in Fig. 4.13

Capillary pressure, Pc [Pa]

Fram
Meniscus i 1 2 3 4 > 6 7

A 1082 1200 1265 1068 1082 687 797
B 882 817 749 753

C 746 862 984 850
D 1042 1181 1145 1242 1055 736 1128
E 876 876 869 984

F 928 1017 1017 1042

G 822 928 937

H 1017 1055 964 964 964
I 850 1006 1112 1006
J 904

K 955 1082 1112
L 742 850
M 937 984
N 912 1055
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5. Summary, conclusions, and recommendations

The flow of CO:2 in configurations relevant to CO: sequestration was investigated. The first
configuration was CO: flow in pipes and orifices at pressures and temperatures close to the critical point
of CO:z (74 bar, 31°C), which is of importance for CO2 transport in pipelines from sources (fossil fuel
power plants, for example) to storage sites (saline aquifers, for example). Also, injection of CO:z into
geological storage sites occurs at conditions near critical point of COz. In order to investigate the effects of
pressure and temperature on flow near the critical point, pressure drop in pipes was measured for
different inlet conditions (pressure, temperature, mass flow rate). Also, the shadowgraph technique was
applied in order to visualize the flow structure. In a second configuration, liquid/supercritical CO2 was
injected into two-dimensional porous micro-models saturated with water, which mimics the process of
injection and flow into saline aquifers. This flow configuration was studied using fluorescent microscopy
and micro-PIV by seeding the water phase with fluorescent tracer particles, and dyeing CO: with a
fluorescent dye. This allowed for measurement of the velocity field in the water phase, and tracking the

CO:z phase in the porous medium.

5.1 Summary and conclusions

5.1.1 Pipe flow and throttling

Pipe flow of CO:2 at near critical conditions demonstrated a seemingly complicated behavior
when viewed in terms of raw values of AP and m. The apparent complication has to do with the

occasional sensitivity to inlet temperature and the dependence of pressure drop on flow rate. In
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particular, in experiments that were performed in a 60-cm long stainless steel pipe with 6.35 mm (0.25 in)
outer diameter and 2.13 mm (0.084 in) inner diameter, it was established that at constant inlet pressure,
AP/L was insensitive to changes in inlet temperature when Tin > Terit, for the mass flow rates less than
5 g/s. At higher mass flow rates, AP decreased with decreasing temperature. Furthermore, few data
points seem to indicate that the smallest AP for a given mass flow rate and inlet pressure was always
observed at subcritical inlet temperature. However, it was also established that this seemingly
complicated picture in terms of raw quantities was drastically simplified if Reynolds number and friction
factor were defined in terms of inlet quantities. Then, the near-critical two-phase flow behaved in a
manner very closely predicted by the classical Moody chart for single-phase hydraulics!

This was rationalized using shadowgraph visualizations of the flow transition of CO: from a
supercritical state to a subcritical two-phase state, which are the first of their kind to the author’s
knowledge. During this transition, the two phases separate and create cell-like structures with very sharp
density gradients at the boundaries. The density difference leads to a buoyancy-driven separation of the
phases and results in an interface travelling in the direction of the flow and separating two regions of
essentially single-phase flow, which accounts for the agreement with the predictions of the Moody chart.

During Joule-Thompson throttling at the elevated pressures that are relevant for CO:
sequestration, near-critical CO2 was shown to undergo a cooling on the order of 0.5°C/bar of pressure
difference across the throttling orifice. The precise value of the Joule-Thompson coefficient increases with
increasing inlet enthalpy. There is a substantial difference of the measured coefficient with data currently
available from a NIST database, especially when hin < herit (although the order of magnitude agrees). This
was attributed to the way the NIST model was constructed as well as to the fact that the data that support

it were not taken at the elevated pressures relevant for CO2 sequestration.
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5.1.2 Flow in porous micro-models

An experimental setup with carefully selected optical filters, light sources, and fluorescent dyes
and particles, was developed to make application of the micro-PIV technique possible for this problem.
The drainage flow processes (displacement of water by CO2) was studied in an experiment conducted at
80 bar pressure 40°C temperature where CO2 was in supercritical state. For a value of the capillary
number, Ca, equal to 3.4x107 and viscosity ratio, M, equal to 0.03, the complete sequence of events
occurring prior to, during, and after CO: front invasion was recorded. Based on the velocity vector fields
obtained with micro-PIV in the water flow, three distinct flow stages were identified: i) the steady flow
before CO: enters the micro-model, ii) the passage of the CO: front and iii) the post-front-passage
evolution. During the passage of the CO: front, penetration of CO2 into the porous section was captured,
which occurred through very sudden and rapid growth of dendritic features (fingers). The peak velocity
in the field in this stage was 20-25 times greater than the bulk velocity. These velocities occurred even in
the opposite direction of the bulk flow. The sudden velocity jumps support the notion of Haines jump
during front propagation.

After the passage of the CO:2 front, the distribution of the two fluids remained unchanged. Water
appeared stagnant except for the shear-induced circulation zones observed in water near the fluid-fluid
interfaces. These circulation zones were further investigated in a separate experiment. The results
revealed an interesting flow feature whereby two CO: streams flowed in opposite directions within a
flow pathway. The existence of such flow features can have strong implications for dissolution and
transport in CO: sequestration processes, as the diffusion-limited processes may be enhanced
significantly due to the advective transport associated with the aforementioned shear-induced motion.

The variations of capillary pressure during CO: finger growth was also studied, at supercritical

pressure of 80 bar and subcritical temperature of 24°C, corresponding to Ca = of 9.8x106 and M = 0.08. The
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variations in the curvature of the menisci and the velocity field were considered along with each other to

understand the flow dynamics. The following conclusions can be drawn from those observations:

ii.

iii.

The growing branch of CO2 had the meniscus with the smallest radius of curvature.

The growth direction of CO: fingers followed the high-momentum pathways, which were
defined as high-velocity flow paths of water in the porous medium that appeared to form
downstream of the fluid-fluid front.

The drainage event in a pore is nonlocal and cooperative, in the sense that it can result in menisci
receding in pores far from the draining pore. This connection was observed in two locations

approximately five pores apart.

5.2 Recommendations for future work

The present experimental work provides a foundation for identifying the important steps for

future research in this area. In particular, the following directions are recommended for future research:

ii.

A key next step for future studies is high-speed flow visualization that would enable resolving
the high-velocity events in the flow, discussed in section 4.1. Interfacial velocities up to three
orders of magnitude greater than the bulk velocity have been reported in the literature [50]. Due
to the limited image acquisition rate used for micro-PIV, capturing the Haines jumps proved
elusive. Thus, it is crucial to employ a high-speed visualization system to resolve the high
velocities associated with these jumps.

An important parameter in multi-phase flow of immiscible fluids is the interfacial velocity. In
future work this velocity should be measured and its relationship with fluid velocity studied. It
must be noted that the interfacial velocity measurement would be most useful when carried out

with high-speed visualizations, because as discussed earlier in chapters 1 and 4, the interface
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iii.

iv.

Vi.

advances through velocity jumps resulting from sudden pressure bursts.

A limitation in this study was that the field of view covered only a fraction of the porous section
of the micro-model. As a result, the events occurring outside this field of view, which may affect
the flow within the field of view, were unknown. It is desirable to have a micro-model that is
narrow enough such that its entire width would be visible in the field of view. The trade-off,
however, is that the sidewall effects may become more significant and not negligible.
Nevertheless, the benefits of having the entire width of the micro-model in the field of view will
most probably outweigh its drawbacks. For instance, one major challenge in our experiments was
to capture the CO2 front when it first entered the porous section, which can be overcome with this
approach. Another possible approach to overcome this limitation is improving the optical system
to include a lens with higher numerical aperture (NA) that would yield a larger field of view.
However, relatively speaking, objective lenses with high NA usually have shorter working
distances, which might be incompatible with the 0.25-inch thickness of the sapphire window of
the pressure cell.

Another aspect of the experiments that can be improved is pressure measurement. In this work,
pressure was set to a constant value but its variations were not recorded. Accurate measurement
and recording of the pressure of each fluid phase, as well as the pressure difference across the
micro-model can help better understand the flow physics. Pressure data can be linked to the flow
events such as Haines jumps, and may explain the velocity fluctuations reported in section 4.1.
Future work should also entail studying flow in heterogeneous micro-models. The geometry of
porous media, and in particular its homogeneity, or lack thereof, have significant influences on
the flow phenomena. Two-dimensional porous micro-models can be fabricated using the
geometry of core samples, such as the micro-model used by Zuo et el. [38].

Seeding CO: with suitable tracer particles will allow velocity field measurement in the CO2 phase
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as well as the water phase. The challenges and roadblocks for finding such particles were
described in section 2.2.4. If overcome, simultaneous velocity measurement in both phases would

give a comprehensive picture of the flow field and the relevant phenomena.
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