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Abstract

This dissertation considers three topics. The first part discusses the pricing of American options under a

local volatility model and two jump diffusion models: Kou’s jump diffusion model and the Dupire system.

In Chapter 2, we establish partial differential complementarity systems for pricing American options under

the aforementioned three models. We also introduce two different discretization schemes, a finite difference

method and a finite element method, for the discretization of the complementarity systems into a collec-

tion of linear complementarity problems (LCPs). In Chapter 3, we discuss four popular existing numerical

algorithms—a PSOR method, a two phase active-set method, a semi-smooth Newton method and a pivoting

method—for solving LCPs that arise under Kou’s jump diffusion model and the Dupire system. The numeri-

cal results presented in the thesis summarize the effectiveness of each approach for solving the corresponding

LCPs.

In the second part, we consider the calibration problems of computing an implied volatility parameter

for American options under the Dupire system and the local volatility model. In Chapter 4, we formulate

the calibration problem as an inverse problem of the forward pricing problem, which is modeled as a dis-

cretized partial differential linear complementarity system in Chapter 2. The resulting inverse problem then

becomes an instance of a mathematical program with complementarity constraints (MPCC). Two methods

for solving MPCCs, an implicit programming algorithm (IMPA) and a new hybrid algorithm, are studied

in this dissertation. We test both algorithms and report their numerical performance for solving MPCCs

derived under the Dupire system and the local volatility model with synthetic and market data.

In the third part of this thesis, we investigate a new class of MPCCs, a doubly uni-parametric MPCC,

for which the calibration of American options under the Black-Scholes-Merton (BSM) model is a special

case. In particular, we consider one new algorithm for solving this problem when the problem matrices are

positive definite, and a second algorithm for the more general case when the matrices are merely positive

semi-definite. We study the convergence of both algorithms based on the local stability of the solutions

as well as the numerical performance of both algorithms for solving doubly uni-parametric MPCCs with

tridiagonal matrices, which are applicable for the calibration problems under the BSM model.
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Chapter 1

Introduction

Option contracts have been known for many decades, and are among the most actively traded securities

in the derivative market. Their prices are determined by other basic underlying assets, including stocks,

fixed income securities and commodities, etc. Options provide investors protection from unfavorable price

changes but at the same time benefit from favorable movements. To be more specific, the buyer of an option

gains the right, but not the obligation, to engage in a specific transaction by paying the premium. There are

mainly two basic kinds of options, a call option which assigns the holder the right to buy a certain asset at

a specific price and a put option which assigns the holder the right to sell a certain asset at a specific price.

The specific price is called the strike price. The action of buying and selling the underlying asset is called

exercising the option. Usually, each option has an expiration date. If the option is not exercised prior to the

expiration date, it becomes worthless. Based on the specific time periods at which options can be exercised,

we can categorize options into different types, European options and American options. European options

can only be exercised at their respective expiration dates, while American options can be exercised at any

time prior to their expiration dates. Accurate pricing of options is of vital importance for maintaining an

efficient derivative market. However, because of the possibility of early exercise, in general it is more difficult

to price American options than to price European options.

Various models have been proposed by researchers for the accurate pricing of options. Among them,

the most well-known option pricing model is the Black-Scholes-Merton (BSM) model in [BS73] and [Mer73].

One advantage of the BSM model is that it provides a closed-form formula for pricing European options.

Moreover, one can further hedge his position using such an option formula. However, BSM has its limitations

due to the basic assumptions of the model. First, BSM assumes that the price of the underlying asset follows a

geometric Brownian motion, which fails to capture the extreme movements observed in the market [MT97].

Second, BSM also assumes a fixed volatility for different strike prices, contradicting the volatility smile

exhibited by the implied volatility [EG02].

Alternative classes of models have been studied to remedy the deficiencies of the BSM model. One

popular class of models, the jump diffusion model employs a Levy process to capture the volatile behaviors,

1



such as jumps observed in the market. Jump diffusion models have been extensively studied by many

researchers, including Andersen and Andreasen in [AA00], Bates in [Bat96], Kou in [Kou02] and Merton in

[Mer76]. Another popular class of models is proposed based on the modification of the constant volatility

assumption in the BSM model. For example, the volatility is a function of the current underlying asset and

time in the local volatility model. This concept was first proposed by Dupire in [Dup94], Derman and Kani

in [DK94]. In a stochastic volatility model [HW87], the volatility is captured by another stochastic process.

Bates in [Bat96] expanded this stochastic volatility model by introducing jumps in the asset return process.

Later on, Duffie with his colleagues in [DPS00] further expanded the same model by allowing jumps in both

the asset return process and the variance process.

Once we determine a specific model for the option evaluation, we also need to know the parameters of

the specific model in order to price options accurately. As is known, these parameters are in general not

constants. Instead, they are highly complicated functions of deterministic and random factors. Different

approaches have been proposed to deal with the calibration problems of unknown parameters. Popular

calibration methods include statistical estimation methods based on historical data (see [Gib91]) and a

mathematical modeling of parameters (see [HW87], [JS87] and [ZFV98]). In addition to the above two

types of calibration methods, another popular approach to calibrate these parameters is by solving an

optimization problem formed from the observed values of the options. One way of utilizing the observed

values is by setting the objective function of the optimization problem as the minimization of the deviation

between theoretical prices and observed market prices. This idea was originally suggested by Rendleman in

[LR76] and empirically tested by Beckers in [Bec81].

In the case of American option pricing, we know there is no explicit formula or finite procedure for com-

puting the exact option prices. However, the price of an American option must satisfy a partial differential

complementarity system. Upon a suitable discretization of the partial differential complementarity system,

we obtain a finite-dimensional variational inequality, whose solution can be obtained by solving a linear com-

plementarity problem (LCP). Therefore, fast solution methods for solving general complementarity problems

and LCPs are of great importance to computational finance and also, one of the interests of this thesis work.

Traditional methods for solving complementarity problems and LCPs include semi-smooth Newton meth-

ods (see [HIK02] and [FP03a]) and pivoting methods (see [CPS09]). Other practical LCP solvers include

a projected successive over-relaxation (PSOR) method and its variants, such as the projected Gauss-Seidel

method [CPS09]. Recently, active-set methods have been used for solving LCPs with improved efficiency.

For example, Borici and Luethi in [BL05] proposed a simplex-like method for solving LCPs with Z-matrices.

In [IT04], Ikonen and Toivanen developed and tested four methods—a projected multi-grid method, an oper-
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ator splitting method, a penalty method and a component-wise splitting method—for solving LCPs. Their

numerical results further suggested that the component-wise splitting method had the best performance

among the four methods. Recently, Feng, Linetsky, Morales and Norcedal in [FLMN10] used a two phase

active-set method to solve LCPs arising from the pricing of American options. The two phase active-set

method combines iterations of the PSOR method together with reduced-space steps. It yields very good

numerical results, yet lacks a convergence proof. The convergence result of a variant of the two phase active-

set method is obtained in the subsequent paper [RFNP11]. Other popular treatment of LCPs arising from

American option pricing problems can be found in [HP98] and [WHD95]. In our study, we compare the

numerical performance of four LCP solvers, a PSOR method, a two phase active-set method, a semi-smooth

Newton method and a pivoting method for solving option pricing problems derived under different models

to gain a thorough perspective of the respective performances.

In terms of the calibration of option pricing models, we are particularly interested in calibrating the

unknown volatility parameter and adopt an optimization method to solve this class of calibration problems

in the thesis. Specifically, we use a discrepancy measure of the unknown volatility as the objective function

of the optimization problem. As mentioned in the previous paragraphs, the idea of using an optimization

approach to deal with the uncertain volatility is not new and many calibration methods have been proposed

for solving this class of optimization problems. In the case of European options, traditional methods used to

solve the optimization problems derived from the calibration problems include employing a relative entropy

minimization problem to calibrate the volatility function (see [Ave98]) and gradient descent methods (see

[LO97a] and [LO97b]). Coleman, Li and Verma in [CLV99] suggested using a 2-D spline approximation cou-

pled with a finite-dimensional constrained nonlinear optimization to reconstruct the smooth local volatility

function for European options. In the case of American options, Achdou and his co-authors in [AIP+04],

[AP05] and [Ach08] considered calibrating local volatility models using a finite element method. A non-

parametric calibration of the local volatility model has been proposed by Huang and Pang in [HP00], which

closely reproduced the observed market prices of American options. In Huang-Pang’s work, the calibration

of the local volatility function was formulated as a mathematical program with complementarity constraints

(MPCC) and solved by an implicit programming algorithm (IMPA). Expanding on Huang-Pang’s work, we

aim to develop a new calibration method that computes the two-dimensional local volatility function with

improved efficiency. The fundamental idea of this new method is to use special basis functions to construct

the volatility function. The utilization of the basis functions in the construction of the local volatility function

greatly reduces the size of the corresponding MPCC. In addition, we propose a new hybrid algorithm, which

combines both IMPA iterations together with a grid search method for solving the formulated MPCCs. By
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employing both IMPA and a grid search method, the new hybrid algorithm results in a potential acceleration

of the convergence.

In this thesis, we also consider solving a special class of MPCCs, doubly uni-parametric MPCCs. This

type of optimization problems can be used to calibrate the single volatility parameter in the BSM model. By

studying the special structure of the constraints in a doubly uni-parametric MPCC, we are able to develop

innovative computational techniques to solve the problem efficiently.

Overall, this thesis achieves three goals.

1. Conduct an extensive computational survey on the relative numerical performances of different solvers

for solving LCPs arising from pricing American style options under jump diffusion models. In particu-

lar, we study the numerical performance of three popular iterative LCP solvers, including a projected

successive over-relaxation (PSOR) method in [CPS09], a two phase active-set method in [FLMN10]

and a semi-smooth Newton method in [FP03a] along with a parametric pivoting method in [PC85].

2. Calibrate the volatility parameter based on the observed option prices. We follow the same approach

presented in [HP00] and solve the calibration problems of American options by reformulating them

as MPCCs. In our implementation, the objective function is chosen to minimize the square deviation

between the theoretical option prices and the observed market prices.

3. Inspired by the calibration problems of American options under the BSM model, we design efficient

algorithms to solve a special class of MPCCs, doubly uni-parametric MPCCs. We also establish

convergence results for our proposed algorithms under certain mild assumptions. Specifically, we prove

the convergence results of the proposed algorithms in the case that the objective functions are globally

Lipschitz and the associated matrices are positive definite/positive semi-definite.

The above tasks are challenging because of the following consideration:

1. We encounter the curse of dimensionality when solving MPCCs with constraints of large sizes. For

example, the dimension of our calibration problems of American options depends on both the sizes of

the time and space discretizations. Therefore, it can be quite computationally expensive to calibrate a

volatility function with a fine discretization. We would like to design an effective technique to handle

MPCCs with large complementarity constraints.

2. One existing approach to solve MPCCs is to apply a descent-type method. Such an approach was first

discussed in [PHR91], later expanded in [LPR96] and used in [HP00] for solving calibration problems

of American options under the local volatility model. The fundamental idea of the algorithm is based
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on the fact that a directional derivative of the solution to the complementarity constraints is the

solution to a mixed LCP of reduced size along any direction (see [CPS09]). However, there is no

convergence results of the algorithm at this point. In particular, we would like to design an efficient

algorithm with guaranteed convergence for solving a special type of MPCCs, doubly uni-parametric

MPCCs. We also would like to extend the new algorithm to solve more general MPCCs where the

constraints on the associated matrices of MPCCs are more relaxed. Hence, the nature of our problems

necessitates the development of new theories and techniques. We accomplish the task by conducting

comprehensive studies of the special structure of the complementarity constraints in the doubly uni-

parametric MPCCs.

The organization of this thesis is presented as follows. We first introduce the dynamics of the financial

market and different models that are used in this thesis the pricing of American options in Chapter 2. Those

models include the classic Black-Scholes-Merton model [BS73], the local volatility model, Kou’s jump diffu-

sion model [Kou02] and the Dupire system [Dup94]. We then present two popular discretization schemes,

the finite difference method and the finite element method for transforming the complementarity systems

derived under the aforementioned models into LCPs. Next, we present four different algorithms for solving

LCPs arising from the pricing of American options under different models in Chapter 3. Those include a

projected successive over-relaxation (PSOR) method in [CPS09], a two phase active-set method which com-

bines iterations of the PSOR method with reduced-space steps in [FLMN10], a semi-smooth Newton method

in [FP03a] and a parametric pivoting method in [CPS09]. We also report their numerical performances for

solving the corresponding LCPs derived under different jump diffusion models. In Chapter 4, we calibrate

the volatility parameter of American options via solving its reformulation as an MPCC. In particular, we

solve the corresponding MPCC by modifying the existing IMPA employed in [HP00]. This modification

greatly enhances IMPA’s capability of solving MPCCs with large constraints. We test the modified IMPA

for solving calibration problems derived under both the Dupire system and the local volatility model with

different discretizations. The numerical performance of the modified IMPA is also compared with that of a

grid search method to achieve a better understanding of the modified IMPA. In the latter part of Chapter 4,

we also propose a hybrid algorithm developed from IMPA to further improve the computational efficiency.

This hybrid algorithm, combing both IMPA iterations along with a grid search method, has greatly accel-

erated the convergence under our experiments. In Chapter 5, we developed two innovative algorithms for

solving a specific type of MPCCs, doubly uni-parametric MPCCs. The two algorithms are designed for

solving doubly uni-parametric MPCCs with different associated matrices. One is developed for the case of

positive definite matrices, while the other is developed for the case of positive semi-definite matrices. For
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each algorithm, we first present a detailed description of the method, followed by new theories related to the

convergence result of the algorithm. We then test the two new algorithms along with a one-dimensional grid

search method and IMPA for solving doubly uni-parametric MPCCs. We summarize the numerical results

in the last section of Chapter 5.
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Chapter 2

Linear complementarity problems
arising in American option pricing

As mentioned earlier in the introduction, when the price of an underlying asset follows a diffusion process,

like the geometric Brownian motion, an American option pricing problem can be reformulated into a partial

differential complementarity problem. Once discretized in space and time, the complementarity system can

be converted into a large LCP solvable via a sequence of small LCPs. In this chapter, we will be mainly

focusing on the reformulation of the evaluation problems of American options. Specifically, in Section 2.1,

we review of the dynamics of a financial market and some existing popular models, including Kou’s jump

diffusion model, the Dupire system and a local volatility model. In Section 2.2, we then introduce the partial

differential complementarity systems derived under the aforementioned models for the pricing of American

options. We also present a detailed description of two discretization schemes, a finite difference method and

a finite element method. Both schemes are then used to transform the complementarity systems derived

under different models into LCPs.

2.1 Option pricing models

In this section, we first introduce the basic dynamics of a financial market, followed by some popular models

other than the BSM model. These include a general jump diffusion model, which captures the volatile

movements of the underlying asset by the introduction of a jump part, and a local volatility model, which

explains the volatility smiles observed from the equity market.

2.1.1 Background: a financial market

One of the most fundamental assumptions about the financial market is that a stock price follows a

continuous-variable and continuous-time process known as a geometric Brownian motion. To be more spe-

cific, suppose we have a time variable t which takes values from a finite interval [0, T ], T being the maturity

of an option on the stock, and a constant positive risk-free interest rate r > 0, then any risk-free asset Dt
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and stock St can be described by the following stochastic differential equations:

dDt = rDttdt,

dSt = µStdt+ σStdBt,

(2.1)

with µ being a constant drift rate and σ > 0 being a constant volatility for all t ∈ [0, T ]. Here Bt, t ∈ [0, T ], is

a standard Brownian motion with a mean change of zero and a variance rate of 1.0 per year. This stochastic

process was first used by botanist Robert Brown in 1827 to describe the motion of a particle that was

subject to large numbers of small molecular shocks. The process Bt is characterized by the following three

properties:

• B0 = 0 almost surely.

• The function t→ Bt is continuous almost surely.

• Bt has independent increments with Bt −Bs ∼ N(0, t− s) for any t > s > 0.

Notice that in the last property, by independency we mean that for any 0 ≤ s1 < t1 ≤ s2 < t2, we have

Bt1 − Bs1 and Bt2 − Bs2 are independent random variables. More details about the Brownian motion and

the basic assumptions of the financial market can be found in [Hul09, Chapter 9].

2.1.2 Jump diffusion model

The classic option pricing model is the Black-Scholes-Merton model. As mentioned earlier in the introduction,

one of the drawbacks of the BSM model lies in the fact that the model does not allow jumps in the asset

prices under the continuous stock prices assumption. Therefore, one of the natural extension of the BSM

model is to introduce jumps in the asset prices to capture dramatic movements in the market.

If at time t the stock price jumps, we use St− and St to denote the stock prices before and after the jump

takes place in a jump diffusion model. Similar to the second stochastic differential equation of (2.1), we can

write the equation, which governs the underlying asset price St under a jump diffusion model as follows.

dSt
St−

= µdt+ σdBt + d

(
Nt∑
i=1

(Ji − 1)

)
, (2.2)

which is equivalent to

St = S0 exp

(
(µ− 1

2
σ2)t+ σBt

) Nt∏
i=1

Ji.
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Usually, we apply a log transformation to St for the sake of computation. Let xt = log(St) − logK, it is

easy to verify that xt is ruled by the stochastic differential equation

dxt = (µ− 1

2
σ2)dt+ σdBt + dĴt,

where Ĵt =
∑Nt
i=1 log(Ji). Notice that we multiply the stock price by a random variable Ji at the i-th jump.

In this thesis, we consider the case where Ĵt =
∑Nt
i=1 Zi is a compound Poisson process with rate λ and

independent, identically distributed jump magnitude {Z}. Therefore, we have Ji = J ≡ eZ . Moreover, we

have

µ = r − q + λ
(
1−E(eZ)

)
, (2.3)

with q being the dividend of the underlying asset under the equivalent martingale measure. This is because

the expected change of St in a small time interval is

µSt∆t+ E(J − 1)λSt∆t.

Under the equivalent martingale measure, we require the expected change to be (r−q)St∆t. Hence, condition

(2.3) holds. The distribution of the jump magnitude Z varies among different models. We present two special

cases of the jump diffusion models, the BSM and Kou’s jump diffusion model as follows.

• When J ≡ 0, the jump diffusion model becomes the classic BSM model [BS73]

dSt = µSt + σStdBt. (2.4)

• When the magnitude distribution Z is a double exponential distribution with density

p(z) = pη1e
−η1z1{z≥0} + (1− p)η2e

η2z1{z<0}, (2.5)

then we obtain Kou’s jump diffusion model [Kou02]. We again have the equivalent martingale measure

imposing the following condition on the parameters of Kou’s jump diffusion model:

µ = r − q + λ
(
(1− p)(η2 + 1)−1 − p(η1 − 1)−1

)
. (2.6)

The jump diffusion model is mainly proposed to explain the skew effects of option prices observed in the

market. However, it has its own limitations. The jumps tend to be averaged out over the long run in the
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jump diffusion model. Hence, it does not work particularly well with options having longer maturities due

to its inablility to produce enough skewness for those options.

2.1.3 Local volatility model

Notice that in both the BSM model and a jump diffusion model (2.2), the volatility parameter is constant

throughout the whole process. However in practice, we know that traders usually assume that the volatility

is dependent upon the strike price, the price of the current underlying asset and the maturity of the option.

Therefore, to relax the constant restriction on the volatility, a local volatility model is proposed. In a local

volatility model, the constant volatility is replaced by a function of time and the underlying asset as σ(St, t).

Similar to the stochastic differential equation in the BSM model (2.4), the stock price St follows

dSt = µSt + σ(St, t)StdBt (2.7)

under a local volatility model. The local volatility model was first introduced in [DK94] and [Dup94]. The

main purpose of calibrating such a model is to find a volatility function σ(St, t) which produces option prices

that closely match the observed market prices. This model not only explains the relationship between a

volatility smile and the risk-neutral probability distribution taken by the stock price St, but also is used as

a pricing tool for the evaluation of exotic options and other derivatives.

2.2 Linear complementarity systems of various models

In this section, we present the partial differential complementarity systems obtained under jump diffusion

models and a local volatility model, as well as two popular discretization schemes for transforming the

corresponding complementarily systems into LCPs. Before we present the complementarity systems derived

under different models, we first introduce a few definitions which are frequently used in this work and highly

related to our pricing problems, followed by the assumptions that we employ throughout this thesis.

For 0 ≤ t ≤ T , we use Vt to denote the value of an option, which can be viewed as a continuous function

of the asset price St and time t: Vt = V (St, t). If an option is not exercised before maturity, then its value

equals its payoff function at the expiry time. Let K be the strike price of an option. For a call, the payoff

function Ψ(St) = max(St −K, 0) is the profit obtained by exercising the option immediately. Therefore, if

ST > K, then the holder will choose to exercise the option and get an instant profit ST −K; otherwise, the

option will not be exercised and become valueless. Hence, the value of a call option at the maturity can be
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written as

V (ST , T ) = max(ST −K, 0) = (ST −K)+.

Similarly, the payoff function for a put option is Ψ(St) = max(K − St, 0), and the value of a put option at

the maturity can be written as

V (ST , T ) = max(K − ST , 0) = (K − ST )+. (2.8)

In order to price options, assumptions about the financial market are required. Throughout this thesis,

we assume that the following statements are true:

1. There are no transaction costs.

2. Borrowing and lending are possible at risk-free interest rates.

3. There is no arbitrage in the market.

Based on the above assumptions, especially the arbitrage-free argument, we can transform American option

pricing problems into complementarity systems.

2.2.1 Complementarity systems

In this subsection, we mainly focus on presenting the complementarity systems formulated from American

pricing problems under the Black-Scholes-Merton model, the local volatility model, Kou’s jump diffusion

model and its variant: the Dupire system. The essence of the formulation is based upon the arbitrage-free

argument. In the aforementioned financial market, we construct a portfolio of an option and the underlying

asset in such a way that the return of this portfolio is bounded above by the risk-free interest rate. By

imposing this constraint, we can derive the corresponding complementarity systems under different models.

Complementarity system of the BSM model

Under the basic framework of the Black-Scholes-Merton model [BS73], we can construct a risk-free portfolio

that consists of the option and the stock such that the return of the portfolio is deterministic for an European

option. By using the equivalent martingale measure, we again obtain the following classic Black-Scholes

partial differential equation that is satisfied by the value of an European option:

∂V

∂t
+

1

2
σ2(S, t)S2 ∂

2V

∂S2
+ (r − q)S ∂V

∂S
− rV = 0. (2.9)
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However, condition (2.9) will no longer hold throughout the lifetime of an American option due to its early

exercise feature. Instead, the arbitrage-free argument leads to the following complementarity system that

must be satisfied by an American option under the BSM model. For t ∈ [0, T ] and S ∈ [0,+∞),

∂V

∂t
+

1

2
σ2(S, t)S2 ∂

2V

∂S2
+ (r − q)S ∂V

∂S
− rV ≤ 0,

V ≥ Ψ,(
∂V

∂t
+

1

2
σ2(S, t)S2 ∂

2V

∂S2
+ (r − q)S ∂V

∂S
− rV

)
· (V −Ψ) = 0,

(2.10)

with terminal condition

V (S, T ) = Ψ(S), S ∈ [0,+∞).

The first two inequalities of system (2.10) describe the properties of a risk-free portfolio that consists of

an American option and the stock. Due to the early exercise feature, the return of this portfolio is always

smaller or equal to the risk-free interest rate. Moreover, since the owner of an American option can choose

to exercise the option at any time before its maturity, the value of an American option must be greater or

equal to its payoff value. Hence, the first two inequalities of (2.10) hold. In addition, for any given state

(St, t), the owner of an American option can choose either to exercise or to keep the American option. If the

option is exercised, then the value of the option is equal to its payoff value; else the option is not exercised,

then it can be treated as an European option. Therefore, the option must satisfies condition (2.9). Hence,

the complementarity system in (2.10) follows.

In general, the solution to the complementarity system (2.10) does not have an explicit form. Hence,

we apply discretization schemes to solve the system numerically. One usual approach is to transform the

complementarity system (2.10) into a large LCP and apply LCP solvers to solve the corresponding LCP. In

this thesis, we adopt this approach and apply different existing solvers to solve complementarity systems of

form (2.10). Discussion about the existence and uniqueness of a solution to system (2.10) can be found in

[JLL90].

Complementarity system of a local volatility model

Notice that the only difference between the BSM model and a local volatility model is that the constant

volatility σ of the BSM model is replaced by a volatility function σ(St, t). By following the same arbitrage-

free argument discussed above, we can derive the conditions that must be satisfied by V (St, t) in the local

volatility model. We present the complementarity system satisfied by V (St, t) under the local volatility
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model as follows. For t ∈ [0, T ] and S ∈ [0,+∞),

∂V

∂t
+

1

2
σ2(S, t)S2 ∂

2V

∂S2
+ (r − q)S ∂V

∂S
− rV ≤ 0,

V ≥ Ψ,(
∂V

∂t
+

1

2
σ2(S, t)S2 ∂

2V

∂S2
+ (r − q)S ∂V

∂S
− rV

)
· (V −Ψ) = 0,

(2.11)

with terminal condition

V (S, T ) = Ψ(S), S ∈ [0,+∞).

Note that the only difference between (2.10) and (2.11) is that we replace σ by σ(S, t).

Complementarity system of Kou’s jump diffusion model

Now we consider the complementarity system derived under Kou’s jump diffusion model. In this model, we

assume the jump magnitudes {Zi} are independent random variables with a density function p(z) given in

(2.5). Therefore, the value of an American option satisfies the following partial integro-differential inequalities

(see [Tan04] for a detailed derivation). For t ∈ [0, T ] and S ∈ [0,+∞),

∂V

∂t
+

1

2
σ2S2 ∂

2V

∂S2
+ µS

∂V

∂S
+

∫
R

(V (Sez, t)− V (S, t)) ν(z)dz − rV ≤ 0,

V ≥ Ψ,(
∂V

∂t
+

1

2
σ2S2 ∂

2V

∂S2
+ µS

∂V

∂S
+

∫
R

(V (Sez, t)− V (S, t))ν(z)dz − rV
)
· (V −Ψ) = 0,

(2.12)

with terminal condition

V (S, T ) = Ψ(S), S ∈ [0,+∞).

Here, ν(·) represents the Levy density of the underlying process St. In Kou’s jump diffusion model, it is

calculated by

ν(z) = λp(z).

For the convenience of discretization, we apply a log transformation xt to the stock price St: St = Kext ,

where K is the strike price of the American option. By applying the chain rule to complementarity system

(2.12), we then obtain the complementarity system satisfied by Vt in terms of xt. For simplicity, we only
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present the resulting complementarity system without the derivation. For t ∈ [0, T ] and x ∈ (−∞,+∞),

∂V

∂t
+

1

2
σ2 ∂

2V

∂x2
+ (µ− 1

2
σ2)

∂V

∂x
+ λ

∫
R

(V (x+ z)− V (x)) p(z)dz − rV ≤ 0,

V ≥ Ψ,(
∂V

∂t
+

1

2
σ2 ∂

2V

∂x2
+ (µ− 1

2
σ2)

∂V

∂x
+ λ

∫
R

(V (x+ z)− V (x)) p(z)dz − rV
)
· (V −Ψ) = 0,

(2.13)

with terminal condition

V (x, T ) = Ψ(Kex), x ∈ (−∞,+∞).

Complementarity system of the Dupire system

In system (2.12), the price of an American option is calculated as a function of the stock price St and

the current time t. In addition, the American option price can also be expressed in terms of the strike

price K and the option maturity T . We can derive the corresponding complementarity system satisfied by

V (K,T ) from system (2.12) by the change of variables. The complementarity system satisfied by V (K,T )

is summarized as follows. For T ∈ [0,∞) and K ∈ [0,∞),

∂V

∂T
− LV ≥ 0,

V −Ψ ≥ 0,

(V −Ψ)

(
∂V

∂T
− LV

)
= 0,

(2.14)

with the initial condition

V (0,K) = Ψ(K), K ∈ [0,∞).

Here, LV = σ2K2

2
∂2V
∂K2 − µK ∂V

∂K − (r − µ)V +
∫
R

(ezV (Ke−z, T )− V (K,T )) ν(z)dz.

The complementarity system (2.14) was first proposed by Dupire in [Dup94]. Such a system can be

coupled with a calibration problem to greatly reduce the computational efforts. Specifically, for a given stock

price and time to maturity, system (2.14) computes prices of multiple American options with different strike

prices. System (2.12) derived under Kou’s jump diffusion model computes only the price of an American

option with a given strike price. If in a calibration problem, we are given prices of multiple American options

with different strike prices, then working under the Dupire system instead of Kou’s jump diffusion model

leads to solving an optimization problem with fewer complementarity constraints (see Chapter 4 for more

discussions).

The derivation of the Dupire system (2.14) is quite straightforward and presented as follows. Without loss
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of generosity, we use an American put option as an example to illustrate this derivation. For an American

option, we can write the option price as a function of the current time t, the asset price S, the strike price K

and the option maturity T . As shown in [Shr04, Chapter 8], the American put option price is the solution

to the optimal stopping problem

V (t, S, T,K) = sup
T≥τ≥t

Et,0[e−r(τ−t)(K − Sexτ )+]

= sup
T−t>τ≥0

E0,0[e−rτ (K − Sexτ )+].

(2.15)

Here, xt is the process for the log return of the underlying asset and Et,x is the expectation conditioning on

xt = x. Denote g(t, y) ≡ supt≥τ≥0 E0,0[e−rτ (1− yexτ )+], then equation (2.15) is equivalent to

V (t, S, T,K) = sup
T−t≥τ≥0

KE0,0[e−rτ (1− S

K
exτ )+]

= Kg

(
T − t, S

K

)
.

(2.16)

Given the above expression (2.16) of V (t, S, T,K), it is easy to verify that the following equations hold:

∂V

∂T
= −∂V

∂t
,

∂V

∂K
=
V

K
− S

K

∂V

∂S
,

∂2V

∂K2
=
S2

K2

∂2K

∂x2
.

(2.17)

By substituting (2.17) to (2.12), we obtain the complementarity system (2.14).

We again apply a log transformation to the strike price K in system (2.14) for the convenience of the

numerical implementation. For simplicity, we replace the variable T in (2.14) by t, and define

ψ(x) ≡ Ψ(Sex), ū(x, t) ≡ V (Sex, t).

Then ū(x, t) solves the following complementarity system. For t ∈ [0,+∞) and x ∈ (−∞,+∞),

∂ū

∂t
−Aū− Bū ≥ 0,

ū− ψ ≥ 0,(
∂ū

∂t
−Aū− Bū

)
(ū− ψ) = 0,

(2.18)
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where

Aū =
σ2

2

∂2ū

∂x2
− (µ+

σ2

2
)
∂ū

∂x
− (r − µ+ λ)ū,

Bū =

∫
R

ezū(t, x− z)v(z)dz.

To numerically solve system (2.18), we restrict our problem on a bounded computational domain x ∈

Ω ≡ [x, x̄] and t ∈ [0, T ]. We further simplify the complementarity system (2.18) by defining u = ū − ψ.

Then system (2.18) is equivalent to the following complementarity system. For t ∈ [0, T ] and x ∈ Ω,

∂u

∂t
−Au− Bu−Aψ − Bψ ≥ 0,

u ≥ 0,(
∂u

∂t
−Au− Bu−Aψ − Bψ

)
u = 0,

(2.19)

with initial condition

u(x, 0) = ψ(x), x ∈ Ω. (2.20)

Throughout this thesis, we solve complementarity systems (2.10), (2.11) and (2.19) obtained from the forward

option pricing problems by discretizing them as linear complementarity problems. Different discretization

methods have been proposed by researchers to transform the complementarity systems into linear comple-

mentarity problems. We mainly use two popular discretization schemes, a finite difference method and a

finite element method in this thesis. We demonstrate the discretization schemes by applying them to the

complementarity systems obtained under the Dupire system and the local volatility model. Before presenting

the details of the finite difference method and the finite element method, we begin with the review of a linear

complementarity problem (LCP) and some properties of the LCP which are closely related to our pricing

problems. Based on these properties, we can analyze the existence and the uniqueness of the solutions to

the corresponding LCPs, and develop effective algorithms to obtain the approximate solutions.
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2.2.2 Linear complementarity problem and related properties

In the mathematical optimization theory, a LCP searches for a vector z ∈ Rn with a given vector q ∈ Rn

and a given matrix M ∈ Rn×n such that

z ≥ 0,

q +Mz ≥ 0,

zT (q +Mz) = 0.

(2.21)

For simplicity, we refer the above LCP as LCP (q,M), and denote the solution set of the LCP (q,M) as

SOL(q,M).

The structure of the associated matrix M plays an important role to the solution of the LCP (q,M).

There is a special class of matrices such that if M belongs to this special class of matrices, then for any

q ∈ Rn, there is a unique solution to the LCP (q,M). This special class of matrices are called P-matrices.

We now present the definition of a P-matrix and its key properties [CPS09, Section 3.3] as follows.

Definition 2.2.1 (P-matrix). A matrix M ∈ Rn×n is said to be a P-matrix if the determinants of all principal

sub-matrices of M are positive.

The key characterizations of a P-matrix are summarized in the following theorem:

Theorem 2.2.2. Let M ∈ Rn×n, the following statements are equivalent:

(1) A matrix M is a P-matrix.

(2) M reverses the sign of no non-zero vector, i.e.,

zi(Mz)i ≤ 0 for all i = 1, 2, . . . , n⇒ z = 0. (2.22)

(3) All real eigenvalues of M and its principal sub-matrices are positive.

(4) The LCP (q,M) has a unique solution for all constant vectors q ∈ Rn; moreover, the solution z(q) as a

function of q is Lipschitz continuous.

Here, by a principal sub-matrix of M , we mean any matrix of the form Mαα with α ⊆ {1, 2, . . . , n}.

Detailed proof of Theorem 2.2.2 can be found in [CPS09, Chapter 3]. Notice that from the last statement of

the above theorem, we know that the P-property of a matrix M guarantees the existence and the uniqueness

of the solution to the LCP (q,M). In addition, we can decide whether a matrix is a P-matrix or not by using
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the third statement of Theorem (2.2.2). In this work, we choose discretization steps properly so that the

associated matrices of all LCPs transformed from the complementarity systems are P-matrices. Particularly,

they belong to a special subclass of P-matrices, strictly row diagonally dominant matrices.

Definition 2.2.3 (row diagonally dominant). A matrix M ∈ Rn×n is row diagonally dominant if for i =

1, 2, . . . , n,

|Mii |≥
∑
j 6=i

|Mij | .

When the strict inequality holds for all i, the matrix M is called a strictly row diagonally dominant matrix.

For any row strictly diagonally dominant matrix, we have the following theorem:

Theorem 2.2.4. If M ∈ Rn×n is a strictly row diagonally dominant matrix with positive diagonal entries,

then M is a P-matrix; moreover for any vector q ∈ Rn, the LCP (q,M) has a unique solution.

Based on Theorem 2.2.4, we know that if we choose the discretization steps properly, the associated

matrix of the LCP obtained from the pricing problem can be a strictly row diagonally dominant matrix with

positive diagonal entries. Hence, there is a unique solution to the corresponding LCP for any payoff function

and boundary condition.

Now we have introduced the definition of LCP and its related properties, we present two popular dis-

cretization schemes, the finite difference method and the finite element method, used for the transformation

of complementarity systems into linear complementarity problems in rest of this section. We illustrate each

discretization scheme by applying them to our complementarity systems obtained in Section 2.2.1. Notice

that in our study, we mainly use the finite difference method to discretize the complementary system de-

rived under the local volatility model (2.11), and the finite element method to discretize the complementarity

system derived under the Dupire system (2.19). We start our illustration with the finite difference method.

2.2.3 Linear complementarity system of the local volatility model

We follow [HP00] and resort to a finite difference method for approximating the partial differential comple-

mentarity system (2.11). We first truncate the state variable S into a finite range [0, Smax], and construct a

regular grid of size R × Q on the closed region [0, Smax] × [0, T ]. Here, Q > 0 is the discretization number

for the space variable S, and R > 0 is the discretization number for the time variable t. Let

δt =
T

Q
, and δS =

Smax

R
,
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then any grid point on the above grid can be defined as (Si, tm) with

Si = iδS, i = 0, 1, . . . , Q,

tm = mδt, m = 0, 1, . . . , R.

Similar to [HP00], we use the following expressions to approximate the first and second partial derivatives

appeared in system (2.11):

∂V (S, t)

∂t
=
V (S, t+ δt)− V (S, t)

δt
+O(δt),

∂V (S, t)

∂S
=θ

V (S + δS, t)− V (S − δS, t)
2δS

+(1− θ)V (S + δS, t+ δt)− V (S − δS, t+ δt)

2δS
+O

(
(δS)2

)
,

∂2V (S, t)

δS2 =θ
V (S + δS, t)− 2V (S, t) + V (S − δS, t)

δS2

+(1− θ)V (S + δS, t+ δt)− 2V (S, t+ δt) + V (S − δS, t+ δt)

δS2 +O
(
(δS)2

)
,

(2.23)

with θ ∈ [0, 1] being a given parameter. The finite difference approximation is called an explicit approxima-

tion when θ = 0. In this case, the discretization scheme actually uses three points, V (S, t+δt), V (S−δS, t+δt)

and V (S+δS, t+δt) of time t+δt to approximate V (S, t) of time t. Such a method can be viewed as a special

case of pricing American options on a trinomial tree. The approximation is called an implicit approximation

when θ = 1. Notice that when θ = 1, three points, V (S, t), V (S − δS, t), V (S + δS, t) of time t are used to

approximate the first and second partial derivatives of V (S, t) with respect to variable S in system (2.11).

We call the approximation a Crank-Nicolson approximation when θ = 0.5. This method can be viewed as

a mix of the explicit and the implicit approximations. Six points on the grid are involved when using the

Crank-Nicolson approximation. In Figure 2.1, we show the difference between the implicit and the explicit

approximations.

To fully solve the linear complementarity problem obtained from system (2.11), we need to impose some

boundary conditions on the grid points V (0, tm) and V (Smax, tm) for m = 0, 1, . . . , R − 1. In our study,

we mainly consider pricing American put options and impose the following boundary conditions on the

American put options. For m = 0, 1, . . . , R− 1,

V (0, tm) = Ψ(0) = K,

V (Smax, tm) = Ψ(Smax) = (K − Smax)+.
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Figure 2.1: Difference between the implicit and explicit finite difference methods.

Combing the approximation (2.23), the terminal and boundary conditions on V (S, t), we now can solve for

the unknown option values V (iδS,mδt), i = 1, 2, . . . , Q− 1 and m = 0, 1, . . . , R− 1. Denote

V mi ≡ V (iδS,mδt),

σmi ≡ σ(iδS,mδt),

for i = 0, 1, . . . , Q, and m = 0, 1, . . . , R. Together with the boundary and the terminal conditions

V m0 = Ψ(0) = K,

V mQ = Ψ(Smax) = (K − Smax)+,

V Ri = Ψ(iδS) = max (K − iδS, 0), i = 1, 2, . . . , Q,

we approximate system (2.11) by R LCPs, each of order (Q − 1). Specifically, at time t = mδt, m =

0, 1, . . . , R− 1, we have

0 ≤ Vm −Ψm ⊥ (dm + qm+1 + MmVm) ≥ 0, (2.24)

where

Vm ≡


V m1

...

V mQ−1

 , dm ≡


dm1
...

dmQ−1

 ,
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with entries

dmi =



1
2

(
θV m0 + (1− θ)V m+1

0

) (
r − q − (σm1 )2

)
, i = 1,

− 1
2

(
θV mQ + (1− θ)V m+1

Q

)(
(Q− 1)(r − q) + (Q− 1)2(σmQ−1)

2
)
, i = Q− 1,

0, otherwise,

and qm+1 = M̂mVm+1.

The associated matrices Mm and M̂m can be calculated explicitly and take the following forms:

Mm ≡



b1 c1 0 0 . . . 0

a2 b2 c2 0 . . . 0

0 a3 b3 c3 . . . 0

0 0 a4 b4 . . .
...

...
...

...
...

. . . cQ−2

0 0 0 . . . aQ−1 bQ−1


, M̂m ≡



b̂1 ĉ1 0 0 . . . 0

â2 b̂2 ĉ2 0 . . . 0

0 â3 b̂3 ĉ3 . . . 0

0 0 â4 b̂4 . . .
...

...
...

...
...

. . . ĉQ−2

0 0 0 . . . âQ−1 b̂Q−1


,

with entries

ai ≡ −
1

2
θ(σmi )2i2 + θ

(r − q)i
2

,

bi ≡
1

δt
+ θ(σmi )2i2 + r,

ci ≡ −
1

2
θ(σmi )2i2 − θ (r − q)i

2
,

âi ≡ −
1

2
(1− θ)(σmi )2i2 + (1− θ) (r − q)i

2
,

b̂i ≡ −
1

δt
+ (1− θ)(σmi )2i2,

ĉi ≡ −
1

2
(1− θ)(σmi )2i2 − (1− θ) (r − q)i

2
.

Notice that both Mm and M̂m are asymmetric tridiagonal matrices with entries dependent upon the finite

difference method, the time variable t and the space variable S. This is because in the local volatility model,

the volatility is no longer a constant but a function of the time and the space variables. Hence, the time

and space variables affect the LCPs via the volatility function.

According to Theorem 2.2.4, the existence and the uniqueness of the solution to LCP (2.24) are deter-
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mined by the structure of the associated matrix Mm, m = 0, 1, . . . , R− 1. When

1

δt
+ r ≥ Q|r − q|, (2.25)

it is easy to verify that the matrix Mm is strictly row diagonally dominant, and hence a P-matrix for all

m = 0, 1, . . . , R − 1 and θ ∈ [0, 1]. Therefore, all the LCPs (2.24) are solvable and have unique solutions.

Accordingly, the solution to the original option pricing problem exists and is unique. Throughout the thesis,

we assume condition (2.25) is satisfied.

2.2.4 Linear complementarity system of the Dupire system

Another popular approach for transforming a complementarity system into a linear complementarity problem

is through a finite element method. This method uses many simple element equations over small subdomains,

named finite elements, to approximate a more complex equation over a larger domain. In this thesis, we

follow a similar approach adopted by [FL08] and [FLMN10], and apply a finite element method to transform

the complementarity system (2.19) into a linear complementarity problem.

To begin with, we restrict our problem on a bounded domain Ω = [x, x̄] and impose the following

boundary condition on ∂Ω = {x, x̄}:

u(t, x) = 0, t ∈ [0, T ], x ∈ ∂Ω.

We multiply both sides of the first inequality of system (2.19) by w(x) − u(x). Here, w(x) ≥ 0 is a test

function. It is square-integrable on Ω, vanishes on ∂Ω, and has a first derivative that is also square-integrable

on Ω. We then integrate the above result over Ω and obtain the following system:

(
∂u

∂t
, w − u

)
+ a(u,w − u)− b(u,w) + a(ψ,w − u)− b(ψ,w − u) ≥ 0. (2.26)

Here, (·, ·), the inner product in  L2(Ω), is calculated as

(
∂u

∂t
, w − u

)
=

∫ x̄

x

∂u

∂t
(w − u)dx,

22



and the bilinear forms a(·, ·) and b(·, ·) are calculated as

a(u,w) =
σ2

2

∫ x̄

x

∂u

∂x

∂w

∂x
dx+ (µ+

σ2

2
)

∫ x̄

x

∂u

∂x
wdx+ (r − µ+ λ)

∫ x̄

x

uwdx,

b(u,w) =

∫ x̄

x

∫
R

ezu(x− z)w(x)v(z)dxdz.

Notice that we use the fact (Au,w − u) = −a(u,w − u) in the above integration.

We then apply a set of basis functions to the complementarity system (2.26) and transform it into a

variational inequality defined by

Definition 2.2.5 (variational inequality). For a given subset Γ ⊆ Rn and a mapping G : Γ → Rn. The

variational inequality is to find a vector z ∈ Γ such that

(y − z)TG(z) ≥ 0, ∀y ∈ Γ.

A more detailed description of the variational inequality and its related properties can be found in [FP03b,

Chapter 1]. To construct the set of the basis functions, we divide the interval Ω into Q + 1 subintervals of

equal length h = (x − x̄)/(Q + 1). Denote xi = x + ih, i = 0, 1, . . . , Q as the nodes in Ω. We define the

piecewise-linear basis functions by

φh,i(x) ≡


(x− xi−1)/h, xi−1 ≤ x ≤ xi,

(xi+1 − x)/h, xi < x ≤ xi+1,

0, x /∈ [xi−1, xi+1],

for i = 1, 2, . . . , Q. According to the definition of the basis functions φh,i, we know that each basis function

takes value 1 at node xi and zero at all other nodes. Given the above definition of the basis functions, it is

easy to verify that all the basis functions and their linear combinations are test functions. In Figure 2.2, we

plot three sample basis functions at nodes xi = 1, 2, 3 with h = 1 to provide readers a clear view of the basis

functions φh,i.

In the finite element method, we search for a finite element approximation uh to the solution of system

(2.19). Hence, we express uh as a linear combination of the basis functions with time-dependent coefficients.

uh(t, x) =

Q∑
i=1

ui(t)φh,i(x), t ∈ [0, T ].
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Figure 2.2: φ1,i(x) for xi = 1, 2, 3.

Notice that under the construction of uh, the boundary condition (2.20) is satisfied naturally. Denote

u(t) = (u1(t), . . . , uQ(t))
T
,

φh(x) = (φh,1(x), . . . , φh,Q(x))T ,

then

u(t, x) = u(t)Tφh(x). (2.27)

The Q-dimensional vector u(t) formed by the time-dependent coefficients are our approximate time values

of the options with strike prices {Sexi}, i = 1, 2, . . . , Q at time t. Here, by the time value of an option,

we mean the difference between an option price and its intrinsic value. The second inequality of system

(2.19) further guarantees that u(t) ≥ 0. Let the test function w(x) ≥ 0 be a linear combination of the above

constructed basis functions with coefficient vector w = (w1, . . . , wQ)T . Then

w(x) = wTφh(x). (2.28)
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Substitute (2.27) and (2.28) into (2.26), we have

(
∂u

∂t
, w − u

)
+ a(u,w − u)− b(u,w) + a(ψ,w − u)− b(ψ,w − u)

= (u′(t)Tφh, w
Tφh − u(t)Tφh) + a

(
u(t)Tφh, w

Tφh − u(t)Tφh
)
− b

(
u(t)Tφh, w

Tφh − u(t)Tφh
)

+ a
(
φh, w

Tφh − u(t)Tφh
)
− b

(
φh, w

Tφh − u(t)Tφh
)

≥ 0.

Since for any w ≥ 0, the above condition holds. Therefore, u(t) is the solution to the variational inequality

(w − u(t))T · (M · u′(t) + A · u(t)−B · u(t) + F) ≥ 0, w ≥ 0. (2.29)

Here, (u′(t))T = (du1

dt , . . . ,
duQ
dt ); M = (Mij) is the mass matrix with Mij = (φh,j , φh,i); A = (Aij) is

the stiffness matrix with Aij = a(φh,j , φh,i); B = (Bij) is the jump matrix with Bij = b(φh,j , φh,i); and

F = (F1, . . . ,FQ) is the load vector with Fi = a(ψ, φh,i)− b(ψ, φh,i). The last term F can be approximated

by the finite element interpolants, the matrices M and A can be computed analytically.

The variational inequality (2.29) is equivalent to the following complementarity system:

0 ≤ u(t) ⊥M · u′(t) + A · u(t)−B · u(t) + F ≥ 0,

which can be further solved numerically via a discretization of the time variable t. Divide the time interval

[0, T ] into R equal subintervals with length dt = T/R. Let tj = jdt, j = 0, 1, . . . , R be the temporal nodes

and denote u(tj) by uj . By applying the explicit finite difference method to system (2.29), we obtain a

sequence of LCPs of the following form:

(uj)T ·
(
(M + dtA)uj − (M + dtB)uj−1 + dtF

)
= 0,

(M + dtA)uj − (M + dtB)uj−1 + dtF ≥ 0,

uj ≥ 0, 1 ≤ j ≤ R,

(2.30)

with an initial condition

u0 = 0.

Here, we discretize the time variable t with the explicit finite difference method to simplify the calculation
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of the associated matrix M + dtA in LPCs (2.30). The matrices M and A can be calculated explicitly as

M ≡ h

6



4 1 . . . 0

1 4 . . .
...

...
...

. . . 1

0 . . . 1 4


, A ≡



a0 a1 . . . 0

a−1 a0 . . .
...

...
...

. . . a1

0 . . . a−1 a0


,

with

a0 =
2

3
(r − µ+ λ)h+

σ2

h
,

a1 =
1

2
(µ+

σ2

2
) +

1

6
(r − µ+ λ)h− σ2

2h
,

a−1 = −1

2
(µ+

σ2

2
) +

1

6
(r − µ+ λ)h− σ2

2h
.

Moreover, the jump matrix B is a Toeplitz matrix, in which all the descending diagonals from left to right

are constant. For simplicity, we denote φj ≡ φh,j . Since

Bij =b(φj , φi)

=

∫ x̄

x

∫
R

ezφj(x− z)φi(x)v(z)dxdz.

=−
∫ xi+1

xi−1

∫ xj+1

xj−1

ex−yφj(y)φi(x)v(x− y)dydx

=−
∫ 1

−1

∫ 1

−1

e(u−w+i−j)hh2φ1,0(u)φ1,0(w)v((u− w + i− j)h)dudw

Therefore, Bij only depends on i− j and the jump matrix B is a Toeplitz matrix. 2Q− 1 entries need to be

calculated to fully characterize the matrix B. In this work, we follow the same approach employed in [FL08]

to approximate the entry Bij using the finite element interpolants (Bφj , φi).

(Bφj , φi) =
1

6
hBφj(xi−1) +

2

3
hBφj(xi) +

1

6
hBφj(xi+1),

with

Bφj(xi) =

∫
R

ezφj(xi − z)v(z)dz,
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for i, j = 1, 2, . . . , Q. It is also easy to verify that for any i, j = 1, 2, . . . , Q, Bφj(xi) depends only on i− j.

Bφj(xi) =

∫
R

ezφj(xi − z)v(z)dz

=

∫
R

ezφ1,0

(
xi − xj − z

h

)
v(z)dz

=− h
∫ 1

−1

e(i−j−y)hφ1,0(y)v ((i− j − y)h) dy.

Hence, the approximate matrix of B is a Toeplitz matrix as well.

For Kou’s jump diffusion model, Bφj(xi) can be calculated explicitly by

Case 1: when i = j

Bφj(xi) = λ

∫
R

ezφj(xj − z)v(z)dz

= λ

∫
R

ezφ1,0(−z/h)v(z)dz

= λ

(∫ 0

−h
η2(1− p)e(1+η2)z(1 + z/h)dz +

∫ h

0

η1pe
(1−η1)z(1− z/h)dz

)

= λpη1

(
− 1

1− η1
+
e(1−η1)h − 1

(1− η1)2h

)
+ λ(1− p)η2

(
1

1 + η2
− 1− e−(1+η2)h

(1 + η2)2h

)
.

Case 2: when i ≥ j + 1

Bφj(xi) = λ

∫
R

ezφj(xi − z)v(z)dz

= λ

∫
R

ezφ1,0(i− j − z/h)v(z)dz

= λpη1

(∫ (i−j)h

(i−j−1)h

e(1−η1)z(1− i+ j + z/h)dz +

∫ (i−j+1)h

(i−j)h
e(1−η1)z(1 + i− j − z/h)dz

)

= λpη1

(
e(1−η1)(i−j+1)h + e(1−η1)(i−j−1)h − 2e(1−η1)(i−j)h

)
/
(
(1− η1)2h

)
.

Case 3: when i ≤ j − 1

Bφj(xi) = λ

∫
R

ezφj(xi − z)v(z)dz

= λ

∫
R

ezφ1,0(i− j − z/h)v(z)dz

= λ(1− p)η2

(∫ (i−j)h

(i−j−1)h

e(1+η2)z(1− i+ j + z/h)dz +

∫ (i−j+1)h

(i−j)h
e(1+η2)z(1 + i− j − z/h)dz

)

= λ(1− p)η2

(
e(1+η2)(i−j+1)h + e(1+η2)(i−j−1)h − 2e(1+η2)(i−j)h

)
/
(
(1 + η2)2h

)
.
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With the above transformation, we now can solve the original pricing problems by solving a collection

of LCPs. We will introduce four existing popular LCP solvers in the next chapter. In addition, we will use

them to solve the LCPs derived in this chapter.
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Chapter 3

Solvers for linear complementarity
problems

As suggested in Chapter 2, a fast LCP solver which solves a sequence of LCPs efficiently, is of great impor-

tance to option pricing problems. A variety of algorithms have been proposed by researchers to solve LCPs.

For instance, a recent study by Borici and Luethi [BL05] reported promising numerical results of solving

LCPs with Z-matrices by using a variant of the simplex-like method. Ikonen and Toivanen [IT04] developed

four different methods—a projected multi-grid method, an operator splitting method, a penalty method,

and a component-wise splitting method—for solving LCPs. In general, the LCP solvers can be categorized

into two groups, pivoting methods and iterative methods. Pivoting methods typically end in finite steps and

are similar to the simplex methods for solving linear programs; iterative methods do not terminate in finite

steps, but they usually yield a sequence of approximations to the solutions of LCPs.

In this thesis, we mainly discuss four existing popular LCP solvers, including a projected successive

over-relaxation (PSOR) method, a two phase active-set method, a parametric pivoting method and a semi-

smooth Newton method. A rich literature of the PSOR method and a parametric pivoting method can be

found in [CPS09, Chapter 4] of Cottle, Pang and Stone. A detailed description of the semi-smooth Newton

method and its related theoretical results can be found in [FP03a, Chapter 9] by Facchinei and Pang. The

two phase active-set method is first proposed by Morales, Nocedal and Smelyanskiy in [MNS08], and used

later by Feng, Linetsky, Morales and Norcedal for solving LCPs related to the pricing problems of American

options in [FLMN10]. The convergence of a variant of the algorithm is provided in a subsequent paper by

Robinson, Feng, Norcedal and Pang in [RFNP11].

Before we give a complete description of the four algorithms discussed above, we first briefly discuss the

different utilization of pivoting methods and iterative methods. In general, we use each type of methods

to solve LCPs with different matrix structures. As derived in Section 2.2.3 and Section 2.2.4, both the

finite difference method and the finite element method transform a complementarity system into a sequence

of linear complementarity problems with tridiagonal matrices. We can take advantage of the sparsity of

the associated matrices by employing an iterative method. This is because an iterative method maintains

the tridiagonal structures of the matrices in the LCPs throughout the computation. On the other hand, a
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pivoting method is in general not efficient for solving LCPs with sparse matrices. Usually pivoting methods

destroy the sparsity of the matrices in a few steps. Therefore, with more non-zero entries, the computational

cost of each step will increase for the later steps of pivoting methods. However, for a LCP with a tridiagonal

matrix, we can still take advantage of the sparsity by employing the Gaussian elimination method during

the pivot step.

The remainder of this chapter is organized as follows. In Section 3.1–Section 3.4, we discuss the four

existing algorithms: the PSOR method, the two phase active-set method, the semi-smooth Newton method

and the parametric pivoting method in details. In Section 3.5, we test the numerical performance of the

above four methods for solving LCPs derived under Kou’s jump diffusion model and the Dupire system. As

discussed in the previous paragraph, pivoting methods might not work well for solving LCPs with sparse

matrices. Therefore, we only test the parametric pivoting method with Kou’s jump diffusion model. The

three iterative methods, the PSOR method, the two phase active-set method and the semi-smooth Newton

method will be tested with both Kou’s jump diffusion model and the Dupire system.

3.1 Projected successive over-relaxation method

One of the most widely used LCP solvers for sparse problems is a projected successive over-relaxation

(PSOR) method. The PSOR method is a special case of matrix splitting methods for solving systems

of linear equations. Similar to a general matrix splitting method, we split the associated matrix M of

the LCP (q,M) into the sum of a lower triangular matrix B = L + ω−1D and a upper triangular matrix

C = U + (1 − ω−1)D. Here, matrices L, D and U are the strictly lower triangular part, the diagonal part

and the strictly upper triangular part of the matrix M , and ω is chosen from (0, 2).

Given the matrix splitting, we then search for the solution of an approximate LCP (qν , B) at each iteration

ν with

qν = q + Czν .

Due to the special construction of the matrix B in the PSOR method, if the diagonal entries of the matrix

M are all positive, then all the diagonal entries of the matrix B are positive as well. Under this condition,

the sub-problem LCP (qν , B) at each iteration is well-defined and can be efficiently solved. In the case of

the LCPs derived under the jump diffusion models, the matrices are all strictly row diagonally dominant

matrices with positive diagonal entries. Hence, the PSOR method is well-defined in our problems. Once we

find the solution of the sub-problem LCP (qν , B), we record it as zν+1 and use it to generate the sub-problem

LCP (qν+1, B) for the next iteration ν + 1.
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Like other iterative methods, the PSOR method does not terminate in finite steps. Therefore, we

terminate the PSOR method when a certain condition is satisfied by zν . Such a termination criterion is

defined in terms of the residual function of the LCP (q,M).

r(z, q,M) = ||min(Mz + q, z)||∞.

Here, min(a, b) is a vector with the i-th entry being min(ai, bi), and ‖a‖∞ represents the infinity norm of

the corresponding vector a. It is easy to verify that the residual function r(z, q,M) = 0 if and only if z

solves the LCP (q,M) exactly. Hence, we use the residual function to form the stopping criterion in our

implementation. More specifically, we stop the PSOR method when

r(zν , q,M) ≤ εsor,

where εsor > 0 is the given tolerance level of the algorithm. At the termination of the PSOR method, we

use zν as our approximate solution to the original LCP (q,M). Details of the PSOR method are presented

in Algorithm 1.

Algorithm 1: PSOR method

Input: matrix M of size n× n, vector q of size n× 1, a positive scalar ω ∈ (0, 2);
initialize z0 ≥ 0, set k ← 0;
repeat

for i = 1, . . . , n do

z0.5
i = − 1

Mii
(qi +

∑
j<iMijz

k+1
j +

∑
j>iMijz

k
j );

γi = zki + ω(z0.5
i − zki );

zk+1
i = max{0, γi}.

k ← k + 1;
until a stopping test is satisfied ;

The advantages of the PSOR method are that it is simple to implement and has a small computational

cost per iteration due to the splitting of the matrix M . Especially when encountering LCPs with matrices

of sparse structures, this method performs quite efficiently. The main drawback of the PSOR method is its

slow convergence. Thus, a two phase active-set method is proposed to overcome the slow convergence of the

PSOR method by finding a good approximation of the solution in a reduced space.
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3.2 Two phase active-set method

The two phase active-set method, first introduced in [MNS08], is an iterative method which combines

iterations of the PSOR method with reduced-space steps. In its first phase, we run several PSOR iterations

to obtain an initial guess of the active set of SOL(q,M). Here, by the active set, we mean the index set

where zi > 0 for z ∈ SOL(q,M). We then perform a reduced-space phase where the components that do

not belong to the active set of z are kept at zero, and all the active components are updated by the solution

of a system of linear equations. We repeat the loop of the PSOR iterations and the reduced-space iterations

until we find a satisfactory result.

Now we describe the two phase active-set method in more details. At each loop k, we run ksor iterations

of the PSOR method, and record the corresponding result as zk. Define α = {i | zki > 0 for i = 1, . . . , n}

as the associated active set of zk, and ᾱ = {i | zki = 0 for i = 1, . . . , n} as the associated inactive set. We

search for the next approximation to the solution of the LCP (q,M) by fixing the zero components of zk,

and updating the non-zero components of zk with the solution ẑkα of the system of linear equations

Mααẑ
k
α + qα = 0. (3.1)

The advantage of using this approximation is that when the active set of zk is the same as the active set

of the solution z to the LCP (q,M), zk+1 will be equal to z after the update. This achieves the goal of

accelerating the convergence of the PSOR method.

It is worth mentioning that we make a few modifications to ẑkα, which is the solution to system (3.1),

before we use it to update zk+1. Notice that some components of ẑkα might be negative, which conflict the

non-negative condition of system (2.21). Therefore, we apply a projection on ẑkα to the non-negative orthant

before we use it to update zk+1.

ẑkα ← max(0, ẑkα).

Notice that because of the projection, some elements of ẑkα might become zero. In this case, we can further

apply the reduced-space method to a problem of form (3.1). We repeat the reduce-space method until the

number of the negative components of ẑkα is smaller than a prescribed value. When this condition is satisfied,

we assume that the prediction of the active set changes little and can be used as an approximation of the

true active set to update zk+1. The algorithm is described in Algorithm 2.

The success of the two phase active-set method relies heavily on the repeated application of the reduced-

space phase. It accelerates the estimation of the optimal active set, and therefore potentially leads to a fast
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Algorithm 2: Two phase active-set method

Input: matrix M of size n× n, vector q of size n× 1, integers ∆ac > 0 and ksor > 0, and a positive
scalar ω ∈ (0, 2);

initialize z0 ≥ 0, set k ← 0;
repeat

perform ksor iterations of the PSOR method (Algorithm 1) starting with zk;

update zk with the result obtained from the PSOR iterations;
repeat

let α = {i : zki > 0} denote the set of active variables at zk;
solve the following reduced linear system for ẑkα:

Mααẑ
k
α + qα = 0.

set ẑkα ← max(0, ẑkα) and nz ← number of zero components in ẑkα;
if nz ≥ ∆ac then

replace the components of zk that correspond to the set α with the elements of ẑkα.

else
set zk+1 = 0 and then set zk+1

α ← ẑk+1
α ;

break;

until;
k ← k + 1;

until a stopping test is satisfied ;

convergence rate.

3.3 Semi-smooth Newton method

Semi-smooth Newton method is an iterative method, designed especially for solving a general complemen-

tarity problem CP (F ) of the following form:

0 ≤ z ⊥ F (z) ≥ 0. (3.2)

Here, F (z) is a continuous and differentiable function on Rn. The semi-smooth Newton method is mainly

developed based on an equivalent reformulation of the original complementarity system (3.2). In this section,

we first present the equivalent reformulation of the CP (F ), and then develop the semi-smooth Newton

method based on the reformulation.

Given a CP (F ), we define the following function FFB on z ∈ Rn:

FFB(z) ≡


φFB(z1, F1(z))

...

φFB(zn, Fn(z))

 ,
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with

φFB(a, b) ≡
√
a2 + b2 − (a+ b), a, b ∈ R+.

The function FFB is called a Fischer-Burmeister (FB) C-function. It was first proposed by Fischer in [Fis92],

and used later by De Luca, Facchinei, and Kanzow in [DLFK96] for the reformulation of the nonlinear

complementarity problems. In case of a LCP (q,M) with a matrix M of size n, the corresponding FFB can

be explicitly written as

FFB(z) ≡


φFB (z1, (q +Mz)1)

...

φFB (zn, (q +Mz)n)

 .

Notice that the function FFB has the property that

FFB(z) = 0⇔ z ∈ SOL(q,M).

Therefore, the equation FFB(z) = 0 provides an equivalent formulation of the LCP (q,M). By solving

FFB(z) = 0, we find a solution to the LCP (q,M). Based on this property of FFB, we can design a semi-

smooth Newton method using the above equivalent formulation.

As the name suggested, the semi-smooth Newton method is a Newton-type method. It employs a

generalized Jacobian to search for a descent direction of some merit function. Here, by generalized Jacobian,

we mean the Clarke generalized Jacobian. Before we present the definition of the generalized Jacobian, we

first introduce the concept of a limiting Jacobian, from which the definition of the generalized Jacobian is

derived.

Definition 3.3.1 (limiting Jacobian). Let a function G : Ω ⊆ Rm → Rn, with Ω open, be locally Lipschitz

around a neighborhood of x ∈ Ω, then a limiting Jacobian Jac G(x) of G at x is

Jac G(x) ≡ {Υ ∈ Rmn : Υ = lim
k→+∞

JG(xk) for some sequence xk → x, xk /∈ NG},

with NG being the negligible set of points at which G is not F -differentiable.

Here, a subset χ ⊆ Rm is called negligible if for every ε > 0, there is a family of boxes {χk} with

m-dimensional volume εk > 0 such that

χ ⊆
∞⋃
k=1

{χk}, and

∞∑
k=1

εk < ε.
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We now present the definition of the Clarke generalized Jacobian based on the limiting Jacobian [FP03a,

Definition 7.1.1].

Definition 3.3.2 (Clarke generalized Jacobian). Let a function G : Ω ⊆ Rm → Rn, with Ω open, be locally

Lipschitz around a neighborhood of x ∈ Ω, then the Clarke generalized Jacobian of G at x is

∂G(x) = conv Jac G(x).

Here, conv χ represents the convex hull of the set χ. According to Definition 3.3.2, we know that any

limiting Jacobian Jac G(x) belongs to the generalized Jacoobian ∂G(x). In terms of the merit function used

in the semi-smooth Newton method, we use the following squared Euclidean norm of FFB:

θFB(z) ≡ 1

2
FFB(z)TFFB(z). (3.3)

This merit function (3.3) is continuous differentiable, and its gradient can be calculated by [FP03a, Propo-

sition 9.1.4].

5θFB(z) = HTFFB(z), ∀H ∈ ∂FFB(z).

We now describe the semi-smooth Newton method in more details. At each iteration k, we search for a

direction dk which could lead to a potential decrease of θFB(z) by solving

FFB(zk) +Hkdk = 0,

with the matrix Hk being an element of ∂FFB(zk). Once we determine the direction dk, we calculate the

step size by the well-known Armijo inexact line search rule [A+66]. We find the smallest non-negative integer

ik such that

θFB(zk + 2−ikdk) ≤ θFB(zk) + γ2−ik∇θFB(zk)T dk, γ ∈ (0, 1),

and set the step size as 2−ik . We repeat the cycle of the generation of a search direction and the determination

of the step size until certain stopping criterion is satisfied. In our test, we terminate the algorithm when

θFB(zk) is smaller than a prescribed value. We summarize each step of the semi-smooth Newton method

in Algorithm 3. Additionally, we also present a simple procedure to compute a Jac FFB(z) in Algorithm 4.

This procedure is easy to implement, and we use it to generate Hk ∈ ∂FFB(zk) in Algorithm 3 throughout

our experiments.

Notice that in Algorithm 4, ei is the i-th coordinate vector of length n. Moreover, we have F (z) = Mz+q
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Algorithm 3: Semi-smooth Newton method

Input: matrix M of size n× n, vector q of size n× 1, and scalars ρ > 0, p > 0 and γ ∈ (0, 1);
initialize z0 ≥ 0, set k ← 0;
repeat

select an element Hk from ∂FFB(zk) (Algorithm 4);
find a solution dk of the system

FFB(zk) +Hkd = 0; (3.4)

if system (3.4) is not solvable, or the condition ∇θFB(zk)T dk ≤ −ρ‖dk‖p is not satisfied, then
set dk ≡ −∇θFB(zk);

find the smallest non-negative integer ik such that

θFB(zk + 2−ikdk) ≤ θFB(zk) + γ2−ik∇θFB(zk)T dk;

set τk ≡ 2−ik ;

set zk+1 ≡ zk + τkd
k;

let k ← k + 1;

until a stopping test is satisfied ;

Algorithm 4: Procedure to calculate H

Input: a vector z ∈ Rn;
set β ≡ {i : zi = 0 = Fi(z)};
define x ∈ Rn such that xi = 1 for all i ∈ β and xi = 0 for all i /∈ β;
for i = 1, 2, . . . , n do

if i /∈ β then
set the i-th column of HT equal to(

zi√
z2i+Fi(z)2

− 1

)
ei +

(
Fi(z)√
z2i+Fi(z)2

− 1

)
∇Fi(z);

else
set the i-th column of HT equal to(

xi√
x2
i+(∇Fi(z)T x)2

− 1

)
ei +

(
∇Fi(z)T x√

x2
i+(∇Fi(z)T x)2

− 1

)
∇Fi(z);
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with M being a tridiagonal matrix for any LCP derived under the jump diffusion models. Therefore, we

have JF (z) = M . Since the i-th column of the matrix HT is a linear combination of ei and ∇Fi(z), the

matrix HT and H are tridiagonal matrices in our experiments.

3.4 Pivoting method

In Section 3.1–Section 3.3, we have introduced three iterative methods for solving LCP (q,M). In this

section, we review a parametric pivoting method designed for solving LCP (q,M) within n steps, where

n is the size of the square matrix M . The basic idea of a parametric pivoting method is to augment the

LCP (q,M) by incorporating a positive vector p and solving LCP (q + θp,M). The vector p is called a

parametric vector. Within the pivoting algorithm, the parameter θ is iteratively driven to zero in less than

or equal to n steps, which recovers a solution to LCP (q,M).

We now summarize the parametric pivoting method in more details. Denote L ≡ {∅} as the index set of

the basic z-variables (basic variables in z) and K = {1, 2, . . . , n} as the index set of the non-basic z-variables

(non-basic variables in z), with basic variables and non-basic variables defined by

Definition 3.4.1 (Basic and Non-Basic Variables). For any LCP (q,M) and z ∈ SOL(q,M), define w =

Mz + q. Consider the following system of linear equality constraints and bound constraints:

Ax = −q and x ≥ 0

with A = [−I M ] and xT = [wT , zT ]. Any set B ⊂ {1, 2, . . . , 2n} such that |B| = n and rank A·,B = n is

called a basis, and xB are called the basic variables. The complementary set of the basic variables are called

the non-basic variables.

We initialize the vector q̄ = q and the parametric vector p̄ = p. At each iteration, we apply a pivot to

the LCP (q̄ + θp̄,M) and determine the next pivot by performing the following ratio test:

θ = max{−q̄i/p̄i, i ∈ K and p̄i > 0}.

Next, we increase the index set of the basic z-variables L by adding an index k ∈ K that maximizes θ, and

update the parametric vector q̄ and p̄ using equation

(q̄K′ , p̄K′)new = (q̄K′ , p̄K′)old − (MK′k −MK′LM̄Lk)(q̄k, p̄k)old/(Mkk −MkLM̄Lk). (3.5)
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Here, K ′ = K \ {k} is the new index set for the non-basic z-variables, and M̄Lk is the solution to the system

of linear equations

MLLM̄Lk = MLk. (3.6)

We then update the index set of the non-basic z-variables K by K ′. We repeat the above procedure until

either p̄K ≤ 0 or θ ≤ 0, and we have found the index set of the basic z-variables of the original LCP (q,M).

A detailed description of the parametric pivoting method is summarized in Algorithm 5.

Algorithm 5: Parametric principal pivoting method

Input: Matrix M of size n× n, vector q of size n× 1, parametric vector p > 0 of size n× 1;
initialize L = {∅} and K = {1, . . . , n};
set p̄ = p, q̄ = q;
repeat

determine the critical value θ̄ = max{−q̄i/p̄i : i ∈ K and p̄i > 0};
if p̄K ≤ 0 or θ̄ ≤ 0 then

break;

select k ∈ K to be a maximizing index;
repeat

if K = {k} then
set K = {∅} and L = {1, . . . , n};
break;

else
let K ′ = K \ {k} and L = L ∪ {k} ;
solve the system of linear equations below for M̄Lk:

MLLM̄Lk = MLk; (3.7)

update the vector q̄ and the parametric vector p̄:

(q̄K′ , p̄K′)new = (q̄K′ , p̄K′)old − (MK′k −MK′LM̄Lk)(q̄k, p̄k)old/(Mkk −MkLM̄Lk);

update the index set of the non-basic z-variables K = K ′;

until;

until;
solve the system of linear equations for z∗L: MLLz

∗
L = −qL;

the vector z = (z∗L, 0) is the unique solution to the LCP (q,M).

The theorem below guarantees that under certain conditions, Algorithm 5 terminates in at most n steps.

Theorem 3.4.2. Let M be a P -matrix of order n and q a vector in Rn. If the parametric vector p satisfies

M−1
LLpL ≥ 0, ∀L ⊆ {1, 2, . . . , n}, (3.8)

then the parametric principal pivoting algorithm (Algorithm 5) will compute a solution to LCP (q,M) in at

most n pivots.
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The proof of Theorem 3.4.2 is based on the observation that anytime a non-basic variable becomes basic

during a pivot, it will remain basic for the remainder of the algorithm. For the augmented LCP (q+ θp,M),

all the variables of z initially are non-basic. At each pivot, we increase the size of the basic set by one.

Therefore, the method will terminate after at most n steps. The proof of Theorem 3.4.2 can be found in

[PC85].

The success of the parametric pivoting method depends on the ability to find a parametric vector p > 0

such that condition (3.8) holds. In our numerical test, we let pT = (1, . . . , 1). Given our choice of the

parametric vector p, we are able to solve LCPs derived from American option pricing problems. In general,

for a strictly diagonally dominant matrix M ∈ Rn×n and its comparison matrix M̄ ∈ Rn×n defined by

M̄ij =


|Mij |, if i = j,

−|Mij |, if i 6= j,

if we can find a vector p̄ > 0 such that M̄p̄ > 0, then the vector p =
(
M+M̄

2

)
p̄ satisfies condition (3.8)

[PC85, Corollary 1].

By assuming the existence of a vector p such that condition (3.8) holds, we can analyze the complexity of

the parametric pivoting method based on Algorithm 5. At each iteration, we require O(n) steps to determine

the value of θ and update the index set of the basic (non-basic) z-variables L (K). We then solve the system

of linear equations (3.6), which requires a time complexity of O(n). This is because we employ the Gaussian

elimination method in our implementation, which solves system (3.6) with a tridiagonal matrix MLL in

O(n) steps (see [GVL12]). Therefore, we update the vector q̄ and p̄ in O(n2). Since we are guaranteed to

terminate the algorithm in at most n steps, the total complexity of applying the parametric pivoting method

to solve the LCP (q,M) is O(n3).

3.5 Numerical comparison of four LCP solvers

In this section, we report the numerical performance of the above four methods—the PSOR method, a

two phase active-set method, a semi-smooth Newton method and a pivoting method—for solving option

pricing problems under Kou’s jump diffusion model and the Dupire system. The experimental codes of

the four algorithms are written in MATLAB for a fair evaluation of each algorithm. Before presenting the

computational results, we first give some details involved in the implementation of the four algorithms. For

the PSOR method, the two phase active-set method and semi-smooth Newton method, an initial guess of the

LCP’s solution at each time step is required. Consider the problem of solving a sequence of LCP (qj ,M) for
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j = 1, 2, . . . ,m. We solve the first LCP (q1,M) by setting the initial iterate to be zero, and use the solution

zj−1 of the LCP (qj−1,M) as the initial iterate in solving LCP (qj ,M), j = 2, 3, . . . ,m. In terms of the

implementation of the PSOR method and the two phase active-set method, we terminate both algorithms

when either

‖ min(zj ,Mzj + qj) ‖∞≤ εsor, (3.9)

with εsor being the tolerance level of the error or a maximum number of 1000 iterations has been reached.

If both methods are terminated after 1000 iterations without satisfying condition (3.9), the 1000-th iterate

will be deemed satisfactory and used as the solution of the corresponding LCP. Following [FLMN10], we

choose the relaxation parameters of both methods as

ω =
2

1 +
√

1− ρ2
, with ρ = max

i

1

Mii

∑
j 6=i

|Mij | .

Notice that in the reduced-space phase of the two phase active-set method, a few systems of linear equations

need to be solved at each iteration. In the case of a tridiagonal matrix M , we apply the Gaussian elimination

method to solve the corresponding systems of linear equations. In terms of the implementation of the semi-

smooth Newton method, we have shown in Section 3.3 that Hk ∈ ∂FFB(zk) at any iteration k is a tridiagonal

matrix. Therefore, we can again employ the Gaussian elimination method to solve equation (3.4). Since

FFB(z) = 0 implies z ∈ SOL(q,M), the norm of the vector FFB(z) can be used to measure the accuracy of

the computed solution. We use

|| FFB(z) ||∞ ≤ εsemi

as the stopping criterion of the semi-smooth Newton method. As for the implementation of the parametric

pivoting method, we set the parametric vector p to be a vector with all entries one throughout all our

experiments. In the pivoting method, Equation (3.7) is again solved by the Gaussian elimination method

due to the tridiagonal structure of the matrix M . Now we have presented the numerical techniques involved

in the implementation of the four algorithms, we report the numerical performance of the algorithms in the

following section.

3.5.1 Tests with Kou’s jump diffusion model

In this part, we consider pricing American put options via solving the complementarity system (2.13) derived

under Kous’ jump diffusion model. In our test, we price one year (T = 1) American put options with a fixed

strike price K = 100. Following the assumptions of Kou’s jump diffusion model, we set the risk-free interest

40



rate of the market, the dividend and the volatility of the underlying asset in the model as the following

constants:

r = 0.05, q = 0, σ = 0.1.

We also fix the jump parameters of the model at

λ = 3, p = 0.2, η1 = 40, η2 = 12.

The computational domain of the log of the spot price x is set as follows for the computational purpose.

x = −1, x̄ = 1.

To achieve comparable results, we let

εsor = εsemi = 10−8

as the error tolerance level for the PSOR method, the two phase active-set method and the semi-smooth

Newton method. In addition, for the semi-smooth Newton method, we set the scalar parameter γ as 0.8.

For the two phase active-set method, we set ksor = 3 and ∆ac = 20. Table 3.1 summarizes the results of the

four methods applied to LCPs obtained under Kou’s jump diffusion model with space discretization R = 400

and 800, respectively. In Table 3.1, we list the time discretization Q in its first column and report the total

computing time in seconds (CPU) for all four methods. We report the average number of iterations used

by the PSOR method, the two phase active-set method and the semi-smooth Newton method to solve the

sequence of LCPs as Iter. This number reflects the average performance of the above three algorithm for

solving all LCPs. Moreover, for the two phase active-set method and the semi-smooth Newton method, the

average number of the reduced-space iterations (Red iter) and the average total number of the line search

iterations (Line iter) per LCP are presented in Table 3.1 as well for a thorough comparison of the algorithms.

Table 3.2 summarizes the corresponding pricing errors of the four methods with different discretizations. To

calculate the pricing error of an approximate solution, we create the error vector by taking the difference

between the calculated option prices and the benchmark prices at five points:

x ∈ {−0.02, −0.01, 0, 0.01, 0.02}. (3.10)

The pricing error is then calculated as the maximum norm of the error vector. The five points are chosen

such that they correspond to the five asset prices that are in the domain of interest. The benchmark prices
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PSOR Iter Active-set Iter Red iter Newton Iter Line iter Pivot

R=400
Q=50 0.0370 34.56 0.0177 7.00 1.00 0.2054 5.08 7.38 1.3873
Q=100 0.0508 23.70 0.0194 4.69 1.00 0.2766 3.68 5.65 2.7916
Q=500 0.1013 9.53 0.0770 4.01 1.00 0.5751 1.51 1.912 13.6247

R=800
Q=50 0.1438 65.34 0.0436 14.62 1.00 0.4529 7.34 12.02 5.3950
Q=100 0.1949 45.00 0.0471 8.14 1.00 0.5619 4.71 7.28 9.6179
Q=500 0.3979 18.64 0.1379 4.20 1.00 1.1370 1.87 2.83 48.3319

Table 3.1: Kou’s jump diffusion model: computational time for R = 400, 800.

of the corresponding put options are computed with sufficiently large discretizations of time and space. In

our experiments, the benchmark prices associated with the set x given by (3.10) are

{5.2570, 5.8447, 6.4607, 7.1043, 7.7754}.

As shown in Table 3.1 and Table 3.2, the two phase active-set method reaches the same accuracy as the

other three methods within a significantly shorter period of time. The average number of iterations (Iter)

further suggests that the two phase active-set method greatly reduces the number of PSOR iterations, and

hence accelerates the convergence. Additionally, we notice that the pivoting method takes substantially

more time than the other three methods to find an approximate solution of the LCP. Therefore, we only

test the PSOR method, the two phase active-set method and the semi-smooth Newton method when the

space discretization is R = 1600. We report the corresponding performance of the three algorithms in Table

3.3 along with their pricing errors in Table 3.4. The computational results of Table 3.3 and Table 3.4 are

consistent with the results of Table 3.1 and Table 3.2. The two phase active-set method outperforms both

the PSOR method and the semi-smooth Newton method with different space discretizations. Also, the

performance of the PSOR method and the semi-smooth method tend to be more similar to each other as we

use a finer time discretization.

3.5.2 Tests with the Dupire system

In this part, we consider pricing problems of American put options under the Dupire system (2.19). As

suggested by the results of Table 3.1 and Table 3.2, the pivoting method does not work particularly well in

terms of solving LCPs with tridiagonal matrices derived under the Kou’s jump diffusion model. Therefore,

we only compare the numerical performance of the PSOR method, the two phase active-set method and the

semi-smooth Newton method in solving LCPs derived under the Dupire system. We again consider pricing
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PSOR Active-set Newton Pivot

R=400
Q=50 0.1775 0.1775 0.1775 0.1775
Q=100 0.0902 0.0902 0.0903 0.0902
Q=500 0.0178 0.0178 0.0182 0.0178

R=800
Q=50 0.1779 0.1779 0.1779 0.1779
Q=100 0.0907 0.0907 0.0908 0.0907
Q=500 0.0183 0.0183 0.0191 0.0183

Table 3.2: Kou’s jump diffusion model: error for R = 400, 800.

PSOR Iter Active-set Iter Red iter Newton Iter Line iter

R=1600
Q=50 0.5267 123.86 0.2204 27.46 1.00 1.2430 11.70 23.02
Q=100 0.7245 84.94 0.1617 14.47 1.00 1.5653 7.35 12.31
Q=500 1.4870 35.08 0.2817 4.74 1.00 2.8310 2.67 4.438
Q=1000 2.0626 24.02 0.5161 4.27 1.00 3.9154 1.85 2.865

Table 3.3: Kou’s jump diffusion model: computational time for R = 1600.

PSOR Active-set Semi

R=1600
Q=50 0.1780 0.1780 0.1780
Q=100 0.0908 0.0908 0.0908
Q=500 0.0184 0.0184 0.0184
Q=1000 0.0091 0.0091 0.0091

Table 3.4: Kou’s jump diffusion model: error for R = 1600.
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one year (T = 1) American put options with spot price S = 100 in this experiment. The risk-free interest

rate of the market, the dividend and the volatility of the underlying asset used in this experiment are set as

r = 0.05, q = 0, σ = 0.1.

We also fix the jump parameters of the model at

λ = 3, p = 0.2, η1 = 40, η2 = 12.

We restrict the log of the strike price x on the finite computational domain

x = −1, x̄ = 1

for the computational purpose. To achieve comparable results of the three algorithms, we again use

εsor = εsemi = 10−8

as the error tolerance levels for the PSOR method, the active-set method and the semi-smooth Newton

method. In addition, we set the scalar parameter γ to be 0.8 for the semi-smooth Newton method and

ksor = 3 and ∆ac = 20 for the two phase active-set method.

Table 3.5 summarizes the numerical results of the three methods, the PSOR method, the two phase

active-set method and the semi-smooth Newton method for solving the Dupire system with different space

discretizations: Q = 400, 800, 1600. Specifically, in Table 3.5, we list the number of time discretization Q

in its first column and report both the total computing time in seconds (CPU) and the number of average

iterations (Iter) for all three methods. In addition, we report the average number of reduced-space iterations

(Red iter) for the two phase active-set method and the average total number of the line search iterations (Line

iter) for the semi-smooth Newton method. In Table 3.6, we report the corresponding pricing errors of the

three methods. The errors are calculated in the same way discussed in Section 3.5.1, and the corresponding

error vectors are calculated by taking the difference of the calculated option prices and the theoretical option

prices at five points:

x ∈ {−0.02, −0.01, 0, 0.01, 0.02}. (3.11)

The benchmark values of the corresponding put options are computed with sufficiently large discretizations
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PSOR Iter Active-set Iter Red iter Newton Iter Line iter

R=400
Q=50 0.0279 25.98 0.0133 4.00 1.00 0.2051 5.06 7.42
Q=100 0.0421 19.32 0.0173 4.00 1.00 0.2821 3.67 5.63
Q=500 0.0901 8.32 0.0775 4.00 1.00 0.5852 1.53 1.94

R=800
Q=50 0.1145 49.48 0.0192 4.00 1.00 0.454 7.38 12.10
Q=100 0.1587 36.60 0.0284 4.00 1.00 0.5644 4.70 7.25
Q=500 0.3624 16.88 0.1330 4.00 1.00 1.1649 1.85 2.80

R=1600
Q=50 0.4051 93.76 0.0355 4.78 1.00 1.3498 11.68 23.18
Q=100 0.607 69.19 0.0519 4.00 1.00 1.6299 7.40 12.47
Q=500 1.3624 31.91 0.2448 4.00 1.00 2.8977 2.67 4.43
Q=1000 1.9406 22.52 0.4916 4.00 1.00 3.9947 1.85 2.86

Table 3.5: The Dupire system: computational time for R = 400, 800, 1600.

in time and space. In our experiments, the benchmark values associated with the set x given by (3.11) are

{5.64144, 6.03878, 6.46078, 5.90360, 5.36330}.

Observing the results from Table 3.5 and Table 3.6, we note that the two phase active-set method reaches

the same accuracy as the other two methods within a significantly shorter time in all tests. Moreover, the

average number of iterations (Iter) in Table 3.5 further confirms that the two phase active-set method does

greatly reduce the number of PSOR iterations, and hence accelerates convergence. Different from the results

shown in Table 3.1 and Table 3.3, the two phase active-set method on average requires a smaller number of

iterations (Iter) to solve the LCPs of this experiment compared to the PSOR method and the semi-smooth

Newton method.
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PSOR Active-set Newton

R=400
Q=50 0.1795 0.1795 0.1795
Q=100 0.0936 0.0936 0.0936
Q=500 0.0226 0.0226 0.0226

R=800
Q=50 0.1768 0.1768 0.1768
Q=100 0.0907 0.0907 0.0907
Q=500 0.0193 0.0193 0.0193

R=1600
Q=50 0.1761 0.1761 0.1761
Q=100 0.0900 0.0900 0.0900
Q=500 0.0185 0.0185 0.0185
Q=1000 0.0094 0.0094 0.0094

Table 3.6: The Dupire system: error for R = 400, 800, 1600.
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Chapter 4

Model calibration with American
option data

For any model, the estimation of the parameters is of vital importance to the accurate evaluation of option

prices. For example, an important input in the analysis of the BSM model is the volatility parameter σ

of the underlying asset. For an European call option, its price can be explicitly expressed by the following

formula under the BSM model. Details of the derivation can be found in [BS73].

c(S, t) = SN(d1)−Ke−r(T−t)N(d2). (4.1)

Similarly, for an European put option, its price can be calculated by

p(S, t) = Ke−r(T−t)N(−d2)− SN(−d1). (4.2)

Here, d1 and d2 are two constants containing the volatility parameter σ. Therefore, given a call option of

value c or a put option of value p, the spot price S of the underlying asset, the strike price K, the maturity

T of the option and the current time t, we can calculate the volatility implied by the option price via solving

equations (4.1) or (4.2). The calculated volatility is called the implied volatility. Since the implied volatility

is a complicated function of the above mentioned factors, we can employ a Newton method to solve the

equation numerically. In practice, traders assume the implied volatility of an option as a function of its

strike price known as a volatility smile for a given expiration. They then plot the implied volatilities of the

options with different maturities and use the volatility function as a pricing tool to determine the prices of

exotic options.

However, not all the option prices can be expressed explicitly under different models. For instance, in case

of American options, there is no explicit formula or finite procedure for computing the exact prices under the

BSM model. Therefore, the development of a fast and accurate calibration procedure of the parameters using

the available option data from the market is of great practical value. Different approaches for dealing with

the unknown parameters have been proposed by researchers. Among them are statistical estimation methods

based on historical data. In [CFH93], Robert, Steven and Joel suggested using an Egarch model to forecast
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the volatilities and their correlations. Another popular approach for calibrating the unknown parameters is

via mathematical modeling of the parameters. Heston in [Hes93] suggested using two-dimensional stochastic

differential equations to describe both the asset price process St and the variance process vt = σ2
t . Derman

and Kani in [DK94], Dupire in [Dup94] and Rubinstein in [Rub94] developed the implied volatility function

(IVF), or the implied tree model for the estimation of the volatility parameter. This special class of models

provides close fit to the prices of plain vanilla options and helps traders eliminating the arbitrages arising

form the banks’ internal models. In addition to the above calibration methods, Huang and Pang in [HP00]

established an optimization approach, which searched for an volatility function by constraining on the

American options. In this thesis, we mainly focus on estimating the volatility parameter under the local

volatility model via the optimization approach.

As discussed in Section 2.2.3, upon the discretization of the partial differential inequalities that are

satisfied by American options under the local volatility model, we obtain linear complementarity problems.

With properly chosen discretization steps, the solutions of the LCPs provide close approximations to the

values of American options. Therefore, the problem of computing a volatility parameter of American options

can be constructed as an inverse problem of the American option pricing problem. More precisely, it belongs

to a class of constrained optimization problems with finite-dimensional linear complementarity systems as

part of the constraints. In addition, we take into account the available market data by minimizing the

difference between the theoretical prices and the given market prices in this type of optimization problems.

Hence, both the volatility parameter and the theoretical prices are unknowns in the optimization problem.

Once we reformulate our calibration problem, it becomes an instance of mathematical programs with

complementarity constraints (MPCCs). Luo, Pang and Ralph provided a comprehensive study of this class

of constrained optimization problems in [LPR96]. Due to the presence of the complementarity constraints,

the well-known Karush-Kuhn-Tucker (KKT) optimality conditions no longer hold for MPCCs. In [SS00],

Scheel and Scholtes studied the stationarity concepts of MPCCs, based on a piece-wise smooth formulation.

The discontinuity and the non-smoothness of the MPCC also motivate novel approaches to solve this class

of problems. In [FLP98], Fukushima, Luo and Pang proposed a globally convergent sequential quadratic

programming algorithm for solving MPCCs. Leyffer, Lopez-Calva and Nocedal in [LLCN06] suggested using

interior methods for solving MPCCs. In our work, we follow a similar approach, an implicit programming

algorithm (IMPA) proposed by Huang and Pang in [HP00] to solve the MPCC derived under the local

volatility model.

However, instead of applying IMPA directly to our inverse pricing problem, a few modifications are made

both in terms of the construction of the inverse problem and the implementation of IMPA itself. Unlike
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modeling the volatility function by a two-dimensional mesh in [HP00], we construct a smooth local volatility

function by the linear combination of some basis functions. This approach is inspired by Coleman, Li and

Verma, who in [CLV99] used a two-dimensional spline approximation to construct the local volatility function

for European options. Also, we modify IMPA by the further decomposition of the associated matrices of the

complementarity constraints in the MPCCs. The decomposition of the matrices not only allows the modified

IMPA to handle MPCCs of large sizes, but also improves the numerical efficiency of the modified IMPA by

taking advantage of the sparsity of the associated matrices.

In addition to the modification of IMPA, we propose a new hybrid algorithm with improved performance

for solving MPCCs. This new hybrid algorithm, combining the modified IMPA along with a grid search

method, demonstrates the capability of reproducing option prices that closely match the observed prices

within a reasonable amount of time.

The remainder of this chapter is organized as follows. In Section 4.1, we review the definition of the

MPCC. In Section 4.2, we present the formulation of the inverse pricing problems as MPCCs under two

different models, the Dupire system (2.19) and the local volatility model (2.11). We then proceed with

the presentation of the modified IMPA and the new hybrid algorithm for solving MPCCs with tridiagonal

matrices in Section 4.3. In the last section of this chapter, we compare the numerical performance of the

modified IMPA with a grid search method for solving the calibration problems under the Dupire system.

We also test the modified IMPA and the hybrid algorithm with the calibration problems formulated under

the local volatility model with synthetic and real market data.

4.1 Mathematical programs with complementarity constraints

Before we present the formulation of the calibration problem of the volatility parameter for American options

as an MPCC, we first review the definition of an MPCC. In general, for a given set Γ and an objective function

θ, an MPCC is defined by

minimize θ(σ, v)

subject to σ ∈ Γ,

and 0 ≤ v − p ⊥ q(σ) +M(σ)v ≥ 0.

Moreover, if v can be viewed as a function of σ (i.e., the American option price can be viewed as a function

of its volatility under the BSM model), we can further rewrite the above optimization problem as an implicit
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program in the variable of σ.

minimize φ(σ) ≡ θ (σ, v(σ))

subject to σ ∈ Γ.

In the next two subsections, we present the formulation of the calibration problems of the volatility parameter

as MPCCs under the Dupire system and the local volatility model. Along with the formulation of the

calibration problems, we also provide a detailed description of the construction of the volatility function via

the two-dimensional basis functions.

4.2 Formulation of the calibration problems as MPCCs

This section presents the formulation of the calibration problems of an implied volatility parameter of

American options as MPCCs. We build our formulation on the linear complementarity systems (2.19) and

(2.11) satisfied by the American options under the Dupire system and the local volatility model. It is

worth mentioning that though throughout this work, we only consider the calibration problems of American

options, the same approach can be applied to the calibration problems of exotic options as well as other

financial derivatives under different models.

4.2.1 The MPCC of the local volatility model

The basic framework of the local volatility model is that for an underlying asset, its spot price St follows the

stochastic differential equation described in equation (2.7). Notice that the volatility σ(St, t) is an unknown

function of the spot price St and the current time t. Our goal here is to approximate the local volatility

function σ(St, t) by solving an optimization problem with linear complementarity constraints arising form

the characteristic of American options.

In our study, we approximate the local volatility function by a linear combination of the two-dimensional

basis functions. As mentioned in Section 2.2.3, the coefficients of the one-dimensional basis functions in

the Dupire system are the time values of American options with different strike prices. Similarly, the

coefficients of the basis functions here represent the volatility values of the grid points on the mesh used for

the construction of the basis functions and are to be determined by solving the corresponding MPCC. We

now introduce the construction of the local volatility function via a linear combination of the two-dimensional

basis functions, followed by the formulation of the corresponding MPCC.

We again restrict our calibration problem on a finite domain Ω = [0, Smax] × [0, T ], and choose a set of

evenly distributed grid points {(s̄g, t̄k)}, g = 1, 2, . . . , p1 and k = 1, 2, . . . , p2 on the finite domain Ω. Let hs
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Figure 4.1: φ1,1(s, t) for s1 = 1, t1 = 1 and hs = ht = 1.

and ht be the discretization steps of the time and space variables. We have

hs = Smax/(p1 − 1), and ht = T/(p2 − 1).

Given the above discretization of the domain Ω, we define the two-dimensional basis functions as follows.

φgk(s, t) =φhs,g(s)φht,k(t)

=φ1,0 ((s− s̄g)/hs)φ1,0 ((t− t̄k)/ht) ,

for g = 1, 2, . . . , p1 and k = 1, 2, . . . , p2. According to the above definition, we notice that a two-dimensional

basis function is the product of two one-dimensional basis functions. To provide readers a better view of

the two-dimensional basis functions, we plot one two-dimensional basis function with sg = tk = 1 and

hs = ht = 1 in Figure 4.1. This basis function has value zero outside the range (0, 2)× (0, 2) and it reaches

its peak value one at point (1, 1).

According to our construction of the volatility function, the coefficients of the basis functions represent

the volatility values at the grid points {(sg, tk)}, g = 1, 2, . . . , p1 and k = 1, 2, . . . , p2. We denote the volatility

value at the grid point (sg, tk) as σ̄gk. Hence, the local volatility σ(St, t) can be approximated by the linear
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combination of the above basis functions as follows.

σ(s, t) =
∑
g,k

σ̄gkφgk(s, t).

Let σ̄ ≡ (σ̄11, . . . , σ̄p1p2)T . By our construction of the volatility function σ(s, t), we can rewrite it as a

function of the spot price S, the current time t and the volatility parameter σ̄: f(s, t, σ̄). Denote

σmi ≡ f(iδS,mδt, σ̄).

Apply the above notation to the complementarity system (2.24) obtained under the local volatility model

via the finite difference method. The entries of the matrices Mm and M̂m of time t = mδt can be updated

as follows.

ai ≡ −
1

2
θf(iδS,mδt, σ̄)2i2 +

θ(r − q)i
2

,

bi ≡
1

δt
+ θf(iδS,mδt, σ̄)2i2 + r,

ci ≡ −
1

2
θf(iδS,mδt, σ̄)2i2 − θ(r − q)i

2
,

âi ≡ −
1

2
(1− θ)f(iδS,mδt, σ̄)2i2 +

(1− θ)(r − q)i
2

,

b̂i ≡ −
1

δt
+ (1− θ)f(iδS,mδt, σ̄)2i2,

ĉi ≡ −
1

2
(1− θ)f(iδS,mδt, σ̄)2i2 − (1− θ)(r − q)i

2
.

(4.3)

Thus given the time discretization R and the space discretization Q, the matrices Mm and M̂m at each

time t = mδt can be viewed as a function of σ̄ and m. Denote Mm and M̂m as M(m, σ̄) and M̂(m, σ̄). By

assuming that condition (2.25) is satisfied by our discretization, we again have the matrix M(m, σ̄) being

a strictly row diagonally dominant matrix irrespective of the value of σ̄. Recall that qm+1 = M̂mVm+1

in the local volatility model. Accordingly, we denote qm+1 as q(m + 1, σ̄) = M̂(m, σ̄)Vm+1. Similarly, we

denote dm arising from the boundary conditions as d(m, σ̄). Hence, the prices of American options satisfy

the following sequence of LCPs. For m = 0, 1, . . . , R− 1,

0 ≤ Vm −Ψm ⊥ d(m, σ̄) + q(m+ 1, σ̄) + M(m, σ̄)Vm ≥ 0.

We combine the above LCPs together into the following aggregate LCP of size R(Q− 1):

0 ≤ V −Ψ ⊥ d(σ̄) + MT (σ̄)V ≥ 0, (4.4)
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with

V ≡


V0

...

VR−1

 , Ψ ≡


Ψ0

...

ΨR−1

 , d ≡


d(0, σ̄)

...

d(R− 1, σ̄)

 .

Here, the aggregated vector V contains all option prices, the aggregated vector Ψ contains all payoffs and

the vector d consists all boundary conditions. All three vectors are of size R(Q− 1). The matrix MT (σ̄) is

a R(Q− 1)×R(Q− 1) matrix defined by

MT (σ̄) ≡



M(0, σ̄) M̂(0, σ̄)

M(1, σ̄) M̂(1, σ̄)

. . .
. . .

M(R− 2, σ̄) M̂(R− 2, σ̄)

M(R− 1, σ̄)


.

Notice that the aggregated matrix MT (σ̄) is a block upper triangular matrix with strictly row diagonally

dominant blocks, and hence it is a P-matrix. The P-property of the aggregated matrix MT (σ̄) plays an

important role in the design of IMPA, which will be discussed in Section 4.3.

The above formulation can be easily extended to the case of multiple options. Specifically, we embed the

LCPs (4.4) for American options with different strike prices together into one large complementarity system.

Assume there are L American options with different strike prices, each satisfying the following LCP:

0 ≤ Vl −Ψl ⊥ d(σ̄) + MT (σ̄)Vl ≥ 0.

We concatenate the L LCPs together and define MMUL(σ̄) as a block diagonal matrix with same block

entries MT (σ̄). Then the final LCP formulation for multiple American options on a single underlying asset

is expressed as follows.

0 ≤ VMUL −ΨMUL ⊥ dMUL(σ̄) + MMUL(σ̄)VMUL ≥ 0, (4.5)

where

VMUL ≡ (Vl)Ll=1, ΨMUL ≡ (Ψl)Ll=1, and dMUL(σ̄) ≡ (d(σ̄))Ll=1

are the aggregated option values, payoffs and boundary conditions. The aggregated matrix MMUL(σ̄) is

a LR(Q − 1) × LR(Q − 1) block diagonal matrix. Notice that both vectors dMUL(σ̄) and MMUL(σ̄) are
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functions of the volatility parameter σ̄.

Now we have modeled the conditions that are satisfied by American options as an LCP, we can formulate

the corresponding calibration problem as an MPCC. The goal of the calibration problem is to search for a

volatility function that generates American options least deviated from the observed market prices. There-

fore, a common choice of the objective function can be the Euclidean distance between the model generated

theoretical option prices and the observed market prices. Denote the objective function as Φ(σ̄,V), it can

be mathematically expressed as

Φ(σ̄,V) ≡
∑
l,m,n

(
V m,ln − V obs,m,l

n

)2
. (4.6)

Here, V m,ln is the theoretical option price of an American option with strike price Kl, evaluated at time mδt

with spot price being nδS. V obs,m,l
n is the corresponding option price observed in the market. The choice of

the objective function Φ(σ̄,V) is not unique. For example, if we want our estimated volatility parameter σ̄

to be close to the historical volatility parameter σ̄hist, we can then add an extra penalty term λ||σ̄− σhist||2

to the objective function (4.6). In our experiments, we also use the following variant of equation (4.6) as

our objective function:

Φ(σ̄,V) ≡
∑
l,m,n

(
V m,ln − V obs,m,l

n

V obs,m,l
n

)2

. (4.7)

In general, due to the market consideration, we require the volatility function to remain in a reasonable

range. We denote the feasible range of σ̄ as Γ. One reasonable choice of Γ can be a hyper-rectangle. Given

the objective function Φ(σ̄,V) and Γ, our final formulation of the calibration problem becomes an MPCC

of the following form:

minimize Φ(σ̄,V)

subject to σ̄ ∈ Γ,

and 0 ≤ V −Ψ ⊥ d(σ̄) + MT (σ̄)V ≥ 0.

(4.8)

The advantage of the above formulation is that it computes the volatility parameter σ̄ and the option prices

V jointly by taking into consideration the market information.

4.2.2 The MPCC of the Dupire System

In this work, we also consider the calibration problem of American options under the Dupire system (2.19).

Similar to the formulation of the calibration problem under the local volatility model, we use the LCP (2.30)

obtained by the finite element method as the complementarity constraints of the MPCC for the Dupire
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system. Recall that under the Dupire system, the American options satisfy the following sequence of LCPs.

For j = 1, 2, . . . , R,

0 ≤ uj ⊥ qj + M(σ)uj ≥ 0.

Here, M(σ) ≡M + dtA(σ) and qj ≡ −(M + dtB)uj−1 + dtF. Here, qj does not depend on the parameter σ

due to the discretization of the time variable t by the explicit finite difference method. It is worth mentioning

that there are a few differences between the LCPs derived under the local volatility model and the Dupire

system. Under the basic assumption of the Dupire system, the volatility parameter is a constant σ for

American options with different strike prices and time to maturities. Therefore, the volatility parameter

is a scalar instead of a vector in the Dupire system. Moreover, the other unknown vector uj is no longer

the option prices, but the time values of the corresponding American options. Therefore, for an MPCC

formulated under the Dupire system (2.19), the unknown variables are the volatility constant σ and the time

values of the American options u. Here, u = (uj)Rj=1 contains the time values of American options with

different maturities and strike prices.

Similar to the formulation of the aggregated complementarity constraints under the local volatility model,

we concatenate all the LCPs satisfied by the American options under the Dupire system together. The final

formulation of the corresponding MPCC can be summarized as follows.

minimize Φ(σ, u)

subject to σ ∈ Γ,

and 0 ≤ u ⊥ FT + MT (σ)u ≥ 0.

Here,

MT (σ) ≡



M(σ)

−(M + dtB) M(σ)

−(M + dtB)
. . .

. . . M(σ)

−(M + dtB) M(σ)


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is the aggregated matrix of size RQ×RQ, and

FT ≡



dtF− (M + dtB)u0

dtF

...

dtF


(4.9)

is the aggregated load vector of size RQ. Now that we have formulated the calibration problems of the

volatility parameter as MPCCs, we devote the rest of the chapter to the development of numerical methods

for solving MPCCs of this type.

4.3 Solution algorithms

As discussed in [LPR96] and [HP00], the complementarity constraints in an MPCC introduce both disjunc-

tion and non-smoothness to the solution v(σ). The KKT optimality theory does not hold for an MPCC and

the KKT multipliers in general do not exist. Due to the special structure of the problem, standard nonlinear

programming theory does not work for this type of optimization problems. Comprehensive studies of this

class of optimization problems have been made and several specialized methods have been developed. In

[FJQ99], Facchinei, Jiang and Qi proposed a smoothing method to solve this type of problems. In [FLRS06],

Fletcher, Leyffer, Ralph and Scholtes suggested using SQP methods to solve MPCCs. In the same paper,

they also provided the local convergence results of the corresponding SQP methods. In [HP00], Huang and

Pang presented two novel approaches for solving MPCCs related to the calibration problems of American

options. In this thesis, we follow one of their approaches, an implicit programming algorithm (IMPA) to

solve the MPCCs derived under both the Dupire system and the local volatility model. In addition, we

propose a hybrid algorithm based on IMPA to further accelerate the convergence. The newly proposed

algorithm allows us to solve an MPCC with large constraints within a reasonably short time.

4.3.1 An implicit programming algorithm

Before we discuss the details of IMPA, we begin with the review of some properties of the implicit function

v(σ). Although the properties are well explained in [CPS09, Chapter 7], it is useful to repeat them for a

better understanding of the design of IMPA. Without loss of generosity, we consider a general MPCC with
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objective function Φ(σ, v) and the following constraints in the variables (σ, v):

0 ≤ v ⊥ q(σ) +M(σ)v ≥ 0, and σ ∈ Γ. (4.10)

Here, σ and v are vectors in RI and RJ , respectively . If the matrix M(σ) in the complementarity constraints

(4.10) is a P-matrix for any σ, then by applying the result of Theorem 2.2.4, we have that there is a unique

solution v(σ) to the complementarity system (4.10) for any given σ. Therefore, v(σ) ∈ RJ can be viewed as

a function of σ ∈ RI .

The key idea of IMPA is to find a descent direction of the objective function. As such, studies of the

local properties of v(σ) when σ undergoes small perturbation are essential. The following local property

describes the conditions that a directional derivative of v(σ) satisfies and hence plays an important role in

the design of IMPA. Denote

F (σ, v) ≡ q(σ) +M(σ)v, (4.11)

and define the associated index sets α(σ), β(σ) and γ(σ) for any pair (σ, v).

α(σ) ≡ {i : vi(σ) > 0 = (q(σ) +M(σ)v)i},

β(σ) ≡ {i : vi(σ) = 0 = (q(σ) +M(σ)v)i},

γ(σ) ≡ {i : vi(σ) = 0 < (q(σ) +M(σ)v)i}.

(4.12)

We summarize the local property of v(σ) as follows.

Theorem 4.3.1. Suppose that the associated matrix M(σ) ∈ RJ×J in (4.10) is a P-matrix for any σ ∈ RI ,

then the function v(σ) is Lipschitz continuous and directionally differentiable in its argument σ ∈ RI . The

directional derivative of v(σ) at any σ ∈ RI along any direction dσ ∈ RI , denoted as v′(σ; dσ), is the unique

solution dv ∈ RJ to the following mixed LCP:

(JσF (σ, v(σ))dσ +M(σ)dv)i = 0, ∀ i ∈ α(σ),

0 ≤ (dv)i ⊥ (JσF (σ, v(σ))dσ +M(σ)dv)i ≥ 0, ∀ i ∈ β(σ),

(dv)i = 0, ∀ i ∈ γ(σ).

(4.13)

Furthermore, it holds that

v(σ + dσ) = v(σ) + v′(σ; dσ) + o(||dσ||).

The proof and a detailed discussion of Theorem 4.3.1 can be found in [CPS09, Chapter 7]. According
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to Theorem 4.3.1, the directional derivative v′(σ; dσ) is the solution to the mixed LCP (4.13) of a reduced

size. Especially, when β(σ) is empty, v′(σ; dσ) is the solution of a system of linear equations. Hence, it is

practical to use the following system of linear equations as an approximation to the mixed LCP (4.13):

(JσFdσ +M(σ)dv)i = 0, ∀ i ∈ α(σ) ∪ β′(σ),

(dv)i = 0, ∀ i ∈ γ(σ) ∪ (β(σ)\β′(σ)).

(4.14)

Here, β′(σ) can be any subset of β(σ). With the above simplification of the constraints satisfied by the

directional derivative, we transform the problem of searching for a descent direction of the objective function

Φ(σ, v) into a convex quadratic program defined by

minimize (dΦσ)T dσ + (dΦv)
T dv +

1

2
dσTWdσ

subject to σ + dσ ∈ Γ,

and (JσFdσ +M(σ)dv)i = 0, ∀ i ∈ α ∪ β′,

(dv)i = 0, ∀ i ∈ γ ∪ (β\β′).

(4.15)

Here, dΦσ ≡ 5σφ(σ, v), dΦv ≡ 5vφ(σ, v), JσF ≡ JσF (σ, v) and W is a given symmetric positive definite

matrix of size I × I.

Given the above generation of the search direction, we now can build IMPA as an iterative descent

algorithm. At each iteration ν, we solve system (4.15) at σν for a search direction dσ which could lead to a

potential decrease of the objective function. We then apply the Armijo inexact linear search rule (discussed

in Section 3.3) to determine the step size. Also, a lower bound of 0.01 is set on the step size to prevent it from

being too small. In our numerical experiments, we choose the matrix W of system (4.15) to be an identity

matrix of size I × I for all iterations. Different choices of W at each iteration might affect the numerical

performance of IMPA. However, the choice of an identity matrix for all iterations produces satisfactory

numerical results in our experiments. A step-by-step summary of IMPA is presented in Algorithm 6.

To solve the calibration problems of American options under the local volatility model efficiently, we

not only reduce the dimension of the formulated MPCC from R(Q− 1) to p1p2 by the special construction

of the local volatility function, but also further modify the implementation of IMPA by decomposing the

sub-problem (4.16) at each iteration into smaller systems. The decomposition greatly facilitates the com-

putational capability of IMPA for solving MPCCs with large constraints. We use the MPCC derived under

the local volatility model as an example to illustrate our modification of IMPA.

Notice that in MPCC (4.8), the volatility function is constructed by the unknown vector σ̄. Hence,
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Algorithm 6: IMPA

Input: scalars ρ ∈ (0, 1) and γ ∈ (0, 1);
initialize σ0 ∈ Γ and ν = 0;
set W to be a symmetric positive definite matrix of order I × I, with I being the size of σ0;
repeat

Step 1
determine the index sets αν , βν and γν associated with (σν , v(σν));
let β′ be an arbitrary subset of βν ;
solve the convex quadratic program

minimize (dΦνσ)T dσ + (dΦνv)T dv +
1

2
dσTWdσ

subject to σν + dσ ∈ Γ,

and (JσFdσ +M(σν)dv)i = 0, ∀ i ∈ αν ∪ β′,
(dv)i = 0, ∀ i ∈ γν ∪ (βν\β′);

(4.16)

record the search direction dσ and the auxiliary vector dv;
Step 2
define the function σν(τ) ≡ σν + τdσ and let vν(τ) ≡ v(σν(τ));
search for lν , where lν is the smallest non-negative integer that satisfies either:
(i) Φ(σν(τ), vν(τ))− Φν ≤ γτ

(
(dΦνσ)T dσ + (dΦνv)T dv

)
, where τ ≡ ρlν , or

(ii) ρlν ≤ 0.01;
set τν ≡ max(0.01, ρlν );
update σν+1 ≡ σν(τν);
ν ← ν + 1;

until a stopping test is satisfied ;

the unknown variable of this MPCC is σ̄. According to Algorithm 6, the first step of IMPA involves the

calculation of Jσ̄F . From (2.24), we know that for the MPCC derived under the local volatility model,

F (σ,V) =
(

(Fmi (σ,V))
Q−1
i=1

)R−1

m=0

=d(σ) + MT (σ)V.

Hence, for each entry Fmi (σ,V), we have

Fmi (σ,V) = dmi (σ) +

Q−1∑
j=1

M̂m
ijV

m+1
j +

Q−1∑
j=1

Mm
ijV

m
j ,
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with

dmi =



1
2

(
θV m0 + (1− θ)V m+1

0

) (
r − q − (σm1 )2

)
, i = 1,

− 1
2

(
θV mQ + (1− θ)V m+1

Q

)(
(Q− 1)(r − q) + (Q− 1)2(σmQ−1)

2
)
, i = Q− 1,

0, otherwise.

M̂m
ij =



− 1
2 (1− θ)(σmi )2i2 − (1− θ) (r−q)i

2 , i = j − 1,

− 1
δt + (1− θ)(σmi )2i2, i = j,

− 1
2 (1− θ)(σmi )2i2 + (1− θ) (r−q)i

2 , i = j + 1

0, otherwise.

Mm
ij =



− 1
2θ(σ

m
i )2i2 − θ (r−q)i

2 , i = j − 1,

1
δt + θ(σmi )2i2 + r, i = j,

− 1
2θ(σ

m
i )2i2 + θ (r−q)i

2 , i = j + 1,

0, otherwise.

Therefore,
∂Fmi (σ,V)
∂σ̄gk

can be calculated explicitly as follows.

∂Fmi (σ,V)

∂σ̄gk
=
∂dmi (σ)

∂σ̄gk
+

Q−1∑
j=1

∂M̂m
ij

∂σ̄gk
V m+1
j +

Q−1∑
j=1

∂Mm
ij

∂σ̄gk
V mj

=



1
2
∂(σm1 )2

∂σ̄gk

(
−θV m0 − (1− θ)V m+1

0 + θ(2V m1 − V m2 ) + (1− θ)(2V m+1
1 − V m+1

2 )
)
, i = 1,

1
2 (Q− 1)2 ∂(σmQ−1)2

∂σ̄gk

(
−θV mQ − (1− θ)V m+1

Q + θ(2V mQ−1 − V mQ−2) + (1− θ)(2V m+1
Q−1 − V

m+1
Q−2 )

)
, i = Q− 1,

1
2 i

2 ∂(σmi )2

∂σ̄gk

(
θ(2V mi − V mi+1 − V mi−1) + (1− θ)(2V m+1

i − V m+1
i+1 − V m+1

i−1 )
)
, otherwise.

Recall that we also have

σ =
(

(σmi )Q−1
i=1

)R−1

m=0

=


∑
g,k

σ̄gkφgk(iδS,mδt)

Q−1

i=1


R−1

m=0

.

Therefore,
∂(σmi )2

∂σ̄gk
can be computed as

∂(σmi )2

∂σ̄gk
= 2σmi φgk(iδS,mδt).
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Now that we have calculated Jσ̄F explicitly, the first equality constraint of (4.16) in Algorithm 6 can be

expressed as

∑
g,k

∂Fmi
∂σ̄gk

dσ̄gk +
(
M̂m

ii−1(σ)dV m+1
i−1 + M̂m

ii (σ)dV m+1
i + M̂m

ii+1(σ)dV m+1
i+1

)
+
(
Mm

ii−1(σ)dV mi−1 + Mm
ii (σ)dV mi + Mm

ii+1(σ)dV mi+1

)
= 0,

for all mQ+ i ∈ α(σ).

Hence, by taking advantage of the expression of Jσ̄F , we can decompose the constraints of (4.16) into

constraints of smaller sizes in the implementation of IMPA. This modification greatly enhances IMPA’s

capability of solving MPCCs with constraints of large sizes. Specifically, we first decompose the the con-

straints of (4.16) into R smaller subgroups of constraints, each having Q− 1 constraints. Starting from the

last subgroup of Q − 1 constraints, we calculate
(
dV R−1

i

)Q−1

i=1
in terms of dσ̄ by solving a system of linear

equations. We then substitute
(
dV R−1

i

)Q−1

i=1
by the expression of dσ̄ in the second to last subgroup of Q− 1

constraints. Again, we obtain the expression of
(
dV R−2

i

)Q−1

i=1
as a function of dσ̄ by solving a system of linear

equations. We repeat the above procedure until all the entries of dV have been expressed as a function of

dσ̄. The total computational cost of this process is equivalent to solving R systems of linear equations of size

Q − 1. Notice that both the matrices Mm and M̂m appeared in the constraints of the m-th subgroup are

tridiagonal matrices. Hence, the update of (dV mi )
Q−1
i=1 can be performed within O(Q) via the Gaussian elim-

ination method. Once we write dV in terms of dσ̄, we can rewrite the convex quadratic program (4.15) into

a simply bounded optimization problem, and apply existing solvers to solve the corresponding optimization

problem.

The same methodology can be applied to the MPCC derived under the Dupire system. Moreover,

for an MPCC derived under the Dupire system, the unknown volatility parameter σ is a scalar. Therefore,

applying the modified IMPA to the corresponding MPCC leads to solving a one-dimensional convex quadratic

program, which can be solved by comparing the objective values at three (possibly two) points, the two end

points of the feasible range and the point which solves 5Φ(σ̄) = 0 (given this point is in the feasible range).

Given the above implementation of IMPA, we now are able to solve MPCCs with constraints of large

sizes. Especially with the relaxed restriction on the size of the constraints, we now can solve MPCCs with

finer discretizations and possibly obtain approximate solutions of the calibration problems with improved

accuracy.

Other than IMPA, we also use two other approaches, a grid search method and a new hybrid method

presented below to solve the formulated MPCCs in this work.
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4.3.2 Grid search algorithm

Other than IMPA, one nature approach for solving the MPCCs derived from the calibration problems is to

use a grid search method. As the name suggests, a grid search method is simply an exhaustive searching

through a manually specified subset of the feasible range. In this thesis, we use a variant of the grid search

method, a coordinate grid search method as the benchmark algorithm for solving the MPCCs derived from

the calibration problems of American options. For simplicity, we call the coordinate grid search method as

the grid search method in the rest of the work. To better illustrate our implementation of the grid search

method, we apply it to the MPCC derived under the local volatility model and explain the method step by

step.

Without loss of generosity, we assume that the feasible range of σ̄ is a hyper-rectangle Γ ∈ Rp1p2 . We

divide the one-dimensional feasible interval of each coordinate i, i = 1, 2, . . . , p1p2, into Ii subintervals, and

record the corresponding grid points as Σi. We then initialize our algorithm with a starting point σ̄ ∈ Γ

and search for an optimal solution by traversing through all coordinates. More precisely, we let the first

coordinate of σ̄ take values from Σ1 while fixing the values of the rest coordinates. We evaluate the objective

function at each point of Σ1 and record the point that leads to the smallest objective value. This point is

then used as the value of the first coordinate. We repeat the above procedure for each coordinate until

we traverse through all the coordinates. Upon finishing one cycle of the grid search method, we update all

coordinates of σ̄. We repeat the cycle until a satisfactory result of the MPCC is achieved. The grid search

method is summarized in Algorithm 7.

Algorithm 7: Coordinate grid search method

Input: a starting point σ̄0 ∈ Rp1p2 , an integer parameter ∆iter > 0
and a discretization Σ1 × · · · × Σp1p2 of Γ ⊆ Rp1p2 ;
set ν = 0;
repeat

set i = 1;
repeat

let the i-th coordinate of σ̄νi take values in Σi
while fixing the values of other coordinates of σ̄ν ;
evaluate the objective function at each point constructed above;
update the i-th coordinate of σ̄νi by the point in Σi that leads to the smallest objective value;
i← i+ 1;

until i = p1p2;
ν ← ν + 1;

until ν = ∆iter;

The advantage of the grid search method is that it terminates within finite steps, which depend upon

the discretization of Γ and the number of cycles. Also, the implementation of the grid search method is
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straightforward. However, the grid search method has its own limitations. The accuracy of the approximate

solution generated by the grid search method depends heavily upon the discretization of Γ. The finer the

grid is, the more accurate the solution will be. Therefore, the grid search method suffers from the curse of

dimensionality. Especially for an optimization problem where the dimension of the parameter is large and

the evaluation of the objective function is expensive, the grid search method in general does not produce

satisfactory performance.

In our numerical experiments, we use a one-dimensional grid search method as a benchmark algorithm for

solving MPCCs formulated under the Dupire system. To solve MPCCs of higher dimensions, for instance,

the MPCCs derived under the local volatility model, we no longer use the grid search method in our

experiments. Instead, we propose a hybrid method which combines the coordinate grid search method with

IMPA for solving MPCCs of higher dimensions. We now present the hybrid method in the following section.

4.3.3 Hybrid algorithm

IMPA in general is efficient at searching for local solutions for MPCCs of high dimensions. However, it

has it own limitations. Due to the simplification of the descent direction search (4.16) at each iteration of

IMPA, there is no guarantee that the search direction dσ̄ obtained is a descent direction of the objective

function. Due to the challenge imposed by the non-convexity of the mixed LCP (4.13), there is no existing

literature which addresses this issue. The numerical results of our experiments further suggest that IMPA is

able to generate descent directions, which lead to substantial decrease of the objective function at its initial

iterations. However, IMPA is not able to find such directions for its later iterations.

To remedy the slow convergence of IMPA, we propose a new hybrid algorithm, which employs both IMPA

and a coordinate grid search method for solving MPCCs. The idea of this hybrid algorithm is motived by

the fact that a grid search method helps IMPA to move away from the current iterate σ̄ν when it fails to

find a descent direction or takes too small a step at the current iterate. By initializing the starting point

of IMPA using the point generated by the grid search method, we are able to restart the searching of other

regions for points with smaller objective values, and hence potentially accelerate the convergence.

We now present the hybrid algorithm in more detail. We start the algorithm by running a few iterations

of IMPA. We stop iterations of IMPA when either the value of the objective function is smaller than a

prescribed threshold value (this indicates that a satisfactory volatility function has been obtained), or there

is no sufficient decrease of the objective function within these iterations. Notice that the choice of the number

of IMPA iterations could presumably affect the performance of the hybrid algorithm. In our experiments,

the number of IMPA iterations is set to be 30 and yields satisfactory results. We then run one cycle of the
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grid search method using the value of σ̄ generated from the IMPA iterations as the starting point of the grid

search. The cycle of IMPA iterations and a grid search step is repeated until a termination test is satisfied.

The grid search iterations of the above described hybrid method can be quite expensive when the dimen-

sion of σ̄ is large. Therefore, to further improve the efficiency of our hybrid algorithm, instead of searching

through all coordinates of σ̄, we only search coordinates for which the objective function is sensitive; we

call these influential coordinates. In our implementation, we adopt a heuristic strategy to determine the

influential coordinates. To illustrate this heuristic, consider the calibration problem derived under the local

volatility model. We first evaluate the option prices with a 0.2 uniform volatility function. Here, by a

uniform volatility function with constant ϑ > 0, we mean that all the elements of σ̄ are fixed at ϑ. The

evaluation of the option prices is equivalent to solving the LCP (4.4) with this definition of σ̄. Next, for

each coordinate of σ̄, we increase its value by 1 percent and re-evaluate the option prices. If none of the

option prices change by more than 1 basis point, then this coordinate is not considered to be an influential

coordinate. After iterating through all the elements of σ̄, we obtain the most influential coordinates Λ.

In our experiments we test the hybrid method on synthetic data of American options. The numerical

results (see Table 4.12) suggest that the hybrid method does improve the convergence of IMPA, and is

able to find σ̄ resulting in a small object value within a reasonably short time. The fast convergence of

the hybrid algorithm mainly arises from IMPA’s capability of calculating effective descent directions during

early iterations and the grid search method’s ability to find better local minimizers (since it searches over a

grid of the space). The hybrid method is formally stated as Algorithm 8.

4.4 Numerical experiments

In this section, we report the numerical performance of IMPA, the grid search method and the new hybrid

algorithm for solving MPCCs derived under the Dupire system and the local volatility model. The experi-

mental codes are written in MATLAB and C++. Specifically, IMPA is implemented in MATLAB and tested

with MPCCs derived under both the Dupire system and the local volatility model. To better understand

the performance of IMPA, the grid search method is tested with MPCCs derived under the Dupire system in

MATLAB as a benchmark algorithm. As for the hybrid method, the IMPA iterations of the hybrid method

are implemented in MATLAB while the grid search iterations of the hybrid method are implemented in

C++. The hybrid method is tested for solving MPCCs derived under the local volatility model.

Before presenting the numerical results, we first provide the implementation details of each algorithm.

For IMPA, the main computation involves the calculation of a search direction and the determination of a
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Algorithm 8: Hybrid algorithm

Input: a starting point σ̄0, integer parameters ∆impa,iter > 0 and ∆iter > 0,
scalars ε0 > 0 and ς ∈ (0, 1) for the determination of the threshold value εν ,
the index set of the influential coordinates Λ,
and the corresponding discretization of the influential coordinates Πi∈ΛΣi;
set ν = 0;
repeat

Step 1
run ∆impa,iter iterations of IMPA until either:
(i) IMPA terminates, or
(ii) the absolute difference of the objective values at two consecutive IMPA iterations is smaller
than the threshold value εν > 0;
εν ← εν × ς;
update σ̄ν with the result obtained from IMPA iterations;
Step 2
set i = 1;
repeat

let the i-th coordinate of σ̄νi take values in Σi
while fixing the values of other coordinates of σ̄ν ;
evaluate the objective function at each point constructed above;
update the i-th coordinate of σ̄νi by the point in Σi that leads to the smallest objective value;
i← i+ 1;

until i = the number of elements in Λ;
ν ← ν + 1;

until ν = ∆iter;

step size at each iteration. In terms of the direction search step, we express dv in terms of dσ and transform

problem (4.15) into a strictly convex quadratic program in the variable dσ. For example, in the case of the

local volatility model, once we calculate the j-th block of

((
dV ji

)Q−1

i=1

)R−1

j=0

,
(
dV ji

)Q−1

i=1
in terms of dσ̄, we

simply solve a system of linear equations and obtain the expression of the (j − 1)-th block
(
dV j−1

i

)Q−1

i=1

in terms of dσ̄. When all the elements of

((
dV ji

)Q−1

i=1

)R−1

j=0

have been calculated as a function of dσ̄,

we then use MATLAB’s built-in quadratic programming solver (QUADPROG) to solve the corresponding

convex quadratic program. In terms of the determination of the step size, evaluation of Φ at a sequence of

points around (σν , vν) is required at each iteration ν as presented in the second step of Algorithm 6. The

evaluation involves solving an LCP for each point of the sequence. In the case that the associated matrix

of the corresponding LCP is block tridiagonal, we again can decompose this LCP into a collection of LCPs

of smaller sizes. By solving each smaller LCP separately via the two phase active-set method, we further

improve the efficiency of IMPA. Similar to the implementation of the two phase active-set method discussed

in Section 3.2, we set the stopping criterion as

‖ min(v, q +Mv) ‖∞≤ εsor
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for solving LCP (q,M). Here, εsor is the error tolerance level of the two phase active-set method. We set

εsor = 10−6 in our implementation along with three other parameters ω = 1.5, ksor = 3 and ∆ac = 20

throughout our experiments. The termination test for IMPA is given as

min (‖ dσ ‖∞,Φ(σ)) ≤ εimpa. (4.17)

IMPA is terminated when either the search direction dσ is smaller than a prescribed threshold value or a

small objective value has been achieved. Also, a maximum number of 200 iterations is also imposed in our

implementation. If after 200 iterations, the current iterate σ still does not satisfy the termination condition

(4.17), we use σν , which results in the smallest objective so far as the final output of IMPA.

For the hybrid method, let us consider the case of solving an MPCC derived under the local volatility

model. In terms of the implementation of the IMPA iterations in the hybrid algorithm, it remains the same

as that of the modified IMPA discussed in the previous paragraph. In terms of the implementation of the

grid search step in the hybrid algorithm, for a give discretization of the feasible range Γ: Σ1 × · · ·Σp1p2 ,

we need to evaluate a total number of |Σ1| × · · · |Σp1p2 | LCPs at each iteration. We again employ the two

phase active-set method to solve all LCPs per iteration. Notice that the choice of the influential coordinates

Λ could presumably affect the practical performance of the hybrid algorithm. As discussed in Section 4.3.3,

we determine the influential coordinates by using a 0.2 uniform volatility function in our problems. This

heuristic method and the generated influential coordinates yield fairly satisfactory results in our numerical

experiments. Now we have presented the numerical techniques involved in the implementation of the three

algorithms, we report the numerical performance of the algorithms in the section below.

4.4.1 Calibration problems under the Dupire system

In this part, we consider the calibration problems of American put options under the Dupire system (2.19).

Specifically, we consider calibrating the volatility parameter of a 0.5 years (T = 0.5) at the money (ATM)

American put option with a spot price S = 100. Here, by at the money, we mean that the option’s strike

price is identical to the spot price of the underlying asset. Following the assumption of the Dupire system,

we assume the risk-free interest rate of the market and the dividend of the underlying asset are constants

r = 0.05, q = 0.

We only consider a special class of the Dupire system, in which the jump density p(z) = 0 in this experiment.

In this case, the jump operator B = 0 in complementarity system (2.19) and the jump matrix B of LCP
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(2.30) is a zero matrix. We set the computational domain of the log of the strike price x as

x = −0.3, x̄ = 0.3.

For the practical purpose, it is reasonable to set an upper bound of 0.6 and a lower bound of 0.1 for the

volatility parameter σ. In addition, we set the error tolerance level of IMPA as 10−6 together with two other

parameters used in the determination of the step size as

ρ = 0.5, γ = 0.0005.

Since we are calibrating the volatility parameter of the ATM American put option, the objective function

takes the following simple form:

Φ(σ) = (uATM − uobs
ATM)2. (4.18)

Here, the observed price uobs
ATM is the price of the ATM put option calculated by solving LCP (2.30) at a

prescribed volatility value. According to the P-property of the matrix M + dtA(σ), there is a unique u(σ)

which is the solution of the corresponding LCP (2.30) at a given σ. Therefore, we would expect both IMPA

and the grid search method to reproduce the prescribed volatility. Notice that under the Dupire system,

the convex quadratic program obtained from system (4.13) is of dimension one. Therefore, the coordinate

grid search method is simply a one-dimensional grid search method. For a fair comparison of IMPA and

the grid search method, we discretize the feasible range Γ of σ into (nLCP − 1) evenly spaced subintervals,

where nLCP is the total number of LCPs solved by IMPA. We then evaluate the objective function at all

end points of the subintervals in the grid search method. The end point with the smallest objective value is

deemed as optimal for the grid search method.

Both IMPA and the grid search method are tested for solving the MPCCs derived under the Dupire

system with different initial points and discretizations of time and space. For each method, we report its

computational time in seconds (CPU) and the absolute differences between the recovered volatility values

and the prescribed volatility values.

Case 1: space discretization Q = 30, time discretization R = 10

In this experiment, the prescribed volatility parameter is set to be 0.2. We calculate the corresponding

price of the ATM put option by solving LCP (2.30) at σ = 0.2 with B = 0. This value is computed

as 4.6458 and used in the objective function (4.18). As discussed in the previous paragraph, we let

both IMPA and the grid search method solve same number of LCPs in the computation of the MPCCs
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IMPA Grid

Initial point Cal σ Err CPU(s) Cal σ Err CPU(s)
0.1 0.2000 0.0000 0.3966 0.2008 0.0008 0.4938
0.5 0.2000 0.0000 1.5157 0.2000 0.0000 1.2761

Table 4.1: The Dupire system: Q=30, R=10.

IMPA Grid

Initial point Cal σ Err CPU(s) Cal σ Err CPU(s)
0.1 0.2000 0.0000 9.2083 0.2004 0.0004 13.1768
0.5 0.2000 0.0000 47.2579 0.2000 0.0000 40.2076

Table 4.2: The Dupire system: Q=100, R=40.

derived under the Dupire system. According to our numerical results, when the initial points are 0.1

and 0.5, the total numbers of LCPs solved by IMPA are 119 and 320, respectively. Therefore, we

divide the feasible range of σ into 118 and 319 evenly spaced subintervals for 0.1 and 0.5 initial points

in the implementation of the grid search method. Ideally, we would like both methods to recover the

prescribed σ = 0.2. Hence, we use the absolute difference between the calculated σ and the prescribed

σ to measure the accuracy of the algorithms. More detailed results are presented in Table 4.1.

Case 2: space discretization Q = 100, time discretization R = 40

In this experiment, we test both IMPA and the grid search method with a finer discretization of time

and space. Similar to the previous test, the prescribed volatility parameter is set to be 0.2. We again

calculate the corresponding price of the ATM put option by solving LCP (2.30) at σ = 0.2 with B = 0.

This value is computed as 4.6539 and used in the objective function (4.18). We again record the total

numbers of LCPs computed by IMPA with different initial points given the finer discretization of space

and time. Our numerical results suggest that when the initial points are 0.1 and 0.5, the total numbers

of LCPs solved by IMPA are 1077 and 3254, respectively. Therefore, we divide the feasible range

of σ into 1076 and 3253 evenly spaced subintervals for 0.1 and 0.5 initial points, respectively in the

implementation of the grid search method. The increased total numbers of LCPs are in accordance

with our expectation since we use a finer discretization of space and time in this test. Similar to Table

4.1, we use the absolute difference between the calculated σ and the prescribed σ as the measurement

of the accuracy for both algorithms. Detailed numerical performance of the two algorithms is presented

in Table 4.2.

As suggested by Table 4.1 and Table 4.2, the performance of IMPA and the grid search method varies

along with the space and time discretizations, as well as the initial points used in the initialization of
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IMPA. According to our tests, IMPA outperforms the grid search method both in terms of accuracy and

computational time for the two different discretizations when the initial point of IMPA is 0.1. Both IMPA

and the grid search method are able to recover the prescribed σ when the initial point of IMPA is 0.5.

However, the grid search method is able to reproduce the prescribed volatility within shorter times for the

two discretizations. One possible explanation for the difference in two cases could be that when σ is small,

the corresponding LCPs can be solved efficiently by the two phase active-set method. However, it is more

costly to solve the LCPs when σ is large. Therefore, IMPA outperforms the grid search method when the

initial point is close to the prescribed σ, and IMPA needs to solve less LCPs with large σ than the grid

search method. The grid search method outperforms IMPA when the initial point is far from the prescribed

σ, and IMPA needs to solve more LCPs with large σ than the grid search method. Overall speaking, both

IMPA and the grid search method work equally well for solving MPCCs derived under the Dupire system.

4.4.2 Calibration problems under the local volatility model

In this section, we consider the calibration problems of American put options under the local volatility

model. Due to the high dimensionality of the problems, we mainly use IMPA to solve MPCCs of this class.

IMPA is tested with both synthetic data and market data: American index put options on the Standard &

Poor’s 100 index. In this section, we also test the new hybrid algorithm with the same set of synthetic data

as IMPA. We now present the details of the data and the numerical performance of the two methods in the

following sections.

Numerical performance of IMPA

In this part, we study the numerical performance of IMPA for solving MPCCs derived under the local

volatility model. We test IMPA with both synthetic data generated by solving LCP (4.4) with a given

uniform volatility function and market data of the American put options on the Standard & Poor’s 100

index. In addition, we further split the market data into two subsets, training data and testing data. We

calibrate the volatility parameter by applying IMPA to the training data, and use the calculated volatility

parameter to compute the theoretical option prices for the testing data. The distance between the theoretical

prices and the market prices of the testing data is then used to measure the effectiveness of IMPA.

Case 1: calibration problems with synthetic data

In this experiment, we consider the calibration problem of 14 American put options with strike prices

K = 420, 440, . . . , 680. The maturities of all 14 options are the same and given as 0.3 years (T =

76/252). We assume the current spot price is 590, and the risk-free interest rate of the market and the
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K 420 440 460 480 500 520 540
Price 0.0183 0.0779 0.2698 0.7812 1.9343 4.1824 8.0446

K 560 580 600 620 640 660 680
price 21.2157 30.2530 41.7355 54.4589 68.7711 84.4186 96.0582

Table 4.3: Local volatility model: option prices with 0.2 uniform volatility function.

dividend of the underlying asset are constants

r = 0.0031, q = 0.0214.

For the practical purpose, we restrict the stock variable S on a finite computational domain with

Smin = 0, Smax = 800.

We set an upper bound of 0.6 and a lower bound of 0.1 for σ̄, and let the space discretization be

Q = 800 and the time discretization be R = 50 in this experiment. For each option with a fixed strike

price K, we calculate the observed price V obs,K by solving LCP (4.4) with a 0.2 uniform function. The

prices of the 14 different options are summarized in Table 4.3.

As discussed in Section 4.1, we use the values V obs,K to define the least-square objective function.

Other than using the sum of the squares of the difference between the calculated theoretical price

V cal,K and the observed price V obs,K of each option, we use the sum of the squares of the relative error(
V obs,K − V cal,K

)
/V obs,K of each option as the objective function in this experiment. Mathematically,

the objective function takes form

Φ(σ̄) =
∑
K

(
(V obs,K − V cal,K)/V obs,K

)2
. (4.19)

The advantage of using such an objective function is that after the normalization of the errors, each

option now has equal influence on the objective value. Hence, the volatility function obtained by

IMPA is less likely to favor options with high prices. As for the construction of the volatility function,

we use a 15 × 3 evenly spaced mesh to fully represent the 800 × 50 different points in the volatility

function. Here, the space discretization is p1 = 15 and the time discretization is p2 = 3. Therefore,

the dimension of the calibration problem is 45.

In terms of the implementation of IMPA, the error tolerance level of IMPA is set as 10−6 along with
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Initial point 1 0.18× (1,1,. . .,1)
Initial point 2 0.22 × (1,1,. . .,1)
Initial point 3 0.40× (1,1,. . .,1)
Initial point 4 (0.60 : −0.03 : 0.18)× (0.60 : −0.03 : 0.18)× (0.60 : −0.03 : 0.18)

Table 4.4: Local volatility model: initial points of synthetic data.

K Initial point 1 Initial point 2 Initial point 3 Initial point 4

420 -0.0644 -0.0121 -0.1015 -0.1049
440 0.0099 0.0140 -0.0026 0.0050
460 0.0337 0.0257 0.0337 0.0370
480 0.0300 0.0275 0.0403 0.0330
500 0.0234 0.0249 0.0330 0.0243
520 0.0177 0.0201 0.0254 0.0179
540 0.0134 0.0149 0.0194 0.0139
560 0.0099 0.0104 0.0131 0.0108
580 0.0070 0.0067 0.0080 0.0079
600 0.0045 0.0040 0.0043 0.0050
620 0.0023 0.0020 0.0017 0.0025
640 0.0005 0.0007 0.0006 0.0006
660 -0.0006 0.0000 0.0000 -0.0007
680 -0.0011 -0.0002 -0.0009 -0.0017
Φ(σ̄) 0.0078 0.0032 0.0154 0.0148

Table 4.5: Local volatility model: relative errors of synthetic data.

two other parameters

ρ = 0.2, γ = 0.0005

used in the determination of the step size. In our experiment, we apply IMPA to the corresponding

MPCCs with four different initial points σ̄0 (summarized in Table 4.4). For each initial point, we

report the relative error of each option and the value of the objective function at the termination of

IMPA. Details of the numerical results are presented in Table 4.5

It is interesting to note that in all four tests, IMPA is able to reproduce observed option prices closely

when the strike prices are large than the spot price. Specifically, the relative errors are less than

0.5 percent for options with strike prices greater than 590 in all examples. Moreover, the resulting

objective values are quite small when the initial points are close to the constant σ̄ used to generate the

observed market prices. Overall, IMPA is able to recover the observed prices quite well given different

initial points.

Case 2: calibration problems with full market data

In this experiment, we test IMPA on the calibration problem of 14 American index put options on the
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K 420 440 460 480 500 520 540
Price 1.30 1.75 1.80 2.70 2.95 5.29 7.40

K 560 580 600 620 640 660 680
price 10.90 17.00 26.00 39.80 56.10 74.50 94.10

Table 4.6: Local volatility model: option prices of S&P100.

Standard & Poor’s 100 index. The strike prices of the options are K = 420, 440, . . . , 680, and all the

options share the same time to maturity T = 76/252. The current S&P100 index is at 590, and the

risk-free interest rate of the market and the dividend of the S&P100 are

r = 0.0031, q = 0.0214.

We list the market prices of 14 put options in Table 4.6. All the data are quoted directly from

Bloomberg’s terminal.

We again apply IMPA to the MPCC (4.8) with the market data listed above. Similar to the previous

example, we restrict the stock variable S on a finite computational domain with

Smin = 0, Smax = 800.

We again set an upper bound of 0.6 and a lower bound of 0.1 for σ̄, and let the space discretization

be Q = 800 and the time discretization be R = 50 in this experiment. The objective function take

the same form as (4.19) with V obs,K being the observed market prices of the American put options

listed in Table 4.6. As for the construction of the volatility function, we again use a 15 × 3 evenly

spaced mesh to fully represent 800× 50 different grid points in the volatility function. Here, the space

discretization is p1 = 15 and the time discretization is p2 = 3.

In terms of the implementation of IMPA, the error tolerance level of IMPA is set as 10−6 along with

two other parameters

ρ = 0.2, γ = 0.0005

used in the determination of the step size. We apply IMPA to the corresponding MPCCs with two

different initial points σ̄0, which are summarized in Table 4.7. For each initial point, we report the

relative error of each option and the value of the objective function at the termination of IMPA. Details

of the numerical performance of IMPA with the market data are presented in Table 4.8.

According to Table 4.8, IMPA presents similar performance compared to that of the previous exper-
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Initial point 1 0.2× (1,1,. . .,1)
Initial point 2 (0.6:-0.03:0.18)×(0.57:-0.03:0.15)×(-0.54:-0.03:0.12)

Table 4.7: Local volatility model: initial points of market data.

K Initial point 1 Initial point 2

420 -0.2377 -0.2014
440 -0.1766 -0.1560
460 0.1093 0.1251
480 -0.0064 0.0030
500 0.2152 0.2251
520 -0.0490 -0.0414
540 -0.0213 -0.0147
560 0.0115 0.0154
580 0.0133 0.0166
600 0.0287 0.0331
620 0.0008 0.0039
640 -0.0003 0.0001
660 -0.0017 -0.0026
680 -0.0049 -0.0058
Φ(σ̄) 0.1500 0.1349

Table 4.8: Local volatility model: relative errors of market data.

iment. It is able to reproduce theoretical option prices which are considerably close to the observed

market prices. Especially for options with strike prices greater than the current index, the relative

errors are less than 5 percent for the two different initial points.

Case 3: calibration problems with training market data

Numerical results have demonstrated IMPA’s capability of generating option prices that are close to

their observed prices with both synthetic data and market data. However, we are also interested in

the predictive ability of the volatility function generated by IMPA. In the following experiment, we

divide the aforementioned market data (Table 4.6) into two groups, training data and testing data.

We use IMPA to solve the MPCC derived under the local volatility model with the training data. The

obtained volatility function is then used to compute the theoretical prices of the put options in the

testing data. Ideally, we would like IMPA to generate a volatility function which yields theoretical

prices that are close to the market prices of the options in the testing data. Therefore, we report both

the absolute difference and the relative difference between the market price and the theoretical price

of each option in the testing data as measurements of IMPA’s performance.

In our example, the data are divided as follows.

• training data: options with strike prices K = 420, 440, 460, 500, 540, 560, 600, 640, 660, 680.
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K Rel err

420 0.2000
440 0.1625
460 0.0966
500 0.1411
540 0.0548
560 0.0057
600 0.0257
640 0.0021
660 0.0012
680 0.0040
Φ(σ̄) 0.0993

Table 4.9: Local volatility model: relative errors of training data.

K Mkt price Cal price Abs diff Rel err

480 2.70 2.6742 0.0258 0.0096
520 5.20 4.7697 0.4303 0.0827
580 17.00 17.4890 0.4890 0.0287
620 39.80 39.7381 0.0619 0.0015

Table 4.10: Local volatility model: relative errors of testing data.

• testing data: options with strike prices K = 480, 520, 580, 620.

The parameters used in the implementation of IMPA and the construction of the volatility function

remain the same as those used in the previous two experiments (Case 1 and Case 2 of Section 4.4.2).

In this experiment, we set the initial point σ̄0 to be the 0.2 uniform function. For the training data, the

relative error of each option is reported in Table 4.9. For the testing data, both the absolute difference

between the theoretical price and the market price, and the relative error of each option are reported

in Table 4.10.

According to the numerical results, we note that IMPA is able to recover the market prices relatively

well for options with large strike prices for both the training and the testing set. The experiment has

demonstrated IMPA’s predictive capability and further suggests its possible use as an effective tool for

pricing and hedging of index options in practice.

Numerical performance of the hybrid method

In this part, we study the numerical performance of the newly proposed hybrid algorithm for solving the

MPCCs derived under the local volatility model. We conduct the test with the same set of synthetic

put option data (Table 4.3). In terms of the construction of the volatility function, we again use a 15×3
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Initial point 1 0.10× (1,1,. . .,1)
Initial point 2 0.40 × (1,1,. . .,1)

Table 4.11: Local volatility model: initial points of synthetic data for the hybrid algorithm.

Loop Step Initial point 1 Initial point2 CPU(min)
Loop 1 IMPA 0.7579 0.7001 27

Grid 0.0113 0.0113 54
Loop 2 IMPA 0.0058 0.0057 81

Grid 0.0035 0.0035 54

Table 4.12: Local volatility model: computational time for the hybrid algorithm

evenly spaced mesh. In terms of the implementation of the IMAP iterations, the error tolerance level

and the parameters used in the determination of the step size remain the same as those used in Case 1

and Case 2. We impose a maximum number of iterations ∆impa,iter = 30 on the IMPA iterations at each

loop ν. Additionally, if the absolute difference between the two corresponding objective values is smaller

than a prescribed threshold value εν > 0 for two consecutive IMPA iterations, then the IMPA iterations is

terminated immediately. In our example, we set

ε0 = 0.1, ς = 0.01.

Once IMPA is terminated, we start the grid search method with σ̄ generated by the IMPA iterations. In

terms of the implementation of the grid search method, we use the heuristic method discussed in Section 4.3

to determine the influential coordinates. The influential coordinates in our example are calculated as

(6 : 1 : 12, 22 : 1 : 27, 36 : 1 : 42).

It is interesting to notice that the influential coordinates correspond to the points having mδS close to

the spot price 590. For each influential coordinate, we discretize the feasible range [0.1, 0.6] into 20 evenly

spaced subintervals and evaluate the objective function at each end point of the 20 subintervals. We test the

hybrid algorithm with two different initial points listed in Table 4.11 for the evaluation of its performance.

Note that in our implementation of the hybrid algorithm, IMPA iterations are implemented in MATLAB,

and the grid search iterations are implemented in C++. We report both the objective value Φ(σ̄) and the

corresponding computational time (CPU) of the two steps at each loop in Table 4.12. We also present the

relative error of each option at the termination of the hybrid algorithm in Table 4.13.

The results of Table 4.12 and Table 4.13 suggest that the new hybrid algorithm is quite efficient in finding
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K Initial point 1 Initial point 2

420 -0.0388 -0.0388
440 -0.0319 -0.0319
460 0.0066 0.0066
480 0.0193 0.0193
500 0.0178 0.0178
520 0.0076 0.0076
540 -0.0024 -0.0024
560 -0.0075 -0.0075
580 -0.0082 -0.0082
600 -0.0056 -0.0056
620 -0.0017 -0.0017
640 0.0002 0.0002
660 0.0010 0.0010
680 0.0012 0.0012
Φ(σ̄) 0.0035 0.0035

Table 4.13: Local volatility model: relative errors of synthetic data for the hybrid algorithm.

σ̄ that yields satisfactory objective value. Given the two initial points in Table 4.12, it outperforms IMPA

by finding σ̄ which generates smaller objective values. Moreover, the hybrid algorithm is able to recover

the observed price more closely than IMPA for the put option with small strike prices K = 420, 440, etc.

Overall, the hybrid algorithm is an efficient algorithm for solving MPCCs under the local volatility model.
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Chapter 5

Doubly uni-parametric MPCC

5.1 Introduction

For this part of our study, we consider the class of doubly uni-parametric MPCCs given by

minimizeσ,z f(σ, z)

subject to σ ∈ Γ ≡ [σ, σ̄],

and 0 ≤ z ⊥ q + σp+ (M + σN)z ≥ 0,

(5.1)

where f : Rn+1 → R is a differentiable scalar-valued objective function, σ < σ̄ are positive lower and upper

bounds on the scalar variable σ, q and p are given vectors in Rn, and M and N are positive definite matrices

of order n that are not necessarily symmetric. The doubly uni-parametric complementarity constraints in

(5.1) originate from the pricing of American options under the BSM model. Specifically, if we discretize the

complementarity system (2.10) under the assumption that the volatility is constant, we obtain the following

LCP:

0 ≤ z ⊥ q + ζ2p+ (M + ζ2N)z ≥ 0. (5.2)

Here, ζ is the constant volatility of the underlying asset, and M and N are tridiagonal positive definite

matrices. It is now easy to see that these are the doubly uni-parametric complementarity constraints of the

form given in (5.1) with σ = ζ2.

As mentioned earlier, a comprehensive study of MPCCs along with computational techniques for solving

them can be found in [LPR96]. However, instead of solving the optimization problem (5.1) as a general

MPCC, we develop a specialized algorithm that is designed to take advantage of the structure of the doubly

uni-parametric complementarity constraints. Notice that the complementarity condition in (5.1) given by

zT (q + σp+ (M + σN)z) = 0
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is a cubic polynomial equation in the pair (σ, z), and the inequality constraint

q + σp+ (M + σN)z ≥ 0 (5.3)

is non-convex due to the bilinear term σz. These properties of our problem formulation necessitate the

development of new theories and methodologies. Specifically, the key to our algorithm is to take advantage

of the structure in the LCP constraints in (5.1) by linearizing the product σz.

The remainder of this chapter is organized as follows. In Section 5.2 we give a review of existing

algorithms for solving a general MPCC (5.1) that include IMPA and a one-dimensional grid search method.

In Section 5.3 we then consider a new algorithm for solving a doubly uni-parametric MPCC in the case that

the associated matrices are positive definite. To extend our method to a more general class of problems, we

consider in Section 5.4 a modification of the algorithm presented in Section 5.3 that is applicable when the

matrices are merely positive semi-definite.

5.2 Existing algorithms

We present two existing algorithms for solving the doubly uni-parametric MPCC: IMPA and one-dimensional

grid search method. The main reason for introducing these algorithms is for numerical comparisons with

the new algorithms that we present in the remainder of this chapter.

The IMPA, which is a gradient-based algorithm, was introduced in Section 4.3.1 in the context of solving

MPCCs. Since doubly uni-parametric MPCCs are contained in the class of MPCC, IMPA may be directly

applied (Algorithm 6). We mention, however, that IMPA lacks a theoretical justification, unlike the methods

that we present in Sections 5.3 and 5.4.

The second method that we consider is a brute force strategy based on a one-dimensional grid search.

Although heuristic in nature, it has the advantage that it is very simple to describe and implement. To

motivate the method, let us assume that the matrices M and N in (5.1) are positive definite. It then follows

from [CPS09, Theorem 3.1.6] that the complementarity constraints in (5.1) have a unique solution z(σ) for

a given σ (In fact, we will show in Lemma 5.3.6 that z(σ) is a piece-wise smooth function). Therefore, the

optimization problem (5.1) is equivalent to the univariate minimization problem

minimizeσ∈Γ g(σ) ≡ f(σ, z(σ))

with the implicit function g(σ) being highly non-convex. The one-dimensional grid search now proceeds
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by dividing the feasible range of σ into m small sub-intervals and evaluating the objective function at the

corresponding m + 1 grid points. The point with the smallest objective function is then considered as

an approximate solution to the original problem (5.1). The computational time of the grid search method

depends linearly on the size of the grid and the time required to compute z(σ), i.e., solving LCP (q+σp,M+

σN). Details of the grid search algorithm are presented in Algorithm 9.

Algorithm 9: One-dimensional grid search method

Input: two matrices M ∈ Rn×n and N ∈ Rn×n, two vectors q ∈ Rn and p ∈ Rn, an integer m > 0;
Step 1 divide the feasible range Γ into m evenly spaced sub-intervals with m+ 1 grid points {σi}mi=0;
Step 2 initialize i = 0;
repeat

compute zi ∈ SOL(q + σip,M + σiN);
evaluate f(σi, z

i) with f defined in (5.1);
i← i+ 1;

until i > m;
Step 3 choose (σ∗, z

∗) ∈ {(σi, zi)}mi=0 such that f(σ∗, z
∗) ≤ f(σi, z

i) for all i = 0, 1, . . . ,m,
and use (σ∗, z

∗) as the approximate solution of the grid search method

A nice feature of the one-dimensional grid search given by Algorithm 9 is that existing LCP methods

may be used to compute zi for the given grid point σi. On the negative side, however, as the grid becomes

finer the required computation may become quite substantial.

5.3 A new algorithm for the positive definite case

In this section we describe our new method for the positive definite case and prove convergence of the

resulting algorithm. The convergence analysis that we employ uses the fact that the problem matrices M

and N are positive definite. Nonetheless, this serves as an important class of problems as discussed in

Section 5.1 and includes American options pricing problems under the BSM model.

5.3.1 Formal statement of the algorithm

In this part we propose an innovative approach to solve the doubly uni-parametric MPCC (5.1) in the case

that the associated matrices are positive definite by exploiting the special structure of the complementarity

constraints

0 ≤ z ⊥ q + σp+ (M + σN)z ≥ 0. (5.4)

The algorithm searches for directions which could potentially lead to the reduction of the objective function

by solving a sequence of sub-problems of a special form. We present the construction of the sub-problems

as follows. We start with an initial guess σ0 ∈ Γ. For this given σ0, we solve for z0, which is the solution to
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the LCP (q + σ0p,M + σ0p). Next, we use the pair (σ0, z
0) to form sub-problem

minimizeσ,z f(σ, z) +
c

2
[(σ − σ0)2 + ‖z − z0‖2]

subject to σ ∈ [σ, σ̄],

and 0 ≤ z ⊥ (q − σ0Nz
0) + σ(p+Nz0) + (M + σ0N)z ≥ 0.

(5.5)

Since,

(q − σ0Nz
0) + σ(p+Nz0) + (M + σ0N)z

= q + σp+ (M + σN)z − (σ − σ0)N(z − z0).

it is easy to see that the complementarity constraints in (5.5) are close approximations to the doubly uni-

parametric complementarity constraints in (5.4) for (σ, z) around (σ0, z
0). Once we solve the sub-problem

(5.5), we record its solution as (σ1, z
0.5). We then use σ1 to solve for z1, which is the solution to the

LCP (q + σ1p,M + σ1N). The pair (σ1, z
1) is used to construct the next sub-problem by replacing the pair

(σ0, z
0) in (5.5). By repeating the above procedure, we therefore construct a sequence of sub-problems. At

the same time, we also find a sequence of search directions, dσi = σi+1 − σi, which could potentially leads

to the decrease of the objective function and an approximate solution of the original problem (5.1). We

only stop the computation of the sub-problems and the search of directions when the resulting pair (σ, z)

satisfies certain stopping criterion and is deemed as satisfactory. By using the above construction of the

sub-problems, we can now present our new algorithm for the positive definite case in Algorithm 10.

Algorithm 10: Linearized approach for an MPCC with positive definite matrices

Input: positive definite matrices M ∈ Rn×n and N ∈ Rn×n,
vectors q ∈ Rn and p ∈ Rn, and a scalar c > 0;
set i = 0 and σ0 = σ;
repeat

step 1 recover feasibility: given σi, find zi which is the solution to the LCP

0 ≤ zi ⊥ q + σip+ (M + σiN)zi ≥ 0;

step 2 compute (zi+0.5, σi+1) as the solution to the sub-problem

minimizeσ,z f(σ, z) +
c

2
[(σ − σi)2 + ‖z − zi‖2]

subject to σ ∈ [σ, σ̄],

and 0 ≤ z ⊥ (q − σiNzi) + σ(p+Nzi) + (M + σiN)z ≥ 0;

(5.6)

set i← i+ 1;
until a stopping test is satisfied ;
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To solve the sequence of sub-problems (5.6) in Algorithm 10, we apply a method similar to the parametric

pivoting method discussed in [Mur88, Chapter 5] and [CPS09, Chapter 4]. The fundamental idea of the

method is to break the feasible range Γ = [σ, σ̄] into sub-intervals (σi, σi+1), in which z(σ) shares the same

index sets α, β and γ for all σ ∈ (σi, σi+1). Here, the index sets α, β and γ associated with z(σ) are defined

as follows.

α ≡ {k : z(σ)k > 0 =
(
(q − σiNzi) + σ(p+Nzi) + (M + σiN)z(σ)

)
k
},

β ≡ {k : z(σ)k = 0 =
(
(q − σiNzi) + σ(p+Nzi) + (M + σiN)z(σ)

)
k
},

γ ≡ {k : z(σ)k = 0 <
(
(q − σiNzi) + σ(p+Nzi) + (M + σiN)z(σ)

)
k
}.

(5.7)

Especially, set α is called the active set. We restrict the sub-problem (5.6) on the sub-interval [σi, σi+1] and

use the fact that z(σ) shares the same index sets for all σ in the sub-interval to simplify the sub-problem

(5.6). For all zk, k ∈ β ∪ γ, we replace them by zero in the sub-problem (5.6). For all zk, k ∈ α, we express

them in terms of σ in the sub-problem (5.6) by solving a system of linear equations. Therefore, we convert

the sub-problem (5.6) into a one-dimensional mathematical program in the variable σ. Once we solve the

sequence of mathematical programs for all sub-intervals, we compare the resulting optimal objective values

in all sub-intervals. The point with the smallest optimal objective value is then considered as the optimal

solution of the sub-problem (5.6). As suggested in [Mur88], we use a series of single principal pivot steps to

break the feasible range Γ into sub-intervals. The pivot steps are easy to implement since the implementation

only requires the knowledge of the associated index sets of each sub-interval. We now present our algorithm

for solving the problem

0 ≤ z ⊥Mz + q + σp ≥ 0,

σ ∈ [σ, σ̄]

(5.8)

in Algorithm 11. Interesting readers can find more discussions of the parametric pivoting method in [Mur88,

Chapter 5].

5.3.2 Convergence analysis

Now we have presented our algorithm for solving the doubly uni-parametric MPCC in the case that the

associated matrices are positive definite, we further develop the convergence result associated with this new

algorithm. In this section, we begin with the introduction of some key properties related to function z(σ)

and the mathematical proofs of the properties. Based on the properties of z(σ), we can derive our main

convergence result that any non-degenerate limit point σ∗ of the sequence {σi} generated by Algorithm 10 is a

B-stationary point of the objective function given that we choose the parameter c > 0 properly. Here, a point

σ is non-degenerate if the associated index set β = {i | z(σ)i = 0 and ((M + σN)z(σ) + (q + σp))i = 0} of
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Algorithm 11: Pivoting method for solving problem (5.8)

Input: a positive definite matrices M ∈ Rn×n, vectors q ∈ Rn and p ∈ Rn;
set i = 0 and σ0 = σ;
solve for z0 ∈ SOL(q + σ0p,M);
determine the active set α associated with z0;
repeat

step 1 determine the range of σ, such that z(σ) shares the same active set α for all σ in the range:
calculate the present complementary basis M̃ by

M̃lk =


Mlk, l ∈ α,
−1, l ∈ ᾱ and l = k,

0, otherwise;

update the constant vectors

q∗ = M̃−1q,

p∗ = M̃−1p;

calculate the feasible range [σi, σi+1] by

σi+1 = min{min
l
{−q

∗
l

p∗l
: p∗l > 0}, σ̄};

step 2 determine z(σ) for all σ ∈ [σi, σi+1) by

zl =

{
−q∗l − σp∗l , l ∈ α,
0, otherwise;

step 3
if σi+1 < σ̄ then

choose r = maxl{−q
∗
l

p∗l
= σi+1 : p∗l > 0};

update the associated active set α by

α =

{
α ∪ {r}, r /∈ α,
α \ {r}, otherwise;

set i← i+ 1;

else
break;

until σi = σ̄;
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z(σ) is empty. It is worth mentioning that the non-degeneracy of the limit point lays the foundation of our

main convergence result. Another important concept in our main result is the concept of B-stationarity. The

definition of B-stationarity is derived based upon the directional derivatives of z(σ), which are themselves

defined by

dz±(σ) = lim
dσ↓0

z(σ ± dσ)− z(σ)

dσ
.

Hence, for an optimization problem

minimizeσ∈Γ g(σ) = f(σ, z(σ)),

its directional derivatives are calculated as

dg±(σ) = lim
dσ↓0

g(σ ± dσ)− g(σ)

dσ

= ±∂σf (σ, z(σ)) +5zf (σ, z(σ))
T
dz±(σ).

Let int Γ be the interior of set Γ. Then a scalar σ ∈ int Γ is a B-Stationary point if the two one-sided

directional derivatives dg±(σ) ≥ 0. Only one of the two one-sided derivatives is required to be non-negative

if σ is one of the two end points of Γ.

We now derive the properties of z(σ) for the case that the matrices M and N are both positive definite.

Our main result comes naturally from those properties of z(σ).

Lemma 5.3.1. Let z(σ) be the unique solution to the LCP (q+ σp,M + σN) for any given positive definite

matrices M and N . Then, it follows that z(σ) is a continuous function for σ ≥ 0 and {z(σ) : σ ∈ [σ, σ̄]} is

bounded for 0 < σ ≤ σ̄ <∞.

Proof. Since the matrices M and N are positive definite, M + σN is also positive definite and hence, a P-

matrix. According to Theorem 2.2.2, we have that z(σ) is the unique solution to the LCP (q+σp,M +σN)

and

z(σ)T ((M + σN)z(σ) + (q + σp)) = 0.

This is equivalent to

z(σ)T (q + σp) = −z(σ)T (M + σN) z(σ)

= −z(σ)T
(
M +MT

2

)
z(σ)− σz(σ)T

(
N +NT

2

)
z(σ).

(5.9)

Since M and N are positive definite matrices, we know that M+MT

2 and N+NT

2 are symmetric positive
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definite matrices. Therefore, using Weyl’s inequality we know that the absolute value of the right-hand side

of equation (5.9) is bounded below by

(
λmin(

M +MT

2
) + σλmin(

N +NT

2
)

)
‖z(σ)‖2.

Here, λmin(·) is the smallest eigenvalue of a symmetric positive definite matrix. If we let

λ = λmin(
M +MT

2
) + σλmin(

N +NT

2
) > 0,

then from (5.9) we have

‖z(σ)‖‖q + σp‖ ≥ λ‖z(σ)‖2.

Hence, ‖z(σ)‖ is bounded above by zmax ≡ 1
λ (‖q‖+ σ̄‖p‖) for any σ ∈ [σ, σ̄].

Now we have proved the boundedness of z(σ) in the feasible range Γ, we further show that z(σ) is a

continuous function of σ using this result. For any σ and ∆σ, we have

0 ≤ z(σ) ⊥ (M + σN)z + (q + σp) ≥ 0,

0 ≤ z(σ + ∆σ) ⊥ (M + (σ + ∆σ)N) z(σ + ∆σ) + (q + (σ + ∆σ)p) ≥ 0.

Therefore, we have

0 ≥ (z(σ + ∆σ)− z(σ))T (∆σp+ (M + (σ + ∆σ)N) z(σ + ∆σ)− (M + σN)z(σ)) ,

which is equivalent to

−∆σ(z(σ+ ∆σ)− z(σ))T p ≥ (z(σ+ ∆σ)− z(σ))T ((M + (σ + ∆σ)N)z(σ + ∆σ)− (M + σN)z(σ)) . (5.10)

Let A = M + σN and Â = M + (σ + ∆σ)N , we have

Â−A = ∆σN.
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Then the right-hand side of inequality (5.10) equals

(z(σ + ∆σ)− z(σ))T
(

(Â−A)(z(σ + ∆σ)− z(σ)) + Âz(σ) +Az(σ + ∆σ)− 2Az(σ)
)

= (z(σ + ∆σ)− z(σ))T (Â−A)(z(σ + ∆σ)− z(σ))

+ (z(σ + ∆σ)− z(σ))T (Â−A)z(σ) + (z(σ + ∆σ)− z(σ))TA(z(σ + ∆σ)− z(σ))

= ∆σ(z(σ + ∆σ)− z(σ))TN(z(σ + ∆σ)− z(σ)) + ∆σ(z(σ + ∆σ)− z(σ))TNz(σ)

+ (z(σ + ∆σ)− z(σ))TA(z(σ + ∆σ)− z(σ)).

Let ∆z = z(σ + ∆σ)− z(σ), thus inequality (5.10) can be further written as

−∆σ∆zT p ≥ ∆σ∆zTN∆z + ∆σ∆zTNz(σ) + ∆zTA∆z. (5.11)

Rearrange inequality (5.11), we have

−∆σ∆zT (p+Nz(σ)) ≥ ∆σ∆zTN∆z + ∆zTA∆z ≥ 0. (5.12)

By taking the norms of both sides of (5.12), we have

|∆σ| ‖∆z‖ ‖p+Nz(σ)‖ ≥
(
λmin(

A+AT

2
) + ∆σλmin(

N +NT

2
)

)
‖∆z‖2

≥
(
λmin(

A+AT

2
) + ∆σλmin(

N +NT

2
)

)
‖∆z‖2.

Since the matrix A is the sum of the positive definite matrices M and σN , we have λmin(A+AT

2 ) ≥ λmin(M) >

0. Therefore, as ∆σ → 0,

‖∆z‖ ≤ ‖p+Nz(σ)‖
λmin(M+MT

2 )
|∆σ|.

As shown above that z(σ) is bounded for all σ ∈ [σ, σ̄], we have ‖∆z‖ ≤ const × |∆σ| → 0 as ∆σ → 0.

Therefore, z(σ) is a continuous function of σ.

In Lemma 5.3.1 , we have shown that for all σ ∈ [σ, σ̄], the solution z(σ) of the LCP (q + σp,M + σN)

is a continuous and bounded function of σ given that matrices M and N are positive definite. Under the

same condition that matrices M and N are positive definite, we can also show that there exists a common

l > 0 for all σ ∈ [σ, σ̄] such that the solution z(q) to the LCP (q,M + σN) is a Lipschitz function of q with

Lipschitz constant l via a similar approach.
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Lemma 5.3.2. For any given positive definite matrices M and N , there exists l > 0 such that for all

σ ∈ [σ, σ̄], if z and ẑ satisfy

0 ≤ z ⊥ q + (M + σN)z ≥ 0,

0 ≤ ẑ ⊥ q̂ + (M + σN)ẑ ≥ 0,

(5.13)

then ‖z − ẑ‖ ≤ l‖q − q̂‖.

Proof. Since z and ẑ are the solutions to the LCPs in (5.13), we have

(z − ẑ)T (q + (M + σN)z − q̂ − (M + σN)ẑ) ≤ 0. (5.14)

Rearranging inequality (5.14) leads to

−(z − ẑ)T (q − q̂) ≥(z − ẑ)T (M + σN)(z − ẑ)

=(z − ẑ)TM(z − ẑ) + σ(z − ẑ)TN(z − ẑ)

≥λmin

(
M +MT

2

)
‖z − ẑ‖2 + σλmin

(
N +NT

2

)
‖z − ẑ‖2.

Let λ = λmin(M+MT

2 ) + σλmin(N+NT

2 ) > 0 and l = 1
λ , we therefore have

λ‖z − ẑ‖2 ≤ ‖q − q̂‖ ‖z − ẑ‖,

⇐⇒ ‖z − ẑ‖ ≤ l‖q − q̂‖.

Lemma 5.3.1 and Lemma 5.3.2 summarize the properties of z as a function of σ and q. Together with

the boundedness, the continuity of z as a function of σ and the Lipschitz continuity of z as a function

of q, we can show that the objective function is decreasing at each step if the parameter c is properly

chosen. If in addition, the objective function is bounded below, we can further show that the sequence

{zi} generated by Algorithm 10 converges by using the decreasing property of the objective function. The

proof of the decreasing property of the objective function and the convergence of the sequence {zi} is quite

straightforward and we present it in the following theorem:

Theorem 5.3.3. If the objective function f is Lipschitz continuous with a Lipschitz constant L > 0, and

the parameter c in Algorithm 10 is greater than L‖N‖
λ > 0, then the objective function will decrease at each

step; moreover, if the objective function f is bounded below, then limi→+∞ zi → z∗.
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Proof. We first show that the objective function is decreasing at each step when c > L‖N‖
λ . Note that the

difference of the objective values for two consecutive steps i and i+ 1 can be expressed as

f(σi+1, z
i+1)− f(σi, z

i)

= f(σi+1, z
i+1)− f(σi+1, z

i+0.5) + f(σi+1, z
i+0.5)− f(σi, z

i).

(5.15)

Since (σi+1, z
i+0.5) is the optimal solution to the sub-problem (5.6), we have

f(σi+1, z
i+0.5) +

c

2

(
‖zi+0.5 − zi‖2 + |σi+1 − σi|2

)
≤ f(σi, z

i). (5.16)

Via the rearrangement and the substitution of (5.16) into (5.15), we obtain the following inequality:

f(σi+1, z
i+1)− f(σi, z

i)

≤ f(σi+1, z
i+1)− f(σi+1, z

i+0.5)− c

2

(
‖zi+0.5 − zi‖2 + |σi+1 − σi|2

)
≤ L‖zi+1 − zi+0.5‖ − c

2

(
‖zi+0.5 − zi‖2 + |σi+1 − σi|2

)
.

(5.17)

In addition, we also have

0 ≤ zi+0.5 ⊥ (q + σi+1p) + (M + σi+1N)zi+0.5 − (σi+1 − σi)N(zi+0.5 − zi) ≥ 0,

0 ≤ zi+1 ⊥ (q + σi+1p) + (M + σi+1N)zi+1 ≥ 0.

Applying the result of Lemma 5.3.2 to the above two LCPs, we have that the difference between zi+1 and

zi+0.5 is bounded above by

1

λ
|σi+1 − σi|‖N‖‖zi+0.5 − zi‖. (5.18)

Combining inequality (5.17) and condition (5.18) together, we have

f(σi+1, z
i+1)− f(σi, z

i)

≤ L‖N‖
λ
|σi+1 − σi|‖zi+0.5 − zi‖ − c

2

(
|σi+1 − σi|2 + ‖zi+0.5 − zi‖2

)
≤
(
L‖N‖
λ
− c
)
|σi+1 − σi|‖zi+0.5 − zi‖.

(5.19)
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Since c > L‖N‖
λ , the following condition holds:

f(σi+1, z
i+1)− f(σi, z

i) < 0.

Therefore, f(σi, z
i) decreases at each step.

Next, we show that if in addition the objective function f is bounded below, then sequence {zi} converges.

Recall in the monotone convergence theorem, we have that for any monotone sequence of real numbers, the

sequence has a finite limit if and only if it is bounded. Therefore, due to the decreasing property and the

boundedness of the objective function f , the limit of {f(σi, z
i)} exists and

lim
i→+∞

f(σi+1, z
i+1)− f(σi, z

i) = 0. (5.20)

Moreover, according to (5.19), we also have

|f(σi+1, z
i+1)− f(σi, z

i)| ≥
(
c− L‖N‖

λ

)
|σi+1 − σi| ‖zi+0.5 − zi‖. (5.21)

Combining (5.20) and (5.21) together, we have either

(i) lim
i→+∞

σi+1 − σi = 0, or

(ii) lim
i→+∞

zi+0.5 − zi = 0.

If limi→+∞ σi+1 − σi = 0, then limi→+∞ zi+1 − zi = 0 follows naturally due to the continuity of z(σ) as a

function of σ. If limi→+∞ zi+0.5 − zi = 0, then according to (5.18) we have

lim
i→+∞

zi+1 − zi+0.5 = 0.

Therefore,

lim
i→+∞

zi+1 − zi =

(
lim

i→+∞
zi+1 − zi+0.5

)
+

(
lim

i→+∞
zi+0.5 − zi

)
= 0,

and the limit of sequence {zi} exists. We denote z∗ ≡ limi→+∞ zi.

The proof of the decreasing objective function and the convergence of the sequence {zi} relies on the

fact that the change of the objective value f(σi) is bounded linearly by the change of σi and the difference

between zi+0.5 and zi. The feasibility of the limit point z∗ follows naturally. Consider any convergent
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subsequence of {σi} satisfying limik→+∞ σik = σ∗, we must have

lim
ik→+∞

z(σik) = z(σ∗) = z∗.

Therefore, z∗ is the unique solution to the LCP (q + σ∗p,M + σ∗N).

Next, we focus on the limit point σ∗ of a convergence subsequence: {σik}, and study the local properties

of z(σ∗) associated with the index sets for the final establishment of the convergence result. For a better

demonstration of the local properties of z(σ∗), we first introduce some notations. We know that for each σ,

z(σ) is the unique solution to the LCP (q + σp,M + σN). Hence, the active set α is well-defined for each

z(σ) and can be viewed as a function of σ: α(σ). For a given set α ⊆ {1, 2, ..., n}, we define Sα = {σ :

α is the active set of z(σ)}. According to the definition of Sα, it is easy to verify that

⋃
α⊆{1,2,...,n}

Sα = [σ, σ̄],

Sαi
⋂
Sαj = {∅}, ∀αi, αj ⊆ {1, 2, ..., n} and αi 6= αj .

The active set α(σ) of z(σ) plays an important role in the local properties of z(σ) when σ undergoes small

perturbations. In the following two lemmas, Lemma 5.3.4 and Lemma 5.3.6, we present two local properties

of z(σ) associated with the active set that are closely related to our convergence result. Moreover, Lemma

5.3.6 can be viewed as an important consequence of Lemma 5.3.4.

Lemma 5.3.4. For a given α ⊆ {1, 2, ..., n} and any positive definite matrices M and N , Sα is a finite

union of sub-intervals of Γ = [σ, σ̄]; moreover, for any σ ∈ Γ that does not belong to a finite set of points,

the active set of z(σ) remains unchanged locally.

Proof. For a given α ⊆ {1, 2, ..., n} and any z(σ) having α as its active set, the following conditions hold:

− (M + σN)−1
αα(q + σp) = zα(σ) > 0,

− (M + σN)ᾱα(M + σN)−1
αα(q + σp)α + (q + σp)ᾱ ≥ 0

(5.22)

Since M + σN is a positive definite matrix, (M + σN)αα is invertible for any α. Furthermore, all entries of

(M+σN)−1
αα can be viewed as rational functions of σ. Therefore, the two left-hand side expressions of (5.22)

are well-defined rational functions of σ. The solutions to the above inequalities (5.22) are finite unions of

sub-intervals of Γ. Hence, other than a finite number of points that are the isolated solutions to inequalities

(5.22), all σ in each sub-interval of Γ share the same active set α.
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The piece-wise smoothness of z(σ), whose definition is defined below, follows directly from Lemma 5.3.4.

Definition 5.3.5 (piece-wise smoothness). A real-valued function g defined on a nonempty open set Ω ⊆ Rn

is piece-wise smooth on Ω if it is continuous on Ω and there exists a finite collection of smooth functions gi:

Ω→ R, i = 1, 2, . . . ,m, such that

g(x) ∈ {gi(x) : i ∈ {1, 2, . . . ,m}}, ∀x ∈ Ω.

Such a collection (not necessarily unique) is called a representation of g on Ω.

Lemma 5.3.6. The solution z(σ) to the LCP (q + σp,M + σN) is a piece-wise smooth function of σ given

that the matrices M and N are positive definite.

Proof. Following Lemma 5.3.4, we have that the active set α(σ) of z(σ) remains unchanged in an interval

Θ(σ) for any σ ∈ [σ, σ̄] that does not belong to a finite set of points. Given any such σ0 and the corresponding

Θ(σ0), we hence have

zα(σ0)(σ) = −(M + σN)−1
α(σ0)α(σ0)(q + σp),

zᾱ(σ0)(σ) = 0,

for all σ ∈ Θ(σ0). By solving the above system of equations, we can express z(σ) as an analytical function

of σ in the interval Θ(σ0). Therefore, the function z(σ) is smooth in the interval Θ(σ0). Since there are

only a finite number of subsets for the finite set {1, 2, . . . , n}, there are a finite number of Sα, α ⊆ {1, . . . , n}.

Moreover, according to the result of Lemma 5.3.4, each Sα is a finite union of sub-intervals of [σ, σ̄]. Hence,

[σ, σ̄] can be broken into a finite number of sub-intervals, in which z(σ) is locally smooth. By the definition

of the piece-wise smoothness, we have that the function z(σ) is piece-wise smooth.

Lemma 5.3.4 and Lemma 5.3.6 have several important consequences. One of them is that the local

constancy of the active set α(σ) provides a way to calculate z(σ) analytically. Additionally, if z(σ) is a non-

degenerate solution, we further show that its directional derivatives dz±(σ) can be expressed analytically by

solving systems of linear equations. Our main convergence result will be built upon the analytical form of

the the directional derivatives dz±(σ).

Theorem 5.3.7. If for a limit point σ∗ of the sequence {σi}, the solution z(σ∗) to the LCP (q+σ∗,M+σ∗N)

is non-degenerate, and 5zf(·, ·), ∂σf(·, ·) are both Lipschitz continuous functions, then this limit point is a

B-stationary point of the objective function f(σ, z(σ)).

Proof. Without loss of generality, we assume that σ∗ ∈ int Γ. For simplicity, we denote the convergent

subsequence of {σi} satisfying limik→+∞ σik = σ∗ as {σi}. For iteration i, we know that (σi+1, z
i+0.5) is the
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solution to sub-problem

minimizeσ,z f(σ, z) +
c

2
[(σ − σi)2 + ‖z − zi‖2],

subject to σ ∈ [σ, σ̄],

and 0 ≤ z ⊥ (q − σiNzi) + σ(p+Nzi) + (M + σiN)z ≥ 0.

Therefore, (σi+1, z
i+0.5) must satisfy the conditions below:

5zf(σi+1, z
i+0.5)T dz±(σi+1)± ∂σf (σi+1, z(σi+0.5)) + c(zi+0.5 − zi)dz±(σi+1)± c(σi+1 − σi) ≥ 0, (5.23)

with dz±(σi+1) being the solutions dz to the mixed LCPs ([CPS09, Theorem 7.4.2])

± (p+Nzi)αi+0.5 + (M + σiN)αi+0.5αi+0.5dzαi+0.5 + (M + σiN)αi+0.5βi+0.5dzβi+0.5 = 0,

± (p+Nzi)βi+0.5 + (M + σiN)βi+0.5αi+0.5dzαi+0.5 + (M + σiN)βi+0.5βi+0.5dzβi+0.5 ≥ 0,

dzβi+0.5
T
(
±(p+Nzi)βi+0.5 + (M + σiN)βi+0.5αi+0.5dzαi+0.5 + (M + σiN)βi+0.5βi+0.5dzβi+0.5

)
= 0,

dzβi+0.5 ≥ 0, and dzγi+0.5 = 0.

(5.24)

Here, αi+0.5, βi+0.5, and γi+0.5 are the index sets associated with zi+0.5:

αi+0.5 = {k : zi+0.5
k > 0 =

(
(q − σiNzi) + σi+1(p+Nzi) + (M + σiN)zi+0.5

)
k
},

βi+0.5 = {k : zi+0.5
k = 0 =

(
(q − σiNzi) + σi+1(p+Nzi) + (M + σiN)zi+0.5

)
k
},

γi+0.5 = {k : zi+0.5
k = 0 <

(
(q − σiNzi) + σi+1(p+Nzi) + (M + σiN)zi+0.5

)
k
}.

Similarly, we have that dz±(σ∗) are the solutions dz to the following trivial LCPs given that z(σ∗) is a

non-degenerate solution to the LCP (q + σ∗p,M + σ∗N).

± (p+Nz∗)α∗ + (M + σ∗N)α∗α∗dzα∗ = 0,

dzγ∗ = 0.

(5.25)

Now that we have obtained the LCPs satisfied by both dz±(σi+1) and dz±(σ∗), we study the relationship

between the index sets associated with zi+0.5 and z∗. If the index sets associated with zi+0.5 and z∗ are the

same, then we obtain the following inequality:

‖dz±(σi+1)− dz±(σ∗)‖ ≤ const×
(
|σi − σ∗|+ ‖zi − z∗‖

)
(5.26)
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by directly applying the result of [CPS09, Lemma 7.3.10] to LCPs (5.24) and (5.25). Luckily, the index sets

associated with zi+0.5 and z∗ are indeed the same when i is sufficiently large. The proof of the above claim

is based on the direct application of Lemma 5.3.4 and presented as follows.

As σi → σ∗, we have zi → z∗. By using the result of Lemma 5.3.4 that the active set α(σ∗) remains

unchanged locally, we have that there exists N1 > 0 such that for all i ≥ N1, zi has the same active set as

z∗. As shown in Theorem 5.3.3, we also have

lim
i→+∞

zi+0.5 − zi = 0,

lim
i→+∞

zi+1 − zi+0.5 = 0.

Therefore, there exists N2 > 0 such that for all i > N2,

αi ⊇ αi+0.5 ⊇ αi+1,

γi ⊇ γi+0.5 ⊇ γi+1.

Moreover,

αi = αi+0.5 = αi+1 = α∗,

γi = γi+0.5 = γi+1 = γ∗,

for all i > N ≡ max(N1, N2). Thus, inequalities (5.26) hold and as n→∞, we have dz±(σi+1)→ dz±(σ∗).

Besides, we also have that 5zf(·, ·) and ∂σf(·, ·) are continuous Lipschitz functions. Accordingly,

| 5z f(σi+1, z
i+0.5)−5zf(σ∗, z

∗)| ≤ L5zf
(
‖zi+0.5 − z∗‖+ |σi+1 − σ∗|

)
,

|∂σf(σi+1, z
i+0.5)− ∂σf(σ∗, z

∗)| ≤ L∂σf
(
‖zi+0.5 − z∗‖+ |σi+1 − σ∗|

)
.

(5.27)

Here, L5zf and L∂σf are the Lipschitz constants of 5zf(·, ·) and ∂σf(·, ·), respectively. Let n→∞ for both

sides of (5.23) and combine it with inequalities (5.27), we have

5zf(σ∗, z
∗)T dz±(σ∗)± ∂σf(σ∗, z(σ∗) ≥ 0.

Hence, we have proved that any non-degenerate limit point σ∗ of the sequence {σi} is a B-stationary point

of the original problem (5.1).

A special case of Theorem 5.3.7 occurs when there is no further decrease in the objective values after a
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few iterations. More precisely, we have that there exists i > 0 such that

f(zi+1, σi+1) = f(zi, σi). (5.28)

Due to inequality (5.21), condition (5.28) implies

|f(σi+1, z
i+1)− f(σi, z

i)| = 0 ≥
(
c− L‖N‖

λ

)
|σi+1 − σi| ‖zi+0.5 − zi‖

⇐⇒ σi+1 = σi, or zi+0.5 = zi.

If σi+1 = σi, we have zi+1 = zi according to the uniqueness of the solution to a LCP with a positive definite

matrix. It then follows naturally that zi = zi+0.5 = zi+1. If zi+0.5 = zi, according to (5.18), we again have

zi = zi+0.5 = zi+1. Therefore, f(σi+1, z
i+1) = f(σi, z

i) implies zi = zi+0.5 = zi+1 in Algorithm 10.

The B-Stationarity of a limit point depends on the local constancy of the active set of the limit point.

Especially when the limit point is non-degenerate, both z(σ∗) and its derivatives dz±(σ∗) can be expressed

analytically using the associated active set. Moreover, zi, zi+0.5 share the same active set with z∗ when i is

sufficiently large. Therefore, zi, zi+0.5 and their directional derivatives can be computed by solving systems

of linear equations of similar forms. The B-Stationarity of the limit point comes naturally by taking the

limit of the stationarity condition (5.23) of the sub-problems.

5.4 A new algorithm for the positive semi-definite case

We further extend Algorithm 10 to solve problem (5.1) with relaxed matrix constraints: positive semi-definite

matrices M and N . The main challenges of this extension lie in the fact that with positive semi-definite

matrices M and N , the solution z(σ) is not necessarily unique for a given σ when LCP (5.4) is solvable.

Therefore, modification to Algorithm 10 is needed to address the issue of the non-uniqueness of the solution

set SOL(q + σp,M + σp). We devote the rest of this section to the extension of Algorithm 10 for solving

problem (5.1) in the case that the asscoiated matrices are positive semi-definite. This part of the work is

arranged as follows. We first introduce the modified algorithm and its implementation details, then followed

by the presentation of the theoretical results related with the convergence of the modified algorithm and

their proofs.
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5.4.1 Formal statement of the algorithm

The main focus of this section is to present a formal statement of the modified algorithm for solving problem

(5.1) in case that the associated matrices M and N are positive semi-definite. The complete algorithm is

summarized in Algorithm 12.

Algorithm 12: Modified linearized approach for an MPCC with positive semi-definite matrices

Input: positive semi-definite matrices M ∈ Rn×n and N ∈ Rn×n,
vectors q ∈ Rn and p ∈ Rn;
set i = 0, σ0 = σ, and select an arbitrary z0 from SOL(q + σ0p,M + σ0N);
repeat

step 1 compute (σi+1, z
i+0.5) as the solution to the sub-problem

minimizeσ,z f(σ, z) +
c

2
[(σ − σi)2 + ‖z − zi‖2]

subject to 0 ≤ z ⊥ (q − σiNzi) + σ(p+Nzi) + (M + σiN)z ≥ 0,

and σ ∈ [σ, σ̄];

(5.29)

step 2 recover feasibility: given σi+1, find zi+1 by solving the optimization problem

minimizez ‖z − zi+0.5‖2

subject to 0 ≤ z ⊥ (q + σi+1p) + (M + σi+1N)z ≥ 0;
(5.30)

set i← i+ 1;
until a stopping test is satisfied ;

In Algorithm 12, we initialize the method by setting σ0 = σ and letting z0 be an arbitrary solution to the

LCP (q+ σ0p,M + σ0N). Similar to Algorithm 10, our modified algorithm is mainly composed of two steps

at each iteration: (i) the computation of a search direction dσ = σi+1−σi; (ii) the recovery of the feasibility

of the original complementarity constraints (5.4) at σi+1. The first step involves solving sub-problem (5.29),

whose constraints are the linear approximations to constraints (5.4) at (σi, z
i). We again adopt a partition

method to solve the sub-problem in the case of positive semi-definite matrices M and N . The validity of

the partition method lies in one key property of function z(σ).

To better demonstrate the key property of z(σ), we first redefine a few concepts for the case that the

associated matrices M and N are positive semi-definite. We redefine the index sets associated with z when

the matrix M is positive semi-definite based on the fact that the solution set SOL(q,M) is convex and has

the following representation as a polyhedron:

SOL(q,M) = {z ∈ Rn
+ | (q +Mz)α = 0 and (q +Mz)ᾱ ≥ 0}.
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Here, α = α(q,M) is the redefined active set and given by

α(q,M) ≡ {l | ∃z ∈ SOL(q,M) with zl > 0}, (5.31)

and ᾱ is the complement of α in {1, . . . , n}. We then redefine the index sets β and γ by refining the above

representation and partite the latter set ᾱ into the disjoint union of two subsets of {1, . . . , n}:

β = β(q,M) ≡ {j | ∀z ∈ SOL(q,M), zj = 0 = (q +Mz)j},

γ = γ(q,M) ≡ {k | ∃z ∈ SOL(q,M) with (q +Mz)k > 0}.
(5.32)

Any one of the three index sets α(q,M), β(q,M) and γ(q,M) may be empty, but their union must be equal

to the full set {1, . . . , n}. Other than the above redefinition of the index sets, the key property of z(σ) also

involves a new concept: cross complementarity defined by

Definition 5.4.1 (cross complementarity). For any two solutions zi ∈ LCP (q,M), i ∈ {1, 2}, we have

(z1)T (q +Mz2) = 0.

The cross complementarity property is naturally satisfied when the matrix M is positive semi-definite

[CPS09, Proposition 3.1.8]. Given the redefinition of the index sets in case of positive semi-definite matrices

and the definition of the cross complementarity, we now present the important property of z(σ) upon which

we build Algorithm 12 as follows.

Theorem 5.4.2. Suppose that for all σ ∈ Γ = [σ, σ̄], the cross complementarity property holds for the

solutions of the LCP (q + σp,M), then there exists a finite partition of Γ:

σ ≡ σ−1 < σ0 < σ1 < . . . < σK−1 < σK < σK+1 ≡ σ̄,

such that for all k = 0, 1, . . . ,K + 1, the triplet of the index sets (α(q + σp,M), β(q + σp,M), γ(q + σp,M))

is a constant for σ ∈ (σk−1, σk).

The proof of Theorem 5.4.2 can be found in a working paper by Pang. The consequence of Theorem 5.4.2

is that it provides a computationally effective way of solving sub-problem (5.29) with its associated matrix

M+σiN being positive semi-definite. By breaking the feasible range Γ into sub-intervals where the index sets

remain unchanged in each sub-interval, we can solve the sub-problem in each sub-interval by transforming it

into an optimization problem with linear constraints. The transformation is mainly based on the fact that

the linear complementarity constraints with constant index sets are equivalent to linear constraints. We

now present the partition algorithm in Algorithm 13. This algorithm is particularly designed for solving the
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following sub-problem (5.33) appeared in the first step of Algorithm 12:

minimizeσ,z f(σ, z) +
c

2
[(σ − σi)2 + ‖z − zi‖2]

such that 0 ≤ z ⊥ (q − σiNzi) + σ(p+Nzi) + (M + σiN)z ≥ 0,

and σ ∈ [σ, σ̄].

(5.33)

It is worth mentioning that in step 3 of Algorithm 13, we solve the optimization problem (5.33) with σ

fixed at the break point σbreak. By taking advantage of the polyhedral representation of LCP (q − σiNzi +

σbreak(p + Nzi),M + σiN), the optimization problem (5.33) is equivalent to the following mathematical

program with linear constraints [CPS09, Theorem 3.1.7c]:

minimizez≥0 f(σbreak, z) +
c

2
‖z − zi‖2

subject to
(
Mbreak +MT

break

)
z =

(
Mbreak +MT

break

)
zbreak,

Mbreakz + qbreak ≥ 0,

and (qbreak)T z = (qbreak)T zbreak,

(5.36)

with

Mbreak = M + σiN,

qbreak = q − σiNzi + σbreak(p+Nzi),

and zbreak being an arbitrary solution to the LCP (qbreak,Mbreak). Existing solvers can be applied directly

to solve optimization problems of form (5.36). Step 3 of Algorithm 13 is necessary because at each break

point σbreak, LCP (q − σiNz
i + σbreak(p + Nzi),M + σiN) might have multiple solutions with different

index sets. Hence, it requires us to solve optimization problem (5.33) at σbreak separately. Notice that the

overall complexity of Algorithm 13 is dominated by solving three sets of optimization problems with linear

constraints: one set of linear programs to decide the break points, two sets of mathematical programs with

linear constraints for determining the optimal solution of the sub-problem in each interval [σi, σi+1].

In step 2 of Algorithm 12, we recover the feasibility of the solution (σi+1, z
i+1) by solving optimization

problem

minimizez ‖z − zi+0.5‖2

subject to 0 ≤ z ⊥ (M + σi+1N)z + (q + σi+1p) ≥ 0.

Again by taking advantage of the polyhedral representation of SOL(q + σi+1p,M + σi+1N), we transform
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Algorithm 13: Partition algorithm for solving sub-problem (5.33)

Input: positive semi-definite matrices M ∈ Rn×n and N ∈ Rn×n,
vectors q ∈ Rn and p ∈ Rn, and the pair (σi, z

i);
solve problem (5.33) with σ fixed at σ;
record σ, z(σ) and the corresponding objective value f(σ, z(σ)) as (σopt, zopt, fopt);
Notice that solving problem (5.33) with σ fixed at σfix is equivalent to solving the nonlinear program

minimizez≥0 f(σfix, z) +
c

2
‖z − zi‖2

subject to (q − σiNzi) + σfix(p+Nz
i
) + (M + σiN)z ≥ 0,

[(M + σiN) + (M + σiN)
T

]z = [(M + σiN) + (M + σiN)
T

]zfix,

and [(q − σiNzi) + σfix(p+Nz
i
)]
T
z = [(q − σiNzi) + σfix(p+Nz

i
)]
T
zfix,

(5.34)

where zfix is an arbitrary solution of the SOL
(
(q − σiNzi) + σfix(p+Nzi),M + σiN

)
;

set σmin = σ and define zmin ≡ z(σmin);
repeat

step 1 find σmax such that ∀σ ∈ (σmin, σmax), z(σ) shares the same index sets α, β and γ with zmin; this can be achieved
by solving the linear program

σ
max ≡ maximizeσ,zσ

subject to σ ≤ σ̄,

zα ≥ 0 =
(

(q − σiNzi) + σ(p+Nz
i
) + (M + σiN)z

)
α
,

zβ = 0 =
(

(q − σiNzi) + σ(p+Nz
i
) + (M + σiN)z

)
β
,

and zγ = 0 ≤
(

(q − σiNzi) + σ(p+Nz
i
) + (M + σiN)z

)
γ

;

step 2
if σmax > σ̄, then

let σmax = σ̄;

solve problem (5.33) in interval (σmin, σmax);
this can be achieved by solving the nonlinear program

minimizeσ,zf(σ, z) +
c

2
[(σ − σi)2 + ‖z − zi‖2]

subject to σ
min ≤ σ ≤ σmax

,

zα ≥ 0 =
(

(q − σiNzi) + σ(p+Nz
i
) + (M + σiN)z

)
α
,

zβ = 0 =
(

(q − σiNzi) + σ(p+Nz
i
) + (M + σiN)z

)
β
,

and zγ = 0 ≤
(

(q − σiNzi) + σ(p+Nz
i
) + (M + σiN)z

)
γ

;

(5.35)

update (σopt, zopt, fopt) by the following rule:
if the objective value obtained from (5.35) is smaller than the current fopt, then

update (σopt, zopt, fopt) using the solution of (5.35) and the corresponding objective value;

else
(σopt, zopt, fopt) remains unchanged;

step 3 solve problem (5.33) with σ fixed at σmax;
update (σopt, zopt, fopt) using the same rule discussed in step 2;
step 4
if σmax = σ̄, then

break;

else

let σmin = σmax;
update zmin and the corresponding index sets α, β and γ of zmin;

until σmax = σ̄;
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the above optimization problem to quadratic program

minimizez≥0 ‖z − zi+0.5‖2

subject to
(
M +MT + σi+1(N +NT )

)
z =

(
M +MT + σi+1(N +NT )

)
zfixed,

(M + σi+1N)z + (q + σi+1p) ≥ 0,

and (q + σi+1p)
T z = (q + σi+1p)

T zfixed.

Here, zfixed ∈ SOL(q + σi+1p,M + σi+1N).

5.4.2 Convergence analysis

In this section, we present the convergence result of the modified algorithm 12 for solving problem (5.1)

in the case that the matrices M and N are positive semi-definite. We show that under mild conditions,

any non-degenerate limit point of the sequence generated by Algorithm 12 satisfies the first-order KKT

conditions of problem (5.1). Before we provide the details of the convergence theorem and its proof, we

first introduce some definitions related to our assumptions and properties of {zi}, upon which we build our

convergence result.

Definition 5.4.3 (R0 matrix). A matrix M is an R0 matrix if 0 is the unique solution to the LCP:

0 ≤ z ⊥Mz ≥ 0.

The boundedness of sequence {zi} can be derived from the R0 property of the matrices M+σN, ∀σ ∈ Γ.

Lemma 5.4.4. If M+σN is an R0 matrix for any σ ∈ [σ, σ̄], then the sequence {zi} generated by Algorithm

12 is bounded.

Proof. Assume that {zi} is unbounded. Since zi ∈ SOL(q+σip,M+σiN), zi satisfies the following condition:

0 ≤ zi ⊥ (q + σip) + (M + σiN)zi ≥ 0. (5.37)

Dividing both sides of (5.37) by ‖zi‖ gives

0 ≤ zi

‖zi‖
⊥ (q + σip)

‖zi‖
+ (M + σiN)

zi

‖zi‖
≥ 0. (5.38)

Let ẑi ≡ zi

‖zi‖ , then ẑi is bounded with ‖ẑi‖ = 1. Therefore, we can choose a convergent subsequence of

{σi} such that limik→+∞ σik = σ∗ and limik→+∞ ẑik → ẑ∗ with ‖ẑ∗‖ = 1. Since the sequence {zik} is not
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bounded, taking the limit of both sides of equation (5.38) leads to

0 ≤ ẑ∗ ⊥ (M + σ∗N)ẑ∗ ≥ 0.

Therefore ẑ∗ 6= 0 ∈ SOL(0,M + σ∗N). This contradicts with the condition that M + σ∗N is a R0 matrix.

Hence, {zi} is bounded.

We have proved that the sequence {zi} generated by Algorithm 12 is bounded if the matrix M + σN is

R0 for all σ ∈ [σ, σ̄]. Other than the boundedness of {zi}, we also study the relationship between zi, zi+0.5

and zi in the following lemma:

Lemma 5.4.5. At any iteration i of Algorithm 12, there exist positive constants ψi and κi such that

‖zi+0.5 − zi‖ ≤ ψi
(
|σi+1 − σi|

(
‖p‖+ ‖N‖ ‖zi‖

) )κi
.

Proof. Applying [FP03a, Theorem 6.6.6 ] to the LCPs satisfied by zi+0.5 and zi leads to

dist
(
(yi+0.5, zi+0.5), (yi, zi)

)
≤ ψi$̂(yi+0.5, zi+0.5)κi .

Here, ψi > 0 and κi > 0, and

yi+0.5 ≡ (q − σiNzi) + σi+1(p+Nzi) + (M + σiN)zi+0.5,

yi ≡ (q + σip) + (M + σiN)zi,

$̂(y, z) ≡ ‖Ĥ(y, z)‖+ ‖y−‖+ ‖z−‖+ |yT z|,

Ĥ(y, z) ≡ y − (q + σip)− (M + σiN)z.

Since (σi+1, z
i+0.5) is the optimal solution to problem (5.33), we have

‖yi+0.5
− ‖ = ‖zi+0.5

− ‖ = (yi+0.5)T zi+0.5 = 0.
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Therefore,

$̂(yi+0.5, zi+0.5) = ‖Ĥ(yi+0.5, zi+0.5)‖

= ‖yi+0.5 − (q + σip)− (M + σiN)zi+0.5‖

= ‖(q − σiNzi) + σi+1(p+Nzi) + (M + σiN)zi+0.5 − (M + σiN)zi+0.5 − (q + σip)‖

= |σi+1 − σi|
(
‖p+Nzi‖

)
.

Hence,

‖zi+0.5 − zi‖ ≤dist
(
(yi+0.5, zi+0.5), (yi, zi)

)
≤ψi

(
|σi+1 − σi|

(
‖p‖+ ‖N‖ ‖zi‖

))κi
.

Next, we show that the objective function f is decreasing under certain mild conditions by applying a

similar technique used in the proof of Theorem 5.3.3. The convergence of the sequence {zi} follows naturally

from the decreasing property of the objective function f .

Theorem 5.4.6. If in Algorithm 12, there exist (i) G > 0 such that ‖zi+1−zi+0.5‖ < G |σi+1−σi|‖zi+0.5−zi‖

for all i; (ii) positive ψ and κ such that for all ψi and κi, ψi ≤ ψ and κi ≤ κ. If in addition, the objective

function f is Lipschitz continuous with Lipschitz constant L > 0 and the parameter c > LG > 0, then the

objective function will decrease at each step; furthermore, if the objective function f is bounded below, then

limi→+∞ zi → z∗.

Proof. Using (5.17) from the proof of Theorem 5.3.3, we have that the difference between the objective

values at two consecutive steps i and i+ 1 satisfies the following condition:

f(σi+1, z
i+1)− f(σi, z

i)

≤ L‖zi+1 − zi+0.5‖ − c

2

(
‖zi+0.5 − zi‖2 + |σi+1 − σi|2

)
.

Under the assumption that

‖zi+1 − zi+0.5‖ < G|σi+1 − σi|‖zi+0.5 − zi‖, (5.39)

we have

f(σi+1, z
i+1)− f(σi, z

i)

≤ (LG− c)|σi+1 − σi| ‖zi+0.5 − zi‖.

100



Since c > LG, we have

f(σi+1, z
i+1)− f(σi, z

i) < 0.

Therefore, f(σi, z
i) decreases at each step.

Similar to the proof of Theorem 5.3.3, we show the convergence of the sequence {zi} by using the

decreasing and boundedness property of the objective function f . Again by the monotone convergence

theorem, we have

lim
i→+∞

f(σi+1, z
i+1)− f(σi, z

i) = 0.

Since |f(σi+1, z
i+1)− f(σi, z

i)| ≥ (c− LG) |σi+1 − σi| ‖zi+0.5 − zi‖, either

(i) lim
i→+∞

σi+1 − σi = 0, or

(ii) lim
i→+∞

zi+0.5 − zi = 0

holds. As shown in Lemma 5.4.5,

‖zi+0.5 − zi‖ ≤ ψi
(
|σi+1 − σi|

(
‖p‖+ ‖N‖‖zi‖

))κi
≤ ψ

(
|σi+1 − σi|

(
‖p‖+ ‖N‖‖zi‖

))κ
.

(5.40)

Notice that limi→+∞ σi+1 − σi = 0 leads to limi→+∞ zi+0.5 − zi = 0 according to (5.40). Given

limi→+∞ zi+0.5 − zi = 0, we have

lim
i→+∞

zi+1 − zi+0.5 = 0

under the assumption (5.39). Therefore,

lim
i→+∞

zi+1 − zi = 0.

Denote limi→+∞ zi as z∗, we have shown that the sequence {zi} converges to z∗.

Similar to the positive definite case, we can derive the feasibility of the limit point z∗. For any convergent

subsequence of {σi} satisfying limik→+∞ σik = σ∗, we must have

lim
ik→+∞

z(σik) = z(σ∗) = z∗.
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We now focus on the limit point σ∗ of a convergence subsequence {σik}, and study the local properties

of z(σ∗) associated with the index sets for the final establishment of the convergence result. As discussed

in Section 5.4.1, we have redefined the index sets associated with z ∈ LCP (r,M), where M is positive

semi-definite. We can derive similar results to Lemma 5.3.4 regarding the local constancy of the index sets

in the positive semi-definite case.

Lemma 5.4.7. Let α∗ = α(q+σ∗p,M+σ∗N) and γ∗ = γ(q+σ∗p,M+σ∗N) be the index sets associated with

z∗ as defined in (5.31)–(5.32). It follows for any convergent subsequence of {σi} satisfying limik→+∞ σik = σ∗

that if z∗ ≡ z(σ∗) is a non-degenerate solution to (5.4) with z∗α∗ > 0 and ((M + σ∗N)z∗ + (q + σ∗p))γ∗ > 0,

and all assumptions listed in Lemma 5.4.6 hold, then there exists an integer K > 0 such that zik and zik+0.5

have the same index sets as z∗ for all i > K.

Proof. Without loss of generality, we again denote the convergent subsequence {zik} as {zi}. The result of

Lemma 5.4.5 and the assumption (5.39) give

‖zi+0.5 − zi‖ ≤ ψi
(
|σi+1 − σi|

(
‖p‖+ ‖N‖ ‖zi‖

))κi
,

‖zi+1 − zi+0.5‖ < G|σi+1 − σi|‖zi+0.5 − zi‖.

Since {ψi} and {κi} are bounded, there exists K1 > 0 such that for all i > K1,

‖zi+1 − zi+0.5‖ ≤ ε,

‖zi+0.5 − zi‖ ≤ ε,

for any ε > 0 Hence, under the assumptions that

z∗α∗ > 0,

((M + σ∗N)z∗ + (q + σ∗p))γ∗ > 0,

we have there exist K > K1 > 0 such that for all i > K,

ziα∗ > 0, and
(
(M + σiN)zi + (q + σip)

)
γ∗
> 0,

zi+0.5
α∗ > 0, and

(
(q − σiNzi) + σi+1(p+Nzi) + (M + σiN)zi+0.5

)
γ∗
> 0.

According to the definition of the index sets in the case that the associated matrices are positive semi-definite,
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the index sets of zi and zi+0.5 satisfy the following conditions:

α∗ ⊆ αi and γ∗ ⊆ γi,

α∗ ⊆ αi+0.5 and γ∗ ⊆ γi+0.5,

for all i > K. Due to the non-degeneracy of z∗, the union of α∗ and γ∗ is the full set. Thus, we have zi,

zi+0.5 and z∗ share the same index set for all i > K.

If that all assumptions listed in Lemma 5.4.7 hold, problem (5.1) is equivalent to optimization problem

minimizeσ,z f(σ, z)

such that zα∗ ≥ 0 = ((M + σN)z + (q + σp))α∗ ,

zγ∗ = 0 ≤ ((M + σN)z + (q + σp))γ∗ ,

and σ ≤ σ ≤ σ̄.

(5.41)

The first-order KKT conditions of the optimization problem (5.41) can be calculated as

0 =



∂f(σ∗,z
∗)

∂σ

∂f(σ∗,z
∗)

∂z1
...

∂f(σ∗,z
∗)

∂zn


−θ∗1e1−

∑
j∈α∗

u∗je
j+1−

∑
j∈γ∗

u∗j



Nj,·z + pj

Mj1 + σNj1
...

Mjn + σNjn



+θ∗2e
1+

∑
j∈γ∗

λ∗je
j+1+

∑
j∈α∗

λ∗j



Nj,·z + pj

Mj1 + σNj1
...

Mjn + σNjn


,

(5.42)

0 ≤ uα∗ ⊥ zα∗ ≥ 0,

0 ≤ uγ∗ ⊥ ((M + σN)z + (q + σp))γ∗ ≥ 0,

0 ≤ θ∗1 ⊥ σ − σ ≥ 0,

0 ≤ θ∗2 ⊥ σ̄ − σ ≥ 0.

(5.43)

Here, ej is the j-th coordinate vector of size n+ 1 and Nj,· is the j-th row of the matrix N . Under mild

assumptions, we can show that the pair (σ∗, z(σ∗)) satisfies the first-oder KKT conditions (5.42)–(5.43) for

any interior limit point σ∗ of the sequence {σi}.
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Theorem 5.4.8. For any convergent subsequence of {σi} satisfying limik→+∞{σik} = σ∗, let z∗ ≡ z(σ∗). If

(i) the assumptions listed in Lemma 5.4.7 hold; (ii) the derivative of f is a Lipschitz function with Lipschitz

constant L; (iii) the limit point σ∗ is an interior point of the feasible range Γ = [σ, σ̄]; and (iv) {ej+1},

j ∈ γ∗, and 

Nj,·z
∗ + pj

Mj1 + σ∗Nj1
...

Mjn + σ∗Njn


,

j ∈ α∗, are independent vectors, then (σ∗, z
∗) satisfies the first-order KKT conditions of the optimization

problem (5.41).

Proof. Without loss of generality, we use {σi} to denote the convergent subsequence {σik}. Using the result

of Lemma 5.4.7, we have that there exists K1 > 0 such that zi+0.5 shares the same index sets as z∗ for all

i > K1. Therefore, (σi+1, z
i+0.5) is the optimal solution to optimization problem

minimizeσ,z f(σ, z) +
c

2
[(σ − σi)2 + ‖z − zi‖2]

such that zα∗ ≥ 0 = ((q − σiNzi) + σ(p+Nzi) + (M + σiN)z)α∗ ,

zγ∗ = 0 ≤ ((q − σiNzi) + σ(p+Nzi) + (M + σiN)z)γ∗ ,

and σ ≤ σ ≤ σ̄.

(5.44)

Hence, (σi+1, z
i+0.5) satisfies the following KKT conditions (5.45)–(5.46) of problem (5.44):

0 =



∂f(σi+1,z
i+0.5)

∂σ + c(σi+1 − σi)
∂f(σi+1,z

i+0.5)
∂z1

+ c(zi+0.5
1 − zi1)

...

∂f(σi+1,z
i+0.5)

∂zn
+ c(zi+0.5

n − zin)


−θi1e1−

∑
j∈α∗

uije
j+1−

∑
j∈γ∗

uij



Nj,·z
i + pj

Mj1 + σiNj1
...

Mjn + σiNjn



+θi2e
1+

∑
j∈γ∗

λije
j+1+

∑
j∈α∗

λij



Nj,·z
i + pj

Mj1 + σiNj1
...

Mjn + σiNjn


,

(5.45)
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0 ≤ uiα∗ ⊥ zi+0.5
α∗ ≥ 0,

0 ≤ uiγ∗ ⊥ ((q − σiNzi) + σi+1(p+Nzi) + (M + σiN)zi+0.5)γ∗ ≥ 0,

0 ≤ θi1 ⊥ σi+1 − σ ≥ 0,

0 ≤ θi2 ⊥ σ̄ − σi+1 ≥ 0.

(5.46)

for any i > K1. Notice that z∗α∗ > 0 and ((M + σ∗N)z∗ + (q + σ∗p))γ∗ > 0. Besides, zi+0.5 → z∗ and zi →

z∗ as i→ +∞. Hence, there existsK2 > K1 such that
(
(q − σiNzi) + σi+1(p+Nzi) + (M + σiN)zi+0.5

)
γ∗
>

0 and zi+0.5
α∗ > 0 for all i > K2. Then the complementarity constraints in the KKT conditions (5.46) and

the assumption that σ∗ is an interior point imply

θi1,2 = 0, and uij = 0,

for all i > K2 and j ∈ {1, 2, . . . , n}.

Since the derivative of f is Lipschitz continuous, the following holds for all i:

‖ 5 f(σ∗, z
∗)−5f(σi+1, z

i+0.5)‖

= ‖ 5 f(σ∗, z
∗)−5f(σ∗, z

i+0.5) +5f(σ∗, z
i+0.5)−5f(σi+1, z

i+0.5)‖

≤ L
(
‖z∗ − zi+0.5‖+ |σ∗ − σi+1|

)
.

Therefore, we have 5f(σi+1, z
i+0.5)→5f(σ∗, z

∗) as i→ +∞.

Furthermore, under the assumption that {ej+1}, j ∈ γ∗, and



Nj,·z
∗ + pj

Mj1 + σ∗Nj1
...

Mjn + σ∗Njn


,

j ∈ α∗ are independent, we can show the boundedness of {λi}. Similar to the proof of Lemma 5.4.4, we use

the contradiction to prove our claim. Assume {λi} is not bounded, we define {λ̂i} by

λ̂ij ≡
λij∑
j |λ

j
i |
, ∀j ∈ {1, 2, . . . , n}.

Therefore, we have
∑
j |λ̂ij | = 1 and {λ̂i} is bounded. We select a convergent subsequence {λ̂il} of {λ̂i}.
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Dividing both sides of equation (5.45) by 1∑
j |λ

il
j |

and letting il → +∞ lead to

0 =
∑
j∈γ∗

λ̂∗je
j+1+

∑
j∈α∗

λ̂∗j



Nj,·z
∗ + pj

Mj1 + σ∗Nj1
...

Mjn + σ∗Njn


. (5.47)

Here,

λ̂∗j = lim
il→+∞

λ̂ilj , ∀j ∈ {1, 2, . . . , n} and
∑
j

|λ̂∗j | = 1.

Since λ̂∗ 6= 0, condition (5.47) contradicts with the assumption that vectors {ej+1} and



Nj,·z
∗ + pj

Mj1 + σ∗Nj1
...

Mjn + σ∗Njn


are independent. Hence, {λi} is bounded. Let {λik} be a convergent subsequence of {λi} with

lim
ik→+∞

λik = λ∗. (5.48)

As ik → +∞, the following conditions hold:

(i)∇f(σik+1, z
ik+0.5)→ ∇f(σ∗, z

∗);

(ii)zik+0.5 − zik → 0, and σik+1 − σik → 0;

(iii)θik1,2 = 0, uikj = 0, ∀j ∈ {1, 2, . . . , n};

(iv) lim
ik→+∞

λik = λ∗.
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Combining (i)–(iii) with the KKT conditions (5.42)–(5.43) together, we have (σ∗, z
∗) satisfies conditions

0 =



∂f(σ∗,z
∗)

∂σ

∂f(σ∗,z
∗)

∂z1
...

∂f(σ∗,z
∗)

∂zn


−θ∗1e1−

∑
j∈α∗

u∗je
j+1−

∑
j∈γ∗

u∗j



Nj,·z
∗ + pj

Mj1 + σ∗Nj1
...

Mjn + σ∗Njn



+θ∗2e
1+

∑
j∈γ∗

λ∗je
j+1+

∑
j∈α∗

λ∗j



Nj,·z
∗ + pj

Mj1 + σ∗Nj1
...

Mjn + σ∗Njn


,

0 ≤ uα∗ ⊥ zα∗ ≥ 0,

0 ≤ uγ∗ ⊥ ((M + σN)z + (q + σp))γ∗ ≥ 0,

0 ≤ θ∗1 ⊥ σ − σ ≥ 0,

0 ≤ θ∗2 ⊥ σ̄ − σ ≥ 0,

with

θ∗1,2 = 0, and u∗j = 0, ∀j ∈ {1, 2, . . . , n}.

The proof of the KKT conditions satisfied by a limit point relies on the local constancy of the index sets

associated with a limit point and the independence of {ej+1}, j ∈ γ∗ and



Nj,·z
∗ + pj

Mj1 + σ∗Nj1
...

Mjn + σ∗Njn


, j ∈ α∗. If the

limit point σ∗ of a convergent subsequence {σik} is a non-degenerate interior point of Γ, then zik , zik+0.5

share the same index sets with z∗ when ik is sufficiently large. Therefore, the KKT conditions satisfied

by zik+0.5 and z∗ share similar forms. Furthermore, the independence of {ej+1} and



Nj,·z
∗ + pj

Mj1 + σ∗Nj1
...

Mjn + σ∗Njn


guarantees the boundedness of the Lagrange multipliers {λik}. Hence, the KKT conditions of the limit point

come naturally by taking the limit of the KKT conditions of {(σik , zik+0.5)}.
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5.5 Numerical experiments

In this section, we evaluate the numerical performance of the newly proposed Algorithm 10 and Algorithm 12

along with a one-dimensional grid search method (Algorithm 9) and IMPA (Algorithm 6)for solving doubly

uni-parametric MPCCs (5.1) where the associated matrices are positive definite and positive semi-definite.

In our implementation, all four methods are coded in MATLAB. Throughout our numerical experiments,

matrices M and N are tridiagonal matrices, p and q are randomly generated vectors. The sizes of our

problems vary among

40, 120, 360, 1080.

In terms of the feasible range, we fix σ at 0 and let σ̄ be 0.5, 1, 2, and 8, respectively. Also, the objective

functions in all tests take the same simple form

f(σ, z) = (z − zobs)
T (z − zobs),

where zobs is pre-calculated by adding the solution of the LCP (q + σp,M + σN) at σ = 2 with a small

perturbation. Given the objective function f(σ, z), our goal in this set of experiments is to investigate

whether our proposed Algorithm 10, Algorithm 12, the grid search method and IMPA are able to obtain

an objective value that is close to zero. Ideally, we would also like the algorithms to reproduce the result

σ = 2 ideally. However, since the constrained problem (5.1) might not have a unique optimal solution, we

are satisfied if the algorithms produce small objective values.

Before presenting the computational results, we provide some implementation details of the above four

algorithms. In Algorithm 10, the major computation at each iteration involves two steps. At the first step,

we recover the feasibility of (σi+1, zi+1) by solving the LCP (q + σi+1p,M + σi+1N). In our tests, we use

the PSOR method to solve the corresponding LCPs. Similar to the implementation of the PSOR method

discussed in Section 3.5, we set the stopping criterion of the PSOR method as

‖ min
(
zi+1, q + σi+1p+ (M + σi+1N)zi+1

)
‖∞≤ εsor.

Here, εsor is the error tolerance level of the PSOR method and set as 10−6 in our implementation. The ω

parameter of the PSOR method is fixed at 1.5 throughout our experiments. The second step of Algorithm

10 involves the search of a direction which could potentially lead to the decrease of the objective function.

At each iteration i, we use the pair (σi, z
i) to construct a sub-problem of form (5.6). We then solve the

sub-problem (5.6) by breaking the feasible region Γ = [σ, σ̄] into smaller sub-intervals and computing the
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sub-problem as a quadratic program in each sub-interval. The validity of the transformation is simply based

on the local constancy of the index sets. Each one-dimensional quadratic program is then be solved in

MATLAB by comparing the objective values at two or three points, two end points of the feasible range and

one point which is the solution to 5f(σ) = 0 (if it is in the feasible range). In our implementation, we adopt

a pivoting method (Algorithm 11) to determine the partition of the feasible range. We again use the PSOR

method to solve the LCP
(
(q − σiNzi) + σ(p+Nzi),M + σiN

)
, and the Gaussian elimination method to

calculate the matrix inverse in Algorithm 11.

At each iteration of Algorithm 12, the main computation is similar to that of Algorithm 10. However,

there are a few differences. (i) In the direction search step of Algorithm 12, other than the partition of the

feasible range and the computation of a quadratic program in each sub-interval, we need to solve one extra

quadratic program at each break point. This modification is mainly due to the fact that LCP (5.35) at each

break point does not necessarily have a unique solution. The additional calculation avoids the possibility of

missing optimal solutions at break points. (ii) For the same reason, we modify the recovery step of Algorithm

12 by selecting z ∈ SOL(q + σi+1p,M + σi+1N) which is closest to zi+0.5 as the new starting point of the

next iteration.

We impose the following stopping criterion on both Algorithm 10 and Algorithm 12. The algorithms are

terminated when either one of the following conditions is satisfied:

i > Nmax,

|f(σi, z
i)| ≤ εlinear,

|σi − σi−1| ≤ εlinear.

Notice that we impose a maximum number of iterations Nmax to both algorithms in the above stopping

criterion. If none σi satisfies the other two termination conditions after Nmax iterations, we then use σi

which leads to the smallest objective value so far as the final result. Also, both algorithms share the same

error tolerance level εlinear. Throughout our numerical experiments, we set Nmax = 40 and εlinear = 10−6.

The choice of the above two parameters yields satisfactory numerical results.

As for the implementation of IMPA, similar to the implementation of IMPA discussed in Section 4.4,

we let W be an identity matrix for all iterations. In particular, W equals one in our problem since the

dimension of σ equals one. The termination test for IMPA is given as

min (‖ dσ ‖, f(σ)) ≤ εimpa.
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Here, εimpa is the error tolerance level of IMPA and we set it the same as the tolerance level of Algorithm

12 and Algorithm 13.

εimpa = εlinear = 10−6.

We also impose a maximum number of 2000 iterations on IMPA. In the direction generation step of IMPA,

we again use the Gaussian elimination method to calculate the expression of dz in terms of dσ. Once we

write dz in terms of dσ, we simplify the convex quadratic program used for the direction generation into a

quadratic program and solve the quadratic program in MATLAB by comparing the objective function at

two or three points. Recall that to determine the step size at each iteration ν, the evaluation of the objective

function f at a sequence of points around σν is required in IMPA. Therefore, we evaluate the objective

function by solving a sequence of LCPs via the PSOR method, whose setting is the same as those used in

Algorithm 10 and Algorithm 12.

In terms of the implementation of the one dimension grid search method, a total number of m+ 1 LCPs

need to be solved for a given discretization of the feasible range Γ: (σ0, . . . , σm). We again use the PSOR

method to solve the corresponding LCPs for all end points of the sub-intervals. The application of the same

LCP solver in the four methods ensures a fair numerical comparison.

5.5.1 Algorithm comparison for positive definite matrices M and N

In this section, we report the numerical performance of three methods: Algorithm 10, a one-dimensional

grid search method and IMPA for solving doubly uni-parametric MPCCs when the associated matrices M

and N are positive definite. We begin with an introduction to the construction of the MPCCs, followed by

the numerical results. As in [FLMN10], we use the matrices derived under the BSM model via the finite

element method to generate the matrices M and N . Specifically, M and N are tridiagonal matrices of the

following form:

M ≡ h

6



4 1 . . . 0

1 4 . . .
...

...
...

. . . 1

0 . . . 1 4


, N ≡



a0 a1 . . . 0

a−1 a0 . . .
...

...
...

. . . a1

0 . . . a−1 a0


,

where the entries of the matrix N are

a0 = dt(
2

3
rh+

1

h
ζ2),

a±1 = ∓1

2
µ+

1

6
rh− 1

2h
ζ2,
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with µ = r − q − 1
2ζ

2. In our experiment, we set the parameters as

r = 0.4, q = 0.0, ζ = 0.3, h = 0.045, dt = 0.01,

for the generation of the matrices M and N . We also let the sizes of the matrices M and N vary from

120, 360 to 1080. The vectors q and p in the MPCC (5.1) are generated randomly, each having the same

size as the matrices M and N . We set the parameter c used in the objective function to 0, although this

choice could presumably affect the practical performance of Algorithm 10. In our implementation, this

choice yields satisfactory results with a monotonically decreasing objective value. We test Algorithm 10, the

one-dimensional grid search method and IMPA for solving the doubly uni-parametric MPCC constructed

above in MATLAB with feasible ranges [σ, σ̄] defined for four different values of σ̄. For all the numerical

results, we report the computational time in seconds (CPU), the calculated optimal σ (Cal opt) and the

corresponding value (Obj val) of the objective function of each algorithm. We also include the number of

LCPs solved by each algorithm in our report for a thorough comparison of the three methods. Details are

summarized in Tables 5.1–5.3.

We note that Algorithm 10 is quite efficient in finding satisfactory results as suggested by Tables 5.1–5.3.

In most of the examples, Algorithm 10 yields smaller objective values compared to both the grid search

method and IMPA for solving doubly uni-parametric MPCCs (5.1) of different sizes and feasible ranges.

Furthermore, in most of the test examples, the computational time required by Algorithm 10 to calculate a

solution to the MPCC is less than or on the same level as the computational time required by IMPA, both

of which require significantly shorter time than needed by the grid search method.

5.5.2 Algorithm comparison for positive semi-definite matrices M and N

In this section, we report the numerical performance of three methods: Algorithm 12, a one-dimensional grid

search method and IMPA for solving doubly uni-parametric MPCCs when the associated matrices M and

N are positive semi-definite. In our experiments, we only consider a special subclass of positive semi-definite
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Algo 10 Grid IMPA

σ̄ = 0.5 Cal opt 0.5000 0.5000 0.4400
CPU(s) 0.0392 0.3597 0.2695
Obj val 1.87E7 1.87E7 2.14E7

LCP 2 1001 425
σ̄ = 1 Cal opt 1.000 1.000 0.9400

CPU(s) 0.0800 0.6553 0.3229
Obj val 5.91E6 5.91E6 6.88E6

LCP 30 2001 563
σ̄ = 2 Cal opt 2.000 2.000 2.000

CPU(s) 0.1136 1.2994 0.4175
Obj val 0.0060 0.0060 0.0060

LCP 67 4001 702
σ̄ = 8 Cal opt 2.000 1.999 2.000

CPU(s) 0.1889 8.7721 0.2303
Obj val 0.0060 0.1089 0.0060

LCP 178 16001 325

Table 5.1: Tridiagonal positive definite matrix: size= 120.

Algo 10 Grid IMPA

σ̄ = 0.5 Cal opt 0.0000 0.5000 0.3017
CPU(s) 0.0838 1.0577 0.3109
Obj val 1.833E8 5.62E7 8.76E7

LCP 7 1001 187
σ̄ = 1 Cal opt 0.7093 1.000 0.8017

CPU(s) 0.7659 1.8713 0.7307
Obj val 3.61E7 1.77E7 2.93E7

LCP 196 2001 325
σ̄ = 2 Cal opt 2.000 2.000 1.801

CPU(s) 0.7156 3.7278 0.8312
Obj val 0.1795 0.1795 4.20E5

LCP 187 4001 463
σ̄ = 8 Cal opt 2.000 1.999 2.000

CPU(s) 1.8931 27.2228 0.6295
Obj val 0.1975 0.1975 0.1975

LCP 520 16001 325

Table 5.2: Tridiagonal positive definite matrix: size= 360.
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Algo 10 Grid IMPA

σ̄ = 0.5 Cal opt 0.5000 0.5000 0.4205
CPU(s) 0.0963 6.4691 2.6289
Obj val 1.6861E8 1.6861E8 2.0088E8

LCP 3 1001 369
σ̄ = 1 Cal opt 1.000 1.000 0.9910

CPU(s) 5.3199 11.9164 7.9719
Obj val 5.3159E7 5.3159E7 5.3578E7

LCP 196 2001 1161
σ̄ = 2 Cal opt 1.9980 2.000 1.9970

CPU(s) 10.6526 23.4529 10.9548
Obj val 115.3740 0.5384 252.1154

LCP 15.8192 4001 1297
σ̄ = 8 Cal opt 1.9980 1.9990 2.000

CPU(s) 15.1868 158.3096 3.1297
Obj val 115.3746 0.9799 0.5384

LCP 561 16001 325

Table 5.3: Tridiagonal positive definite matrix: size= 1080.

matrices: asymmetric tridiagonal positive semi-definite matrices M and N of form

H =



a0 a1 0 . . . 0

−a1 a0 a1
. . .

...

0 −a1
. . .

. . . 0

...
. . .

. . . a0 a1

0 . . . 0 −a1 0


,

with a0 > 0. It is easy to verify that any matrix H of the above form is a positive semi-definite matrix.

We know that any square matrix can be written as the sum of a symmetric matrix and a skew symmetric

matrix. Here, a matrix A is skew symmetric if and only if

−A = AT .

Let Hsym be the symmetric matrix of H and Hskew be the skew symmetric matrix of H. Then Hsym and

Hskew can be calculated by

Hsym =
1

2

(
H +HT

)
,

Hskew =
1

2

(
H −HT

)
.
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Algo 12 Grid IMPA

σ̄ = 0.5 Cal opt 0.5000 0.5000 0.5000
CPU(s) 0.9498 1.4003 1.2491
Obj val 2.27E3 2.27E3 2.27E3

LCP 6 1001 2615
σ̄ = 1 Cal opt 1.0000 1.0000 1.0000

CPU(s) 1.1833 2.5936 1.5620
Obj val 7.59E3 7.59E3 7.59E3

LCP 7 2001 2753
σ̄ = 2 calculated opt 2.000 2.000 1.9999

CPU(s) 1.0574 4.9217 1.4379
Obj val 7.87E-11 7.89E-11 9.93E-7

LCP 18 4001 2129
σ̄ = 8 calculated opt 2.000 1.9998 2.0023

CPU(s) 1.5100 18.4792 0.1043
Obj val 1.69E-11 7.30E-6 0.03

LCP 74 16001 63

Table 5.4: Tridiagonal positive semi-definite matrix: size= 40.

Moreover, the following condition holds for any real-valued vector x:

xTHskewx = xTHT
skewx = −xTHskewx.

Therefore, we have xTHskewx = 0 and xTHx = xTHsymx+ xTHskewx = xTHsymx. Due to the construction

of the matrix H, we have xTHsymx ≥ 0 for any x. Hence, H is a positive semi-definite matrix.

In our experiment, the diagonal entry a0 of the matrix M is set as 2, and the off-diagonal entry a1 is

set as 0.6. The diagonal entry of the matrix N is set as 0.8, and the off-diagonal entry a1 is set as -0.3.

We let the sizes of the matrices M and N vary from 40, 120 to 360. The vectors q and p in MPCC (5.1)

are two randomly generated vectors, each having the same size as the matrices M and N . We again set

the parameter c used in the objective function to 0, which yields satisfactory results with a monotonically

decreasing objective value in our implementation. We test Algorithm 12, the one-dimensional grid search

method and IMPA for solving the doubly uni-parametric MPCC constructed above in MATLAB with feasible

ranges [σ, σ̄] defined for four different values of σ̄. Similar to the numerical report in Section 5.5.2, we report

the computational time in seconds (CPU), the calculated optimal σ (Cal opt) and the corresponding value

(Obj val) of the objective function of each algorithm for all numerical tests. We also include the number of

LCPs solved by each algorithm in our report for a thorough comparison of the three methods. Details are

summarized in Tables 5.4–5.6.

Observing the numerical results of Tables 5.4–5.6, we notice that they are similar to the numerical results
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Algo 12 Grid IMPA

σ̄ = 0.5 Cal opt 0.5000 0.5000 0.5000
CPU(s) 0.9333 1.7900 2.0435
Obj val 6.63E3 6.63E3 6.63E3

LCP 6 1001 3073
σ̄ = 1 Cal opt 1.0000 1.0000 1.0000

CPU(s) 1.0213 3.6845 2.2066
Obj val 2.21E3 2.21E3 2.21E3

LCP 6 2001 3211
σ̄ = 2 Cal opt 1.9999 1.9999 1.9999

CPU(s) 1.3255 6.8582 1.9877
Obj val 1.43E-12 1.43E-12 1.43E-12

LCP 13 4001 2465
σ̄ = 8 Cal opt 2.0000 1.9998 2.0001

CPU(s) 2.4692 27.8158 0.1783
Obj val 1.47E-7 2.12E-5 3.85E-4

LCP 1028 16001 95

Table 5.5: Tridiagonal positive semi-definite matrix: size= 120.

Algo 12 Grid IMPA

σ̄ = 0.5 Cal opt 0.5000 0.5000 0.5000
CPU(s) 1.1834 3.1949 4.4436
Obj val 1.99E4 1.99E4 1.99E4

LCP 6 1001 2615
σ̄ = 1 Cal opt 1.0000 1.0000 1.0000

CPU(s) 1.0156 5.7687 4.8586
Obj val 6.65E3 6.65E3 6.65E3

LCP 6 2001 2753
σ̄ = 2 Cal opt 2.0000 2.0000 2.0000

CPU(s) 1.42230 11.3678 3.8823
Obj val 4.43E-7 4.43E-7 4.43E-7

LCP 13 4001 2347
σ̄ = 8 Cal opt 1.9999 1.9998 2.000

CPU(s) 12.0796 25.8007 1.0290
Obj val 4.43E-7 9.62E-5 03.93E-8

LCP 340 16001 351

Table 5.6: Tridiagonal positive semi-definite matrix: size= 360.
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obtained in Section 5.5.2. In most of the examples, Algorithm 12 yields smaller objective values compared to

both the grid search method and IMPA for solving doubly uni-parametric MPCCs (5.1) of different sizes and

feasible ranges. Furthermore, in most of the test examples, the computational time required by Algorithm

12 to calculate a solution to the MPCC is less than or on the same level as the computational time required

by IMPA, both of which require significantly shorter time than needed by the grid search method. One

special case where IMPA outperforms Algorithm 12 is when σ̄ = 8, IMPA uses less time than Algorithm 12

to find solutions with similar accuracies.
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Chapter 6

Conclusion

In this dissertation, we first discuss the numerical evaluation of American options under three models, a

local volatility model and two jump diffusion models: Kou’s jump diffusion model and the Dupire system.

The jump diffusion models capture the fluctuation of the underlying assets by introducing a Levy process as

the jump part, and the local volatility model relaxes the constant volatility assumption of the Black-Scholes-

Merton (BSM) model. In Chapter 2, we establish partial differential complementarity systems for pricing

American options under the three aforementioned models, followed by the introduction of two different

discretization schemes, a finite difference method and a finite element method. We utilize the two different

discretization schemes to transform the complementarity systems into a collection of linear complementarity

problems (LCPs). Once we reformulated the pricing problems of American options as a collection of LCPs,

we apply four existing numerical algorithms—a PSOR method, a two phase active-set method, a semi-

smooth Newton method and a parametric pivoting method—to find approximate solutions of the LCPs.

Details of the algorithms are discussed in Chapter 3 along with the numerical testing results of the four

methods for solving LCPs derived under Kou’s jump diffusion model and the Dupire system. The numerical

results further suggest that the two phase active-set method outperforms the other three methods by solving

the corresponding LCPs most efficiently throughout all our numerical examples.

In this thesis, we also study state-of-the-art methods and computational techniques for calibrating Amer-

ican options under the models discussed in Chapter 2. In particular, we calibrate the volatility parameter

of American options under the Dupire system and the local volatility model via two approaches, an implicit

programming algorithm (IMPA) and a new hybrid algorithm in Chapter 4. Both approaches are developed

based on the simple observation that the calibration problems of American options are the inverse prob-

lems of the forward pricing problems. Hence, based on the formulation of the forward pricing problems as

LCPs, we can model our calibration problems as mathematical programs with complementarity constraints

(MPCCs). We provide detailed description of both IMPA and the hybrid algorithm and the numerical per-

formance of the two methods for solving MPCCs derived under the Dupire system and the local volatility

model. Specifically, we compare the numerical results of IMPA with a one-dimensional grid search method
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for solving MPCCs derived under the Dupire system. The results of our experiments suggest that IMPA

performs as good as the grid search method for solving this type of MPCCs. As for solving the MPCCs

derived under the local volatility model, where the dimension of the parameter is too large for the direct

use of a grid search method, IMPA still gives considerably good numerical performance. Especially with

the synthetic data, the final objective value generated by IMPA is very small. We also test the new hybrid

algorithm, which combines the grid search method together with IMPA, for solving MPCCs derived under

the local volatility model with the same set of synthetic data used in the tests of IMPA. The new algorithm

yields satisfactory results in our experiments and demonstrates its capability of accelerating the convergence

for solving MPCCs of large sizes.

Inspired by the calibration problems of American options under the BSM model, we study a special

subclass of MPCCs: a doubly uni-parametric MPCC (5.1) in Chapter 5. We present two novel approaches,

Algorithm 10 and Algorithm 12 to solve this type of MPCCs in this work. Specifically, we use Algorithm 10

to solve MPCCs (5.1) when the associated matrices M and N are positive definite, and Algorithm 12 to solve

MPCCs (5.1) when the associated matrices M and N are merely positive semi-definite. Both new algorithms

are designed by searching descent directions via solving a sequence of sub-problems, whose constraints are

linear approximations to the doubly uni-parametric complementarity constraints in MPCC (5.1). We test

both new algorithms along with a grid search method and IMPA for solving MPCCs (5.1) with tridiagonal

positive definite and positive semi-definite matrices in our experiments. The numerical reports suggest that

both new algorithms are able to produce satisfactory results efficiently. In the latter part of Chapter 5, we

further develop the convergence results for the two new algorithms by studying the special structures of the

constraints in the MPCC (5.1) . We show that under mild conditions, any non-degenerate limit point is a

B-stationarity point of the objective function generated by Algorithm 10 and satisfies the first-order KKT

conditions of the objective function generated by Algorithm 12. The essence of the convergence analysis lies

in the local stability of the limit point as a function of the uni-parameter.
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[LLCN06] Sven Leyffer, Gabriel López-Calva, and Jorge Nocedal. Interior methods for mathematical pro-
grams with complementarity constraints. SIAM Journal on Optimization, 17(1):52–77, 2006.

[LO97a] Ronald Lagnado and Stanley Osher. Reconciling differences. Risk-London-Risk magazine limited-
, 10:79–83, 1997.

[LO97b] Ronald Lagnado and Stanley Osher. A technique for calibrating derivative security pricing
models: numerical solution of an inverse problem. Journal of computational finance, 1(1):13–25,
1997.

[LPR96] Zhi-Quan Luo, Jong-Shi Pang, and Daniel Ralph. Mathematical programs with equilibrium con-
straints. Cambridge University Press, 1996.

[LR76] Henry A Latane and Richard J Rendleman. Standard deviations of stock price ratios implied in
option prices. The Journal of Finance, 31(2):369–381, 1976.

[Mer73] Robert C Merton. Theory of rational option pricing. Bell Journal of Economics and Management
Science, 4(1):141–183, 1973.

[Mer76] Robert C Merton. Option pricing when underlying stock returns are discontinuous. Journal of
Financial Economics, 3(1-2):125–144, 1976.

[MNS08] José Luis Morales, Jorge Nocedal, and Mikhail Smelyanskiy. An algorithm for the fast solution
of symmetric linear complementarity problems. Numerische Mathematik, 111(2):251–266, 2008.

[MT97] William R Melick and Charles P Thomas. Recovering an asset’s implied pdf from option prices:
an application to crude oil during the gulf crisis. Journal of Financial and Quantitative Analysis,
32(1), 1997.

[Mur88] Katta G Murty. Linear complementarity, linear and nonlinear programming. Heldermann Berlin,
1988.

[PC85] Jong-Shi Pang and Ramaswamy Chandrasekaran. Linear complementarity problems solvable by
a polynomially bounded pivoting algorithm. In Mathematical Programming Essays in Honor of
George B. Dantzig Part II, pages 13–27. Springer, 1985.

[PHR91] Jong-Shi Pang, Shih-Ping Han, and Narayan Rangaraj. Minimization of locally lipschitzian
functions. SIAM Journal on Optimization, 1(1):57–82, 1991.

[RFNP11] Daniel P Robinson, Liming Feng, Jorge M Nocedal, and Jong-Shi Pang. Subspace accelerated
matrix splitting algorithms for bound-constrained quadratic programming and linear comple-
mentarity problems, 2011.

[Rub94] Mark Rubinstein. Implied binomial trees. Journal of Finance, 49(3):771–818, 1994.

[Shr04] Steven E Shreve. Stochastic calculus for finance II: Continuous-time models, volume 11. Springer,
2004.

[SS00] Holger Scheel and Stefan Scholtes. Mathematical programs with complementarity constraints:
Stationarity, optimality, and sensitivity. Mathematics of Operations Research, 25(1):1–22, 2000.

[Tan04] Peter Tankov. Financial modelling with jump processes. CRC Press, 2004.

[WHD95] Paul Wilmott, Sam Howison, and Jeff Dewynne. The Mathematics of Financial Derivatives.
Cambridge University Press, Cambridge, UK, 1995.

121



[ZFV98] Robert Zvan, Peter A Forsyth, and Kenneth R Vetzal. Penalty methods for american options
with stochastic volatility. Journal of Computational and Applied Mathematics, 91(2):199–218,
1998.

122


