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Abstract   

In the crystal packing of molecules wherein a single bond links aromatic groups, a 

change in the torsion angle can optimise close packing of the molecule. The improved 

intermolecular interactions, Uinter, outweigh the conformational energy penalty, Eintra, to 

give a more stable lattice energy, Elatt = Uinter +Eintra. This thesis uses this lattice energy 

model hierarchically in a new Crystal Structure Prediction (CSP) algorithm, 

CrystalPredictor version 1.6, which varies the low-barrier torsion angles at the start of 

generating hypothetical crystal structures.  

The crystal structure of 1-benzyl-1H-tetrazole was successfully predicted in an 

informal ‘blind test’ when given the chemical diagram and the number of molecules in 

the asymmetric unit cell. Then, the concept of whether specific molecular fragments 

favour polymorphism (i.e. polymorphophore) was investigated by analysing the crystal 

energy landscapes of the monomorphic fenamic acid and the polymorphic derivative 

tolfenamic acid. The CSP results show that the polymorphophore promotes but does not 

guarantee polymorphism and that the substituents on the polymorphophore fragment 

decide the relative energies of the crystal structures.  

Molecular Dynamics (MD) cannot use this lattice energy model because many ab initio 

calculations of Eintra on a single molecule are expensive. However, the examination of 

the physical origin of the torsional barrier in fenamates aided the derivation of an 

analytical model forEintra. This thesis develops codes for fitting analytical 

intramolecular force fields to ab initio conformational profiles of fenamates. An 

intramolecular exp-6 atom-atom term (for the non-bonded repulsion-dispersion 

contributions) plus a cosine term (that represents the changes to the Molecular Orbitals) 

accurately model the ab initio conformational energy surfaces of fenamic and tolfenamic 

acids. This thesis provides a first step in extendingEintra data generated from CSP 

studies to help MD on condensed phases of pharmaceutical-like organic molecules.  
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Chapter 1. Introduction 

“May the Force be with you”  

 — General Dodonna, Star Wars: A New Hope 

1.1. Background 
Polymorphism, the ability of a molecule to crystallise or pack in more than one 

structural form1, is a phenomenon that, though common, is not completely understood. 

The phenomenon, which has been the subject of long and extensive research, is of crucial 

importance in many branches of the chemical industry. Most of all in the pharmaceutical 

industry, because polymorphs can show significant differences in properties such as 

solubility and dissolution rate2, which in turn affect the bioavailability of drug 

formulations, as well as their melting point, physicochemical stability and mechanical 

properties3.  

Researchers recognise that the polymorphic differences among molecules can be 

exploited to take advantage of better compactibility or powder flow rate. In  addition, a 

thermodynamically metastable form may be chosen to improve drug administration, as 

such a form may have a higher dissolution rate than a more stable polymorph3. A third 

reason for the increasing industrial interest in polymorphism is the need to protect 

intellectual property, as different patents can protect the different polymorphs of an active 

pharmaceutical ingredient (API).  

Polymorphism is common, with about one-third of all APIs confirmed to be 

polymorphic4, yet not so long ago, the concept of polymorphism was either treated as an 

annoyance or completely ignored by academics. The dismissive attitude changed after the 

sudden emergence of a new polymorph of the drug ritonavir, a protease inhibitor for the 

HIV virus. Production had to stop as Abbott Laboratories (the manufacturer) was forced 

to embark upon an expensive reformulation of the drug. The more stable polymorph of 

the API was discovered after capsules suddenly started failing dissolution tests two years 

after the drug had been launched on the market5. The ritonavir incident taught the 

pharmaceutical industry that the best insurance against such surprises is to conduct an 

exhaustive experimental search before going to market6, a view that has since led to 

regulations requiring extensive screening and process control for polymorphs in APIs and 

inactive pharmaceutical ingredients 7.  
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The unexpected emergence of the new ritonavir polymorph, despite proactive attempts 

to discover polymorphs before the drug was marketed, forcibly reminded us that 

metastable polymorphs can appear to be kinetically stable1. If Abbot Laboratories had 

computed the energies of possible polymorphs for ritonavir before marketing the drug, 

the company may have been able to prevent a multi-million dollar problem. As Graeme 

Day6 noted, ‘computational methods of predicting crystal structures could play a large 

part in this research, both in identifying all possible polymorphic forms and judging their 

relative stabilities – an examination and evaluation of all possible crystal structures of a 

given compound is a step towards the understanding and perhaps, control of 

polymorphism’. Given the ubiquity and importance of polymorphs, it is clear that 

researchers need a computer tool that is capable of postulating possible crystal structures 

of organic molecules before synthesis, especially since a “standard” experiment that 

guarantees the finding of all crystalline forms is impossible8,9. 

Crystal Structure Prediction (CSP, Figure 1.1) is the ability to predict, using 

computational methods, how a molecule will crystallise (i.e. unit cell, space group and all 

atomic positions), given only its chemical diagram10-12. CSP has been a long-standing 

goal in computational materials chemistry for its potential to predict possible polymorphs. 

CSP is vital to the pharmaceutical industry because a successful search method would 

smooth the process of manufacturing and patenting crystalline products13. 

 

Figure 1.1: Diagrammatic illustration of crystal structure prediction (CSP) methodology. 
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The international blind tests14, organised by the Cambridge Crystallographic Data 

Centre (CCDC), is a collaborative effort that charts the progress and state of the art in 

predicting the crystal structures of small organic molecules. Since the first blind test in 

1999, there have been five more challenges issued by the CCDC, and Figure 1.2 shows 

how complex the target molecule can be. The sixth and most recent blind test15 was issued 

on September 1, 2014. Scientific insight can be gained from successful CSP studies, as 

these methods reflect the factors that control the crystallisation process16.  

  

Figure 1.2: A chemical diagram of a target molecule XX from the fifth blind test17.  

Most CSP methodologies, as we shall see in section 2.8, assume that the experimentally 

observed crystal structures are the most stable thermodynamic structures on the crystal 

energy surface. In other words, the temperature effects are ignored because of poor 

thermal results obtained in the past for organic molecules. Therefore, a better method is 

needed for computing the thermal effects of organic molecules. This thesis takes the first 

step towards accurate thermal effects calculations and Molecular Dynamics simulations 

by deriving new force fields that accurately model the intramolecular energies. These 

discoveries on thermal effects will advance polymorph prediction. 

Conformational flexibility is an important property to consider when generating 

hypothetical crystal structures for a flexible molecule. The modelling of conformation 

flexibility is the central theme of this thesis because in many organic molecules the 

flexibility leads to polymorphism. For example, flufenamic acid18 (FFA, Figure 1.3), a 

non-steroidal anti-inflammatory drug (NSAID), has nine known polymorphs. Another 

NSAID, tolfenamic acid19 (TA, Figure 1.3), has five polymorphs, while ROY (Figure 

1.3), named after its red, orange and yellow crystals (Figure 1.4), has ten known 

polymorphs20,21. 
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FFA18,22 TA19 ROY20 

Figure 1.3: The chemical diagram of tolfenamic (TA) and flufenamic (FFA) acids. 

 
Figure 1.4: Polymorphs of ROY numbered in the order of discovery. The polymorphs 

have different colours, melting points, and molecular conformations (most pronounced in 

the torsion angle θ). (Source: Ref. [20]) 

Just like FFA and TA, the wide range of values for the torsion angle is also present in 

ROY (Figure 1.5). Therefore, the origin of polymorphism in these compounds is partly 

due to the conformational flexibility of the molecules (see Figure 1.5 and the red curly 

arrows in Figure 1.3). FFA, TA, and ROY are also examples of organic compounds that 

are considered polymorphophores19,23. A polymorphophore is a structural element that 

favours the formation of polymorphic crystal forms when incorporated into a molecule, 

i.e. molecules with similar fragments are likely to be polymorphic. Consequently, 

conformational flexibility, polymorphism, and polymorphophore are linked.  
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Figure 1.5: Overlay of the experimental conformers of ROY, viewed with the overlaid 

nitrobenzene fragment horizontal. (Source: Ref. [2]) 

1.2. Scope and Outline of Thesis 
Chapter 2 examines the theoretical methods relevant to the work presented in this thesis. 

I will discuss these in several parts: intermolecular forces and their models, intramolecular 

forces, electronic structure methods, force field methods, least square estimation, CSP, 

and crystal structure comparisons. Chapters 3 to 6 contain the original work of this thesis. 

A CSP algorithm, CrystalPredictor version 1.6, is used in Chapters 3 and 4. This 

algorithm generates crystal structures while simultaneously varying the low-energy 

barrier torsion angles of the flexible molecule. Chapter 3 tests the ability of CSP to predict 

the crystal structure of the flexible 1-benzyl-1H-tetrazole molecule. This chapter is an 

informal ‘blind test’ challenge. Following this, Chapter 4 examines the polymorphophore 

concept by investigating two flexible fenamates that are similar but have different 

polymorphic behaviours; I use CSP and compare the two fenamates’ crystal energy 

landscapes. Then, Chapter 5 investigates the origin of the barrier to rotation of fenamate 

molecules. Chapter 6 develops new analytical force field models that fit the 

intramolecular energy of flexible fenamate molecules as the conformation changes. This 

chapter investigates three analytical forms: the cosine series, rescaling repulsion and 

combined physical models. Finally, Chapter 7 offers conclusions and suggests areas for 

further research and development.  
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Chapter 2. Theoretical Background 

“A people without the knowledge of their past history, origin and culture is like a tree 

without roots” 

 — Marcus Garvey 

2.1. Overview 
This chapter discusses the theoretical methods that are relevant to the work completed 

in this thesis. Central to this research is the evaluation of the lattice energy, Elatt,––the 

sum of the intermolecular energy, Uinter, and the intramolecular energy, ΔEintra,––of a 

flexible organic molecule. Thus, section 2.2 sets out the physical basis for the lattice 

energy model by introducing the origin of intermolecular forces. Section 2.3 then 

discusses the models of intermolecular contributions of organic molecules. Section 2.4 

provides a brief discussion of intramolecular forces because Chapters 5 and 6 investigate 

the origin of, and derive an analytical model for, the intramolecular energies of flexible 

molecules. Next, section 2.5 discusses some force field methods by way of laying a strong 

foundation for the new analytical force fields derived in Chapter 6. After this, section 2.6 

discusses the fitting routines coded into the new analytical intramolecular force fields for 

flexible organic molecules. Section 2.7 highlights the theoretical background of the 

electronic structure methods used to calculate the intramolecular energy of isolated 

molecules (Chapters 3 to 5) and the electrostatic contribution to intermolecular energy 

(Chapters 3 and 4). Section 2.8 further discusses Crystal Structure Prediction (CSP), 

which was introduced in Chapter 1. Finally, section 2.9 discusses various tools for crystal 

structure comparison. 

2.2. Intermolecular Forces 
This section discusses the importance, relevance, origin, and categories of 

intermolecular forces. The intermolecular force is fundamental in the evaluation of lattice 

energy, which is central to CSP studies (section 2.8) in Chapters 3 and 4. Intermolecular 

forces are present everywhere in nature, and control properties of gases, liquids, solids, 

and complexes. In science, the quantitative study of intermolecular forces can reconcile 

diverse phenomena at the atomic and increasingly electronic level24. In pharmaceutical 

industries, the use of intermolecular forces as a computational tool for predicting new 

polymorphs is necessary because of the experimental problems in establishing all 

polymorphs that could be manufactured in a controlled way. This is essential in 
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preventing another ritonavir disaster (section 1.1), where a new thermodynamically stable 

polymorph started precipitating out of the anti-HIV drug25.  

 

Figure 2.1: Typical intermolecular force potential energy functions for spherical atoms. 

The intermolecular pair potential, U, is the interaction energy of a pair of molecules as 

a function of their separation, R, and orientation, . This definition applies to rigid 

molecules. Intermolecular forces are repulsive at short-range and attractive at long-range. 

Liquids and solids exist because molecules attract one another when they are far apart26. 

The fact that water has a definite density, meaning it cannot be easily compressed to a 

smaller volume, shows that at short-range the forces between the molecules become 

repulsive26. The relationship between this energy of interaction, U, as a function of 

distance, R, takes the form shown in Figure 2.1. Figure 2.1 has an attractive region at 

long-range, where the force is negative, and a steep repulsive region at short-range to 

account for the low compressibility of condensed materials.  

2.2.1. Pairwise Additivity 
Due to the difficulty and computational expense of modelling intermolecular 

interactions, this thesis makes some approximations to the sum of the intermolecular 

energies. One such approximation is the pairwise additivity, which assumes that the 

energy of a system is the sum of all two-body interactions26.  For instance, for three 

molecules A, B, and C, the pairwise approximation to the total energy is UAB+UBC+UAC. 
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2.2.2. Physical Origin of Intermolecular Force 
The significant forces between molecules have an electromagnetic origin27. Strong and 

weak nuclear forces do not contribute to the intermolecular force because they are 

significant over a range of the order of 10-4 nm; this is extremely small compared to 

molecular dimensions, which are typically 0.5 nm. The gravitational force, which is long-

range, does not contribute to the intermolecular force because the gravitational potential 

energy of two atoms 0.4 nm apart is only 7 x 10-52 J, some thirty orders of magnitude 

smaller than the typical intermolecular force28. Consequently, the intermolecular forces 

have an electromagnetic origin.  

The work reported in this thesis will focus on closed-shell ground state molecules. 

Resonance interactions do not occur between ordinary closed-shell molecules in their 

ground state. Magnetic interactions are several orders of magnitude smaller and are not 

significant to the intermolecular forces. Therefore, these two contributions will not be 

considered any further.  

Intermolecular forces are of quantum mechanical origin and can in principle be 

determined by solving Schrödinger’s equation and using the Born-Oppenheimer 

approximation (i.e. nuclei are in fixed positions). The physical origin of the 

intermolecular force from perturbation theory* is as follows: 
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where ea is the charge on particle a, one of the particles of molecule A, and rab is the 

distance between it and the particle b in molecule B. The Hʹ is the perturbation on HA + 

HB and consists of electrostatic interactions between the particles of a (electron and 

nuclei) and those of b.  

The intermolecular force, F, and intermolecular energy, U, are related: 
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where R is the distance between the spherical molecules.  

When considering the intermolecular potentials, it is helpful to separate various 

contributions. These contributions of intermolecular energy can be separated into two 

                                                 

*Perturbation theory finds approximate solution to problem by starting from the exact 

solution of a related problem. It is can be used for describing intermolecular forces 

because they are relatively weak. 
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main types: short-range and long-range interactions. Israelachvili29 argued against 

making this distinction due to the danger of counting twice, which can happen in 

theoretical analysis when forces with the same physical origin are both short-ranged and 

long-ranged.  

2.2.3. Long-range Interactions 
If the interacting molecules are far enough apart i.e. long-range, then the perturbation 

theory becomes simpler because the overlap between the wavefunctions of the two 

molecules can be neglected. This is called the polarization approximation, which was 

first formulated by London30 in 193631. Three main types of long-range interactions exist: 

electrostatic, induction, and dispersion. These long-range contributions vary by R-n.  

Electrostatic 

The electrostatic force is a classical Coulombic interaction, which arises from the 

interaction between the static charge distributions of two molecules. This force can be 

attractive or repulsive but is strictly pairwise additive and dependent on orientation. 

Therefore, the electrostatic force plays an important role in determining the structure 

adopted by the solid state. If ρA(r) is the charge density for molecule A, then equation 2.1 

becomes   
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The first-order energy described the electrostatic interaction. The electrostatic 

expression in equation 2.3 is the exact classical Coulombic interaction energy of two 

molecular charge distributions at long-range.  

Induction 

The induction effects, a second-order energy, arise from the distortion of a particular 

molecule in the electric field of all its neighbours and are always attractive. These effects 

are non-additive because the fields of several neighbouring molecules may reinforce or 

nullify each other26. The induction energy of molecules A and B are considered separately. 

The induction contribution of molecule A in state m and non-degenerate ground state 0, 

is 

The induction energies are always attractive because distortion only occurs when there 

is a lowering of energy. Because the energies are non-additive, they are difficult to 

implement computationally32. The inclusion of the explicit induction to the 
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intermolecular energy can significantly reorder the relative energies of a molecule33, 

especially for large molecules like carbamazepine32. The distributed polarizability can be 

used to model the induction energy, as Gareth Welch34 did. However, this approach is 

computationally demanding because a large basis set and high-quality wavefunctions are 

often required32 for convergence criteria to be met. In this thesis, the induction energy is 

not modelled explicitly. Instead, it uses PCM (Polarizable Continuum Model, section 

2.8.3) to model the polarization effect that arises from the electrostatic interactions in a 

solvent medium29.  

Dispersion 

Dispersion is a universal force of quantum mechanical origin. We know that because 

electrons are in continuous motion, their electron density oscillates continuously, 

producing instantaneous electric dipoles that change as the electron density changes. The 

instantaneous dipole in one molecule induces another electric dipole in the other 

molecule. There is an instantaneous correlation of fluctuation of charge density. This is 

why this contribution is universal and requires a description of electron correlation. 

Dispersion is an attractive force and is approximately pairwise additive. The perturbation 

theory expression for dispersion contribution is as follows: 
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London30 provided the most widely understood treatment of dispersion forces, where 

atoms can be visualised as a set of harmonic oscillators. In this treatment, the coupling of 

the oscillators leads to the lowering of the energy. The dispersion energy depends on the 

square of the coupling constant. The leading term in the dispersion energy is proportional 

to R-6 because the coupling for a pair of interacting dipoles is proportional to R-3.  

2.2.4. Short-range Interactions  

Exchange-Repulsion 

When electron clouds of two molecules approach each other and become sufficiently 

close, they overlap. At short-range, the most important contributions are exchange and 

repulsion; these two are often taken together, despite having opposite signs, and are called 

exchange-repulsion31. The exchange contribution is the attractive energy resulting from 

electrons of one molecule becoming free to move over both molecules. This increases the 

uncertainty of the electron’s position, allowing the momentum and energy to decrease. 

Repulsion contribution arises from the slight overlap of electrons that are trying to occupy 

the same region of space. This overlap, which is prohibited by the Pauli Exclusion 
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Principle, leads to redistribution of electrons and increase of the repulsion between the 

nuclei. The exponential repulsion domination leads to an overall repulsive effect and is 

approximately pairwise. 

2.2.5. Penetration Energy and Charge Transfer 
The overlap at short-range leads to modification of the long-range terms. When charge 

densities overlap at short-range, the electron density will no longer shield the nuclei of 

one molecule, and therefore, the molecules will experience a greater attraction of electron 

density associated with other species. The energy difference from this increased attraction 

is the charge penetration; it is the modification of the electrostatic energy at short-range 

and so is a first-order effect. Charge transfer also occurs during redistribution of electrons 

at short-range. It is a part of the short-range induction energy and so is a second-order 

effect. The energy contributions from charge transfer and penetration are small and are 

often negligible35. Some of these effects may be absorbed in the empirically fitted models 

of the dispersion and repulsion terms (section 2.7). 

In summary, for the organic molecules studied in this thesis, repulsion dominates at 

short-range, while electrostatic and dispersion contributions dominate the intermolecular 

energy at long-range. Therefore, the total intermolecular energy can be expressed as the 

summation of the electrostatic, Uelec, repulsion, Urepul, and dispersion, Udisp, contributions: 

     inter elec repul disp elec repul dispU U U U U U      2.6 

2.3. Modelling the Intermolecular Forces for Organic Molecules 
The potential model used in this thesis for evaluating the intermolecular energy, Uinter, 

is an intermediary between conventional force fields and periodic electronic structure 

calculations. The functional form of conventional force fields have limitations because 

the same charges are used for intermolecular and intramolecular interactions2 (section 

2.5.4). Periodic electronic structure calculations are very expensive and were not 

available at the start of my research in 2010. For example, the plane-wave DFT-D study 

of selected pharmaceutical crystal structures using Quantum Espresso was published in 

201336. The Generation, Ranking and Characterisation Engine (GRACE37 program, 

section 2.8.4), which when coupled to another periodic DFT-D code (section 2.7.5) was 

successful in the fourth blind test10, is still not available to researchers as of this writing. 

The work presented in this thesis models the dispersion, repulsion, and electrostatic 

interactions (equation 2.6) explicitly. The dispersion and repulsion contributions were 

modelled using a transferrable, empirically fitted model. In contrast, the electrostatic 
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contribution was modelled using ab initio wavefunction calculation on an isolated 

molecule for each molecular conformation due to limited transferability.  

2.3.1. Repulsion-Dispersion Potentials 
The dispersion and repulsion terms are modelled with an empirical exp-6 atom–atom 

potential that is assumed to be transferrable38,39. The repulsion term is represented by the 

exponential-based term, and the dispersion is represented by the inverse sixth power term:  
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where atom i in molecule 1 is of type ι, atom k in molecule 2 is of type κ and they are 

separated by interatomic distances Rik. This potential (equation 2.7) was derived by fitting 

the parameters to known crystal structures, and it obeys the following combining rules: 
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Parameters for carbon, non-polar H and N atoms were derived from fitting to 

azahydrocarbon crystal structures39, while the parameters for the oxygen atom were 

derived from fitting to oxohydrocarbon crystal structures38. The polar H atom parameters 

were derived from azabenzenes, nitrobenzenes, and other simple molecules40. To account 

for the smaller effective van der Waals radius of protons, the distinction between polar 

and non-polar H atoms is necessary41. In Chapters 3 and 4, the repulsion-dispersion 

contributions to the intermolecular energy will be calculated using the potential of 

equation 2.7 and the “FIT”34 parameters. These FIT parameters were fitted using a model 

that had explicit electrostatic interactions. Once the repulsion and dispersion terms were 

generated, they were summed over all intermolecular atom–atom distances up to a defined 

cut-off. This is typically 15 Å for small organic molecules for fast calculations and 30 Å 

for large molecules34. It should be noted that some of the other intermolecular 

contributions not modelled explicitly by equation 2.7 and any electrostatic model might 

have been absorbed by the empirically fitted models of dispersion and repulsion terms 

because these other contributions will be present to some extent in the sample crystal used 

in deriving the parameters A, B and C. 

In contrast to “FIT”, the empirical intermolecular potential by Gavezzotti42––another 

exp-6 potential that will be used in Chapters 5 and 6 to investigate the origin of 

intramolecular energy and design new analytical force fields––does not use combining 

rules and has no atomic or site charges. 
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2.3.2. Electrostatics Potential 
This section discusses the two methods used in this thesis for modelling the electrostatic 

contribution to the intermolecular energy (equation 2.6) in Chapters 3 and 4: 

(1.) The Atomic Charge Model is a crude but inexpensive approach. It uses Coulomb’s 

law through pairwise interaction of isotropic (spherical) point charge, q, placed on each 

atom separated by distance R:   
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where ε0 is the dielectric vacuum constant. It assumes that the charge density of the 

molecule can be described by superimposing spherical atomic electron densities. The 

atomic charge model cannot represent non-spherical features such as lone pairs and  

electrons, or short-distance directional intermolecular interactions like the geometry of 

the H-bond41. As a result, extensions to the isotropic model have been proposed to define 

lone pair sites as dummy atoms having isotropic electrostatic interactions43 or at satellite 

positions that are optimised to provide best fit to the electrostatic field44. 

Although atomic charges can be derived from the experimental X-ray diffraction data, 

these results are unreliable due to the many approximations and assumptions that must be 

made during their calculation45. On the other hand, atomic charges can be generated from 

an ab initio wavefunction calculation of the isolated molecule to estimate the electrostatic 

contribution41. This involves using the CHELPG scheme (an acronym for CHarges from 

ELectrostatic Potentials, Grid based method), which performs the least-squares fit of the 

atomic charges to reproduce the molecular electrostatic potential as evaluated from ab 

initio density on a regularly spaced grid46. Unfortunately, higher moments such as 

octupoles, hexadecapoles, and so on make a small contribution to the potential, when the 

CHELPG scheme is used. Indeed, Francl et al.47 showed that the CHELPG procedure is 

ill conditioned for higher atomic multipoles, so that the charges are not well determined; 

however, they did show that Singular Value Decomposition (section 2.6.2) could improve 

the condition number†. 

(2.) The Distributed Multipole Moments. The electrostatic potential around a molecule 

can be represented by an expansion of multipole moments. At long range, this 

                                                 

†The condition number is the ratio of the largest to smallest singular value in the singular 

value decomposition of a matrix. A matrix is ill conditioned if the condition number is 

too large. 
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electrostatic potential is exact since the charge distribution is approximately spherical as 

the distance approaches infinity. At shorter range, the more apparent anisotropic nature 

of charge density is not easily represented by the central multipole expansion48. A better 

approach is to use a multiple expansion about several sites in the molecule, which can be 

achieved with the distributed multipole expansion.  

The distributed multipole expansion is an explicit method of generating higher-order 

atomic multipoles that involves modelling the atomic charge distribution using a series 

of distributed multipoles (charge, dipole, quadrupole, octupole, hexadecapole etc., as 

illustrated in Figure 2.2)26. Consequently, the derivation of the distributed moments is 

essential. There are two ways of achieving this: computational analysis of the charge 

density, and fitting to experimental data. Deriving the multipole moments experimentally 

is challenging and often the data are insufficient to deduce any particular distribution of 

multipoles across specific sites.49 For example, the Stark effect gives the magnitude, but 

not the sign, of the components of the dipole moment along the inertial axes26.  

 

Figure 2.2: Charge distributions corresponding to pure multipoles. Blue portions 

represent regions where the function is positive and yellow portions represents where it 

is negative. Ql,k is the spherical harmonic multipole, where l is angular momentum 

quantum number and k = l, l-1,…, -l specifies the component of the angular momentum 

around the z-axis. (Source: http://en.wikipedia.org/wiki/Spherical_harmonics [Accessed 

11/01/2015]).  

Distributed Multipole Analysis (DMA) is a systematic way of determining the 

distributed moments50. This computational approach derives charge distribution from an 
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ab initio wavefunction51 and describes it in terms of distributed multipoles (Figure 2.2) 

located at a number of site in the molecule using the Gaussian Distributed Multipole 

Analysis (GDMA)52 program. The GDMA program carries out a DMA of the density 

matrix (.Fchk) file produced by GAUSSIAN53 for the isolated molecule in the molecular 

axis system34. This thesis uses version 252 of GDMA because it handles diffuse functions 

more satisfactorily51 than version 154. 

In contrast to the atomic charge model, the distributed multipole moments have 

successfully predicted the directional (anisotropic) lone pair interactions, π-π stacking 

arrangements in aromatic rings and electrons and H-bond geometries in molecular 

organic crystal55,56. The long-range interactions, which include the charge–charge (R-1), 

charge–dipole (R-2) and dipole–dipole (R-3) terms, are evaluated using the Ewald 

summation method57, while the remaining long-range interactions are summed by direct 

method. 

In summary, the electrostatic contribution is modelled by using either an atomic charge 

model or distributed multipole moments obtained from ab initio methods, while the 

repulsion and dispersion contribution are modelled using an empirical exp-6 potential. 

2.4. Intramolecular Energy 
The lattice energy of a crystal structure is the sum of the intermolecular and 

intramolecular energies. The focus of this section is the intramolecular part of the lattice 

energy. In Chapters 5 and 6, I investigate the origin and derive analytical models for the 

intramolecular energies of flexible molecules (Chapter 6). Therefore, this section 

concisely examines the intramolecular energy of flexible molecules. 

The intramolecular energy of rigid molecules is negligible, so the early work of crystal 

structure prediction (section 1.1) focussed on the easier problem of rigid molecules. In 

this thesis, a flexible molecule has one or more internal degrees of freedom that change 

between phases, for example, torsion angles around single bonds. The intramolecular 

energy for a flexible molecule is the energy difference between the molecule in a specific 

conformation (e.g. in a crystal) and in the lowest energy of the isolated gas phase 

conformation. As evident from ROY in Chapter 1, polymorphic forms can exhibit very 

different torsion angles (Figure 1.5), i.e. can display conformational polymorphism. 

Cruz-Cabeza and Bernstein58 argued that, when referring to conformations in crystal 

structures, a distinction should be made between conformational adjustment and 

conformational change. Conformational adjustment arises when a flexible molecule 

adjusts to the crystal environment by slightly varying the conformation to minimise the 
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lattice energy of the crystal while conformational change involves a change of gas phase 

conformer (Figure 2.3). In the context of the polymorphism of flexible molecules, Cruz-

Cabeza and Bernstein58 referred to two polymorphs whose independent conformations 

are related by conformational change as conformational polymorphs. For example, crystal 

structures A and B in Figure 2.3 are conformational polymorphs. 

  
Figure 2.3: Schematic representation of conformational change and conformational 

adjustment. (Source: Ref. [58]). 

The simplest approach to calculate the intramolecular energies is to use force field 

methods (section 2.5), which involve summing the contributions that arise from bond 

stretching, angle bending, and dihedral torsion angles. However, despite the speed and 

successes of force field methods in Molecular Dynamics and in modelling proteins59, the 

molecular mechanics descriptions of the intramolecular energies and molecular 

geometries are not sufficiently accurate for evaluating the lattice energy of crystal 

structures (section 2.5.4).  

Another method for evaluating intramolecular energy is electronic structure calculation 

(section 2.7). This approach avoids the problem encountered in force field methods but 

at the cost of higher computing time. The conformations of flexible molecules and their 

relative energies can be sensitive to the electron correlation method (because of the 

important dispersion contribution) and to the basis set that is used (since large basis sets 

are required to avoid intramolecular BSSE60 during electronic structure calculations). The 

errors from intramolecular dispersion (section 2.7.5) can lead to the failure of quantum 

mechanical calculations for molecules that adopt a folded conformation60,61.  

One way of solving this problem is the dispersion-corrected (–D, section 2.7.5) method. 

Warnings of the intramolecular energy sensitivity toward the electronic structure level of 
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theory are relevant to the CSP studies of Chapter 3 and 4, where the focus is on other 

aspects of the computational model and not on the rigorous test of these errors. However, 

it is a common practise to use one electronic structure method for evaluating the 

intramolecular contributions toward the final lattice energies. A necessary compromise, 

then, is to conduct prior analysis of the effect that different levels of theory have on the 

intramolecular energy for a specific molecule. 

The frequently used DFT level of theory, such as B3LYP/6-31G(d), may not give 

reliable results for molecular systems where the intramolecular dispersion energy is likely 

to be a major factor in determining the conformation60. Due to this limitation, I did not 

use the 6-31G(d) basis set in Chapters 3 and 4 when computing the final intramolecular 

and intermolecular energies of the crystal structures. 

2.5. Force Fields (Atomistic Modelling) 
Force field methods (also known molecular mechanics methods) ignore the molecule’s 

electronic motions and calculate the energy of a system as a function of the nuclear 

positions. These methods are a cheap alternative to electronic structure methods (section 

2.7). The basis of understanding the force field is the Born-Oppenheimer approximation, 

which assumes that the motions of the nuclei are independent of the motions of the 

electrons. In force field calculations, the arrangement of the electrons is assumed to be 

fixed.62 Thus, traditional force field methods cannot predict properties based on electronic 

motions such as the breaking and formation of chemical bonds, polarization effects, and 

proton transfer.  

The parameters determined for small molecules can be transferred to larger systems 

such as polymers63 and can also be used for billions of atoms on supercomputers. Indeed, 

the ability to transfer force fields from one system to another––for systems that are too 

large for quantum mechanical calculations––is arguably the most valuable property of 

many force fields63,64.  

The downside to these classical force fields is that conformation and energy results are 

often prone to inaccuracies. These inaccuracies were observed when force fields methods 

were used in CSP to calculate the final lattice energies65-67 (section 2.5.4). 
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Figure 2.4: The schematic view of force field interactions. Covalent bonds are solid lines, 

while the dotted line indicates non-bonded interaction. (Source: Ref. [68]). 

 

Figure 2.5: Schematic view of four key contributions to a molecular mechanics force 

field. These forces are bond stretching, bond stretching, angle bending, torsional terms 

and non-bonded interactions. (Source: Ref. [63]). 

The application of force fields involves choosing an energy functional form followed 

by evaluating all unknown parameters. A typical force field method arises from four 

principal energy terms of intermolecular and intramolecular forces within the system69,70: 

 ( )MM b nbE E E E E          2.10 

where ∑Eb, ∑Eθ, ∑Eξ, and ∑Enb are the total energy of bond deformation, valence angle 

deformation, torsion deformation and non-bonded interactions (van der Waals and 

electrostatic) respectively. The deviation of bond, angle, and torsion from equilibrium 

describes the penalty of deformation (intramolecular), while non-bonded term describes 

the interaction between non-bonded parts of the system (intermolecular).  

Hooke’s law models bonds between atoms as a spring: 
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where Kr is the force constant and beq is the ideal bond length. A common mistake is to 

assume that the equilibrium value (e.g. beq) is the global minimum value; in actuality, beq 

is the value that b adopts when all force field terms equal zero. This Hooke’s functional 

form is an example of applying the harmonic oscillator, in which the relationship between 

force and displacement is linear. A more accurate description of the relationship between 

force and displacement is non-linearity, i.e. anharmonic oscillator. Hence, Hooke’s 

functional form is not as accurate as using cubic and higher terms (anharmonic terms). 

Valence angles have a similar model to equation 2.11: 
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where K is the strength of the spring holding the angle at ideal valence angle, eq. 

Compared to a bond model, less energy is required to distort the valence angle away from 

the reference, and the force constants are smaller. The higher terms, such as cubic and 

quartic terms, improve the valence angle model. The 1-2 and 1-3 interactions (defined in 

Figure 2.4) are also known as hard degrees of freedom because large amounts of energy 

are required to deform bonds or angles from their equilibrium positions. However, 

CrystalOptimizer71 (section 2.8.2)––an algorithm used in Chapters 3 and 4 to compute 

the lattice energy accurately––assumes that some 1-3 interactions are soft degrees of 

freedom. For example, hydroxyl (H–O–C) and amide (H–N–C) bond angles were treated 

as flexible in three model systems72. 

 

Figure 2.6: Schematic view of the torsion angle ξ using the ethane molecule. (Source: 

quantumwise.com/documents/manuals/vnl-2008.10_Manual/chap.molbuilder.html 

[Accessed 11/01/2015]). 
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The major change between crystal structures is their torsion angles. The torsion angle 

ξ in the ethane molecule shown in Figure 2.6 is defined as the intersection angle between 

the two planes α and β spanned by the respective atom chains 1–2–3 and 2–3–4. It is clear 

that the value of the torsion angle ξ between atoms 3 and 2 depends on the four atoms 

selected. Due to the periodic nature of torsion angles, the model is expressed as a periodic 

function: 

 [1 cos( )]
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where  is the periodicity and represents the number of minima as the bond rotates about 

360°. The phase factor term, , is the torsion angle as the rotating bond passes the 

minimum or minima. Vn is the barrier height to rotation about torsion angle ξ. The value 

of Vn is larger for double bonds than for single bonds. The definition of Vn is ambiguous 

when more than one term is needed to model the torsional energy64. Even more 

misleading is that the 1-4 non-bonded (Figure 2.4) and higher interactions contribute to 

the torsional potential. The additional term with the correct qualitative behaviour of the 

barrier to rotation63 is a better description of Vn. 

The last term in equation 2.10 is the non-bonded interactions: 
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where the adjustable parameter σij is the collision diameter and is defined as the separation 

for which the van der Waals energy is zero. The qi and qj terms are the partial or net 

atomic charges63. Equation 2.10 is a combination of the repulsion-dispersion (also known 

as the van der Waals term and is often fitted to a Lennard-Jones 6-12 potential73 because 

of the computational ease) and an electrostatic term. It should be noted that intermolecular 

and intramolecular contributions have the same set of parameters. Many of the more 

recent developments in protein force fields include electronic polarizability or a solvation 

effect in an approximate way68. 

2.5.1. AMBER 
The AMBER force fields are widely used for modelling proteins and nucleic acids74. 

AMBER, which is in continual development, has relied on the past knowledge of force 

fields such as ECEPP potentials75 and Consistent Force Field (CFF76). The exclusion of 

H atoms from an earlier version of an AMBER force field was due to limited computer 

power. However, a compromise was adopted in later versions due to the importance of 

the H-bond68. 
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The charges were derived by fitting partial charges to ESP (electrostatics potential) 

charges obtained via ab initio calculations (HF/STO-3G). An adapted version of van der 

Waals’ term from amide data fitting by Lifson’s group77,78 and liquid state simulations79 

by Jorgensen was used. The first two terms (bonds and angles) of equation 2.30 were 

fitted from crystal structure data, while the torsional terms were extracted from either 

experimental data or ab initio calculations.  

The fact that AMBER has limited parameters for organic molecules prevented this force 

field from being widely used in drug design and other studies of ligand–protein or ligand–

DNA interactions80. Hence, a Generalised Amber Force Field (GAFF) was introduced by 

Wang et al.80 to describe a wider variety of organic molecules, including most 

pharmaceutical molecules. 

2.5.2. CHARMM 
CHARMM81 (Chemistry at HARvard using Molecular Mechanics) has some overlaps 

with AMBER, in part because the first versions of both force fields were developed 

around the same time. Like AMBER, H atoms were excluded in the earlier version but 

were later replaced with a compromise solution. Although ab initio calculations were 

used in fitting this model, a different level of theory (HF/6-31G) was employed. The 

interaction energies were scaled to match water dimerization energy predicted via a 

TIP3P model to achieve a balanced solute–water and water–water interaction. A rough 

continuum solvation model can be implemented by using the force field with distance-

dependent dielectric constant. The second version of CHARMM, from 1985, is used 

today because of the respectable results obtained from solvated simulation.68 

Subsequent developments were made in later versions of CHARMM82,83 to improve 

the balance of interaction energies in solvent simulations. More recently, a force field for 

all atoms, often called the CHARMM general force field (CGenFF), was published84. 

This force field covers a wide range of chemical groups present in biomolecules and drug-

like molecules and focusses on quality of result rather than on transferability. 

2.5.3. Other Force Fields 
There are more complex force fields than those discussed above. For example, cubic 

and quartic terms can be added to equations 2.10 and 2.11 to reflect anharmonicity and 

stretch-bend cross terms or the Lennard-Jones function can be replaced with a more 

flexible Buckingham (exp-6) or Morse potential85. Examples of such force fields are 

MM486 and Merck Molecular Force Field (MMFF)87. The cubic and quartic terms are 

also used in MM288. 
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Figure 2.7: Schematic view of some of the common cross terms. (Source: Ref. [63]). 

The cross terms in force fields represent coupling between internal coordinates. For 

example, an increase or decrease of valence angle can affect adjacent bonds. Stretch-

stretch, stretch-bend, stretch-torsion, bend-torsion, and bend-bend (Figure 2.7) are 

examples of cross terms believed to be the most important in force fields; these cross 

terms in force fields are designed to predict vibrational spectra63.  

Another very popular force field is OPLS-AA (Optimized Parameters for Liquid 

Simulations–All Atoms), which specialises in simple liquids85,89. Although huge 

advances have been made in the understanding of biomolecular behaviour, there is still a 

demand for more accurate prediction of energies90, even for proteins and nucleic acid 

polymers that have been studied extensively, e.g. AMOEBA91, which uses atomic 

multipoles. 

2.5.4. The Limits of Current Force Fields 
A major limitation of current force fields is the use of atomic charges in the description 

of electrostatic contributions92,93. Another limitation is that the intermolecular and 

intramolecular forces have the same parameters. It is therefore not surprising that, in the 

blind tests of organic CSP, there have been no success based on the use of force fields for 

final lattice energy (sum of intermolecular and intermolecular energy) evaluations11. In 

specific cases, like aspirin, the intramolecular force field clearly has too strong a 

preference for the wrong conformation, so that the lowest-energy crystal structures have 

that conformation94.  

Indeed, some force fields’ lattice energy minimizations were shown to change the 

conformation of the crystal structure so much that the crystal structure could not be 
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reproduced65. In other cases, the force fields were able to reproduce the crystal structures 

but failed to rank the energy of these crystal structures accurately. These failures have 

been traced to using the same charges and van der Waals interactions for the 

intermolecular and intramolecular forces95.  

Generally, force field potentials that are more accurate tend to have more terms because 

they usually yield better fit with experimental or ab initio data. However, additional 

parameters make the fitting procedure more complicated and time consuming with no 

scientific basis. Therefore, an ideal analytical model for the intramolecular energies 

should have terms that are few in number (Chapter 6), based on a consistent scientific 

origin (Chapter 5), and transferrable. 

In summary, the traditional force field includes explicit periodic torsional potentials, 

and non-bonded terms, including the electrostatic term, that are applied to all atom pairs 

separated by three or more covalent bonds (1-4 interactions and above). Researchers built 

these traditional force fields on the reasonable assumption that, in biomolecules, the 

intramolecular non-bonded interactions are the same as intermolecular non-bonded 

interactions. This is clearly a limitation2 because intramolecular atom-atom distances are 

often much shorter than intermolecular (van der Waals) distances. I exploited this 

limitation in Chapter 6 by decoupling the intermolecular and intramolecular contributions 

and derived new analytical intramolecular force fields. 

2.6. The Fitting Routine 
The Gavezzotti exp-6 and “FIT” potentials (section 2.3.1) and many force field methods 

were fitted to experimental or ab initio data. These potentials all depended on an assumed 

functional form, the ability to extrapolate, the quality of data, the range of sampling, a 

method of fitting (the focus of this section), and so on. 

In Chapter 6, I developed codes (Appendix A) for fitting a new analytical 

intramolecular force field to ab initio conformational profiles of fenamates, which use 

one method of fitting. I assumed that the new analytical intramolecular force field was 

approximately linear. This section explains what a linear problem is, solves the problem, 

and outlines an alternative solution that uses a Numerical Algorithm Group (NAG) library 

that was implemented in the design of new analytical force fields (Appendix A). 

2.6.1. Linear Least Square Method 
A model is linear if given a random data of (Yi, Xi,1,…, Xi,p-1; i =1,…, n), the relationship 

between the response variable or observation Yi and the explanatory or independent 

variable Xi,j can be formulated as follows: 
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 Yi=β0+ β1Xi,1 + β2Xi,2 +…+ βp-1X i,p-1 + εi, i=1,…,n     2.15 

where εi is the error. β0, β1, β2, …, βp-1 are the intercept and regression coefficients for the 

explanatory variables.  

The linear regression model of equation 2.15 in matrix form is 
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or 
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or 1 1 1n n p p n    Y X ε  2.18 

where Y  is n×1, X
 
is n×p (an n×p matrix has n rows and p columns), β is p×1 and ε is 

n×1 matrix.  

We can solve this linear regression model by using the least squares method. The basic 

idea behind the least squares is minimising the sum of squares for the errors i.e. 

2n T

ii
  ε ε  where T is the transpose. Rearranging equation 2.18 as a function of errors 

and evaluating least square problem gives  
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Then, differentiating the least square (equation 2.19) with respect to the coefficient gives  
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Then multiply both sides by 1( )T 
X X : 

 
1

1 1( )T T

p p n p n p n n 

     X X X Y  2.21 

The expected/model value, Ŷ, is  

 1 1
ˆ

n p p n  Y X  2.22 

Equations 2.21 and 2.22 can be coded explicitly, which I did for cosine fits in my upgrade 

report96.  

2.6.2. Subroutine for Solving Least Squares 
 An alternative to coding equations 2.21 and 2.22 explicitly is to use the G02DDFE97 

NAG routine. This NAG routine computes the error of each coefficient and states whether 

a solution is unique or not, in addition to computing the coefficients. Here, I discuss some 

key concepts that will help in understanding the G02DDFE97 NAG routine used in 

Chapter 6. 

If X is an n × p matrix, the rank of X is the number of nonzero rows in the row echelon 

derived through the Gaussian elimination method. If matrix A has a rank as large as 

possible, then the matrix is a full rank; otherwise, the matrix is rank deficient. A matrix 

that is full rank has one unique solution. The G02DDFE97 NAG routine can work out if 

any matrix is full ranked or rank deficient.  

QR decomposition is the first step used for solving the least squares problem in the 

G02DDFE97 NAG routine. QR decomposition transforms matrix X into a QR matrix that 

consists of an orthogonal matrix Q and an upper triangle matrix R:  

  
   
   
   

1 2 1

R R
X = Q = Q Q = Q R

0 0
 2.23 

where Q1 is the first p columns of Q and Q2 is the last n-p columns of Q.  

G02DDFE97 subroutine calculates the regression parameters––, , and  in Chapter 

6––and Residual Sum of Squares (RSS) for a general linear regression model by 

minimising the sum squares residual. G02DEFE, a routine within G02DDFE, carries out 

QR decomposition of the matrix data, X. If R is of a full rank, i.e. the matrix has a rank 

as large as possible, then R-1 exists, and the solution of the regression model is as follows:  

 
1ˆ( )  , ,ik

T

ik y     R Q  2.24 

where Q and R are the decomposed matrices of data being rescaled and y is the ab initio 

data minus any remaining contributions not being fitted. If R is not full rank, Singular 
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Value Decomposition (SVD) of X (i.e. X=U1DVT) helps to extract just one solution of 

the linear regression model:  

 1ˆ  ( )  , ,ik

T

ik y    VD U  2.25 

where V, D and U are respectively, the orthogonal, the non-negative diagonal element, 

and the orthogonal decomposed matrices. RSS and the standard error, fit, are related: 

 fit

p k

RSS

N N
 


 2.26 

where Np and Nk are the number of observations and regression coefficients for each of 

the independent variables plus the intercept.  

Solving the least squares problem is a key feature of the algorithm in Chapter 6. The 

algorithm undertakes the challenge of deriving a new analytical model for intramolecular 

energies of flexible fenamate molecules. The remaining features of the algorithm are 

discussed in Chapter 6.  

 

2.7. Electronic Structure Methods 
The development of electronic structure methods and rapid advances in computing 

technology have transformed the role of quantitative numerical calculations in both 

theoretical and experimental studies of chemistry98. The first era, from the 1960s to 1980s, 

established the basic mathematical foundations and computational machinery of today's 

standard electronic structure methods. They included Hartree–Fock (HF) theory, Møller-

Plesset (MP) perturbation theory, Density Functional Theory (DFT), and many others98. 

This thesis classifies HF, MP, and DFT as ab initio methods. 

This thesis uses electronic structure methods to calculate the molecular properties of a 

single molecule (and, in principle, of dimers and crystals). The electronic structure 

methods seek to calculate the molecular properties from the first principles, i.e. solving 

Schrödinger’s equation without using empirical data26. However, approximations are 

always necessary. DFT is a modern arsenal of quantum chemical methods99, and to get a 

better appreciation of this method, it will be useful to look at more traditional 

wavefunction-based approaches. One of the simplest of these approaches is the Hartree 

Fock (HF) theory. 
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2.7.1. Hartree Fock Theory 
The HF theory was developed to solve the electronic Schrödinger equation that results 

from the time-independent Schrödinger equation after invoking the Born-Oppenheimer 

approximation100. There are two good reasons for solving the Schrödinger equation. First, 

the solution gives the potential energy experienced by the nuclei, i.e. the potential energy 

surface. Second, the electronic wavefunction has lots of useful information about 

molecular properties such as dipole and multipole moments, polarizability, etc. 

The HF method assumes that the exact N-body wavefunction of the system can be 

approximated by a single Slater determinant of N spin-orbitals. By employing the 

variational theorem, which states that the energy is always an upper bound to the true 

energy, one can derive a set of N-coupled equations for the N spin-orbitals. The solution 

to this equation yields the energy of the system and the wavefunction. 

The HF method is called the “Self-Consistent Field (SCF) method” because the HF 

equations are solved using an iterative process. The SCF process starts with an initial 

guess for the orbitals, and successive iterations are performed with new orbitals until the 

self-consistent condition is achieved, i.e. until the solution no longer changes. 

2.7.1. Molecular Orbital Theory 
With the new Quantum Mechanics (QM) of Heisenberg and Schrödinger came two 

general theories: the Valence Bond (VB) and the Molecular Orbital (MO) theories. These 

two theories, developed at around the same time, quickly became rivals101. See ref102 for 

a review of the classical valence bond approach. The focus of this section is the MO 

theory.  

The MO theory, based on the HF theory, theorises that each electron’s motion can be 

described as a single-particle function (orbital) that does not depend on the instantaneous 

motions of the other electrons. MOs are calculated using the Linear Combination of 

Atomic Orbitals (LCAO), which is a quantum superposition of Atomic Orbitals (AOs). 

MO is a theory of bonding that can give insight into the forces involved in making and 

breaking chemical bonds, which are often the focus of organic chemistry.  

The early complexities of Quantum Mechanics led to the visualisation of MOs that are 

easier to understand than numerical orbital coefficients103. Using SCF calculations, we 

can represent MOs using isosurfaces that correspond to the electron density. The two 

isosurfaces of particular importance are usually the Highest Occupied Molecular Orbital 

(HOMO) and the Lowest Unoccupied Molecular Orbital (LUMO). These are known as 

the frontier-orbitals104. It is not clear why the frontier-orbital theory is so successful26, but 
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this theory is used extensively in computational chemistry to understand many 

phenomena. Frontier orbitals will be used in Chapter 5 of this thesis to understand the 

origin of barriers to rotation for flexible molecules. 

HOMO is the isosurface from which it is energetically easiest to remove electrons from 

(e.g. electron density donation to form a bond), as well as the most relevant MO in this 

thesis. The only requirement of the empty MOs is that they form an orthogonal set with 

the filled MOs. These unoccupied MOs are not optimised during the SCF process because 

the energy of the molecule does not depend on them. As a result, these unoccupied MOs, 

including LUMOs, are less reliable than occupied MOs such as the HOMOs. Thus, 

Chapter 5 will focus on the HOMO isosurfaces of flexible molecules.  

2.7.2. Correlation Effects 
The major limitation of the HF method is that it treats each electron as moving under 

the influence of the average effect of all other electrons; the method does not take into 

account the electrons’ instantaneous repulsion26 (correlation effect). One of the most 

important effects of electron correlation is the dispersion interaction. In fact, the 

dispersion interaction (section 2.2) is a correlation effect26,100. The correlation energy is 

the difference between HF energy in a complete basis (HF limit) and the exact energy 

excluding the relativistic effects, i.e. the electrons are propagating at speeds much slower 

than light.  

The HF method is now used merely as a starting point for more elaborate ‘post-HF’ ab 

initio quantum chemical approaches99 because the poor performance of the HF method 

offsets its efficiency and simplicity. Correlation effects modify the electrostatic 

interaction between the molecules due to changes in electron distribution, and they tend 

to reduce charge separations. Electron correlation can be handled in quantum chemical 

theory calculations using Møller-Plesset Perturbation Theory (MPPT), Density 

Functional Theory (DFT)105, etc.   

2.7.3. Møller-Plesset Perturbation Theory 
In perturbation theory, we start from a known solution and add a perturbation 

Hamiltonian (equation 2.1). Møller and Plesset106 used perturbation theory to determine 

the correlation energy (small perturbation) after solving the HF problem (the known 

solution). Correlation corrections appear at the second order and beyond. The zeroth-

order energy is the sum of the occupied orbital (e.g. HOMO). The first-order energy is 

the HF energy26. MPn is the nth-order energy (n   2). In this thesis, I did not perform 
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geometry optimisations using MP2 methods for molecule(s) with 20 or more atoms due 

to the computational expense. 

Although MP2 methods are used as the standard, they have limitations. For example, 

van Mourik61 noted that the MP2 description of intramolecular interactions with a -

electron system for flexible molecules is affected by a large intramolecular basis set 

superposition error (BSSE). This large BSSE of MP2 was responsible for the wrong order 

of stability for Phe-Gly-Phe tripetide107.  

BSSE is relevant in this thesis because many of the MP2 calculations were carried out 

on flexible molecules that contained at least one aromatic ring (Chapters 3 to 5). The 

origin of this error lies in the possibility that the unused basis functions of the second unit 

B in the associated complex A∙∙∙B may augment the basis set of the first unit A, thereby 

lowering unit A’s energy compared to a calculation of this unit alone26,108. This lowering 

can be attributed to the variation principle that arises from the mutual enlargement of the 

basis set of each monomer by the presence of the orbitals of its partner molecule109. Rather 

than using an infinite basis set, an impossible task, the method for correcting this error is 

to use a counterpoise (CP). 

2.7.4. Density Functional Theory 
Density Functional Theory (DFT) is a cheaper alternative to MPPT. Indeed, P. J. 

Stephens et al.110 suggested in 1994 that in the future DFT might be preferred over the 

MP2 method due to the lower computational demands of DFT. That future is now, for 

DFT is currently the method of choice for first-principles electronic structure calculations 

in condensed phase and complex molecular environments111,112. Over the last 30 years, 

physicists working on the electronic structure of solids, surfaces, defects, etc. have used 

DFT. More recently, DFT has become popular with theoretical and computational 

chemists113. 

DFT is a theory of electronic structure, exact in principle, that is based on the electron 

density distribution instead of the many-electron wave function111. DFT is based on a 

theorem, proposed by Hohenberg and Kohn114, which states that knowledge of the 

electron density of a system in the ground state is enough to determine the energy: ‘the 

energy is a functional of the density’26,99,105. A generalized DFT expression is  

 EDFT[ρ] = ENe[ρ] + T[ρ] + Eee[ρ] 2.27 

where T[ρ] is the kinetic energy associated with the given electron density, Eee[ρ] is the 

electron-electron interaction energy, and ENe[ρ] is the energy of interaction between the 

electrons and ‘external’ fields. The ENe normally includes the interaction between the 
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electrons and the nuclei, but it can also include other fields imposed on the molecule. 

Each term depends on the electron density, ρ.  

The exact form of T[ρ] and Eee[ρ] are not known and no fundamental theory for 

determining them exists at present. The usual route for solving this problem is to use the 

method proposed by Kohn and Sham115 in 1965 that involves non-interacting electrons. 

For this system, the electron density, ρ(r), and the kinetic energy, TS[ρ] (S denotes that 

the kinetic energy is obtained from a Slater determinant), are exact, while the Coulomb 

(classical) part J[ρ] of the electron repulsion energy can be calculated. The energy of the 

system now takes the form 

 EDFT[ρ] = ENe[ρ] + TS[ρ] + J[ρ] + EXC[ρ] 2.28 

where EXC, the exchange-correlation functional, is: 

 EXC[ρ]=( T[ρ] - TS[ρ])+( Eee[ρ]- J[ρ]) 2.29 

The exchange and correlation energy EXC is the functional that contains everything that 

is not known. Local-Density Approximation (LDA) and Generalized Gradient 

Approximation (GGA) are used to approximate the EXC. LDA, the simpler 

approximation, assumes that the density corresponds to that of a homogeneous electron 

cloud. It proved to be an improvement over HF but is too inaccurate to be useful for 

chemistry26. GGA, an improvement on LDA, incorporates dependency on electron 

density and its gradient. In practise, hybrid (HF-DFT) functionals are used, which 

incorporate a portion of the ‘exact exchange’ from HF theory105 with exchange and 

correlation from other sources (ab initio or empirical). 

One of the most widely used hybrid functionals used is B3LYP, which incorporates 

Becke’s three exchange-functionals116 (B3) with Lee, Yang and Parr correlation 

functional LYP117. PBE0118, another widely used functional, was used in this thesis 

(Chapters 3 to 6). These DFT methods are attractive because their results are comparable 

to those obtained using MP perturbation methods but come at a much smaller 

computational cost105.  

2.7.5. The DFT-D Approach 
DFT methods have drawbacks. For one, they are non-convergent in that no one knows 

how to improve the results in a systematic way99,119. The success of a particular functional 

in one setting does not guarantee the performance in a different setting. These drawbacks 

led Orio99 to stress the importance of enhancing the credibility of DFT either by including 

some form of validation or by estimating the error range through careful comparison 

between the calculated and measured observable.    
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Another drawback is that the density functional cannot describe long-range electron 

correlations responsible for dispersion forces112,120. To overcome this defect, researchers 

have introduced corrections. See refs120,121 for a review of the impressive ongoing 

attempts to improve the description of dispersion forces of DFT methods. From a practical 

viewpoint, empirically damped –C6∙R-6 corrections to the standard density functional 

approach provide robustness122 and speed. We can solve the difficult dispersion 

interactions classically. This well-tested approach is DFT-D, where -D stands for 

dispersion correction. The total energy is 

 EDFT-D = EDFT + Edisp     2.30 

where EDFT is the self-consistent Kohn-Sham energy (equation 2.27) as obtained from the 

chosen density functional, and Edisp is an empirical dispersion correction. Although DFT-

D was not used in this thesis, it is nevertheless relevant because this discussion highlights 

the importance of the dispersion contribution (i.e. correlation effect) to the overall energy 

of the system. 

 

2.8. Crystal Structure Prediction (CSP) 
CSP assumes that the experimentally determined polymorphs correspond to local 

minima in the crystal energy surface, Elatt. To put this approximation in context, it is 

important to note that the prediction of the relative thermodynamic stability of 

polymorphs at a given temperature T and pressure p requires the minimisation of the 

Gibbs free energy (G) with respect to the unit cell dimensions and the positions of all 

atoms in the unit cell: 

where E is the internal energy, V is volume and S is the entropy123. The variation in the 

free energy arises from the differences in packing energy, crystal density, and entropy. 

Therefore, all three terms associated with the Gibbs free energy (equation 2.33) should 

be evaluated when determining the relative stability of polymorphs. It is often the case 

that only the lattice energy component of the first term (min E) is evaluated for two 

reasons: 

 The TΔS term is often neglected because the difference in lattice vibrational 

energies between polymorphs is usually very small25,124. At present, the thermal, 

entropic and zero-point contributions to the Gibbs free energy cannot be readily 

and accurate evaluated56. 

 min G =  min[E + pV – TS] 2.31 
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 The pΔV term could be calculated but is often neglected because of its small ΔV 

value. The compressibility of solids being low, they contribute very little to Gibbs 

free energy at normal pressure. The pΔV term dominates at high pressure, i.e. 

10kbar125. 

Most of the computational approaches to CSP focus on minimising the lattice energy. 

The lattice energy, Elatt, is the internal energy at 0 K and 0 Pa, ignoring the zero-point 

energy. The thermodynamic stability is not always the decisive factor in the packing 

patterns of the molecules; kinetics also plays an important role because it strongly 

influences crystallisation conditions and solvent environment. Nonetheless, the 

experimental structure is expected to appear within a narrow energy range of the global 

lattice energy minimum.56  

Elatt can be calculated in several different ways depending upon the relative importance 

of accuracy, ease of implementation, and computational cost in a given situation56. 

Ideally, the lattice energy of a crystal should be calculated quantum mechanically, but 

such calculations are expensive. Thus, most approaches use force field methods and/or a 

cheap method to generate and evaluating the lattice energy in a hierarchal manner. The 

most successful CSP approaches rely on some form of the computationally demanding 

but accurate electronic structure calculations either on an isolated molecule (to evaluate 

the intramolecular contribution combined with the intermolecular contribution that has 

been empirical fitted) or on a crystal (using periodic calculations).  

Thus, the key to successful CSP methods is not just the generation of all possible crystal 

structures but also the accurate ranking of these generated crystal structures. This ranking 

requires balancing the intermolecular, Uinter, and intramolecular, ΔEintra, energy 

contributions:  

where Uinter is the sum of the dominant electrostatics, Uelec, and repulsion-dispersion, 

Urepul-disp, contributions and Eintra is the energy required to distort the molecule from its 

gas phase conformation71. X denotes degrees of freedom that define the intermolecular 

contacts, while vector θ denotes the intramolecular degrees of freedom, i.e. bond lengths, 

bond angles, and torsion angles. For rigid molecules, there is no θ; hence, the ΔEintra (θ) 

term vanishes. For flexible molecules, θ and hence ΔEintra (θ) must be accounted for from 

the beginning.  

 Elatt = Uinter (X; θ) + ΔEintra (θ) 2.32 



2.8 Crystal Structure Prediction (CSP) 

 

54 

2.8.1. CrystalPredictor 

Chapters 3 and 4 use version 1.6 of CrystalPredictor126, which is different from rigid 

or multiple rigid searches in that it incorporates conformation flexibility during the initial 

search stage of crystal structures. CrystalPredictor is not a black box; it requires careful 

analysis, clear thinking, and learning from earlier CSP studies. CrystalPredictor performs 

global lattice energy minimisation in order to predict the crystal structures of organic 

molecules whose conformation is likely to be significantly affected by the packing forces.  

CrystalPredictor can find many plausible crystal structures in a multi-dimensional 

space defined by the conformational degrees of freedom and lattice variables, i.e. the 

positions of the centre(s) of mass of the molecule(s) in the unit cell, the orientation of the 

molecules and the unit-cell dimensions and angles127. Within CrystalPredictor  are two 

important algorithms: the Sobol’128 sequence and the E04UFF NAG routine129. The 

Sobol’ sequence generates the initial structures; a characteristic of this approach is that 

each Sobol’ corresponds to a distinct combination of every decision variable and thus 

ensures a uniform and efficient sampling. This prevents the problematic gaps and clusters 

that random sampling can exhibit11. For more detail on how Sobol’ works, see ref. [128]. 

The E04UFF NAG routine129 carries out an extensive search for local minima of the 

lattice energy surface using deterministic low-discrepancy sequences to ensure an optimal 

coverage of the search space. 

CrystalPredictor models the lattice energy as the sum of the intramolecular and 

intermolecular energy (equation 2.32). This lattice energy evaluation is crude, but its 

computational efficiency is necessary because CSP studies often require hundreds of 

thousands of minimisations to sample the entire crystal energy surface. The algorithm 

computes the intramolecular energy as a function of flexible torsion angles using an 

interpolation method on a set of quantum mechanically pre-computed intramolecular 

energies by modelling the molecule as a set of rigid fragments connected by flexible 

torsion angles. The electrostatic contribution, Uelec, is evaluated by interpolating on pre-

computed atomic charges, while an empirically fitted potential, FIT34, computes the 

repulsive-dispersive interactions, Urepul-disp. The sum of these two contributions is the 

intermolecular energy, Uinter=Uelec + Urepul-disp. 

In short, CrystalPredictor is a minimisation algorithm: 

 min Elatt =  min[Uinter(X; θ) + ΔEintra(θ)] 2.33 
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that can generate crystal structures in the 59 most common space groups and with more 

than 1 molecule in the asymmetric unit126, Z´>1. However, Chapters 3 and 4 limit the 

search of hypothetical crystal structures to Z´=1 due to the huge computing time required 

to generate Z´>1 crystal structures. 

2.8.2. CrystalOptimizer 
CrystalOptimizer71,130 refines crystal structures generated by CrystalPredictor126. To 

account for the molecular flexibility accurately, the CrystalOptimizer71,130 algorithm is 

required. This algorithm solves the lattice energy problem (equation 2.33) as a two-level 

optimization problem: 

The outer problem varies and ultimately optimizes the flexible conformational degrees 

of freedom; the remaining degrees of freedom are adjusted to minimize the intramolecular 

energy127. A quasi-Newton scheme, which ensures rapid convergence with many 

optimization variable (X; θ), solves the outer minimisation problem71. The inner 

minimization problem optimizes the lattice energy for the fixed molecular conformation 

determined by the outer problem. The DMACRYS34 (section 2.6) program performs this 

rigid body minimization. CrystalOptimizer achieved a significant increase in the accuracy 

of lattice energy calculations by127  

1. allowing additional flexibility during lattice energy minimization (for example 

considering more torsion angles and/or bond angles as flexible degrees of 

freedom), 

2. accurately computing the intramolecular energy throughout optimization, and  

3. modelling the electrostatic interactions using distributed multipoles (up to 

hexadecapole) obtained using the GDMA package52.  

Multiple ab initio calculations, a very time-consuming process, were often required. 

For this reason, only the most promising structures from CrystalPredictor were used as 

initial points for optimization. Sometimes, an intermediate step such as single-point ab 

initio calculations (see Chapters 3 and 4) can improve the ranking of the lattice energy so 

that only a handful of crystal structures (energy cut-off or a set number of unique crystal 

structures minima) are optimized with CrystalOptimizer. 

CrystalOptimizer has one of the major features––Local Approximate Models (LAMs)–

–that models the conformational energy and the multipole representation of the charge 

density; these are updated with explicit quantum mechanical calculations only when 

necessary and not at every minimisation step. The conformational energies, their first and 

 min Elatt =  min [ΔEintra(θ)  + min Uinter(X; θ)] 2.34 
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second gradients, and the distributed multipoles are also stored in the LAMs database. 

Re-using expensive electronic structure calculations (if the same conformational ranges 

are encountered while minimising different hypothetical or experimentally determined 

crystal structures) reduces the computing time without sacrificing accuracy71,72,130. 

2.8.3. Polarizable Continuum Model (PCM) 
Accurately modelling the balance between intramolecular and intermolecular energy is 

important (e.g. using CrystalOptimizer), but just as important is modelling the effect of 

the environment in distorting the conformer, especially in cases where there is a 

considerable difference in molecular conformations. Cooper et al.131 noticed that the total 

calculated crystal energies, which combine atom-atom model potential calculations of 

intermolecular interactions with DFT intramolecular energies, do not effectively 

distinguish the real (known) crystal structures from the rest of the low-energy computer-

generated alternatives when the molecular electrostatic models are derived from isolated 

molecule calculations. They found that introducing a simple model for the bulk crystalline 

environment when calculating the molecular energy and electron density distribution led 

to important changes in relative total crystal energies and made possible the correct 

distinction between the observed crystal structures and the set of computer-generated 

possibilities. This finding highlights the importance in CSP calculations of the 

polarization of the molecular charge distribution, especially for polar flexible 

molecules131. 

In Chapters 3 and 4, PCM132 is used to account for the effect of organic environment 

after generating and accurately computing the lattice energies using CrystalPredictor, 

that is, an intermediate step that improves the electrostatic contribution to the 

intermolecular energy and CrystalOptimizer. I will model the polarizable continuum 

environment with dielectric constants that is typical of molecular organic crystals i.e. ε = 

3133. The PCM calculations only affect the final energy. The geometry is not affected 

because there is no molecular geometry minimisation of the crystal structure during the 

PCM calculation. 

2.8.4. Other Approaches to Lattice Energy Minimisation  
There are other well-known approaches to lattice energy minimisations for flexible 

molecules. One computationally efficient approach is the Rigid CrystalPredictor-

Molecular Mechanics Method (RCM)17 by Graeme Day, a variant on the method used in 

Chapters 3 and 4. The first step performs constrained geometry optimization on a set 

number of distinct conformations obtained from conformational analysis (the flexible 
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torsion angles are fixed at the expected values from conformational analysis, and all other 

degrees of freedom are optimized). From this first step, we can obtain the geometry, 

intramolecular energy, and atomic charges. The second step generates crystal structures 

in 21 of the most common space groups by using a rigid CrystalPredictor134 search for 

each distinct conformation17. Essentially, the molecular geometries are treated as rigid 

during the process of generating crystal structures. The Uinter is calculated from the atomic 

charges and an empirical exp-6 repulsion–dispersion potential, W99135. The third step 

refines the most stable crystal structures obtained from the rigid-molecule searches. For 

this, a two-stage procedure proposed by Day136 and co-workers is used. The first stage 

minimises the crystal structures by allowing the molecular geometry to relax, using a 

molecular mechanics description of energies associated with changes to the flexible 

torsion angles. This method trusts the molecular mechanics force field to provide the 

correct molecular geometries, but discards the energy, which is not of sufficient accuracy 

for the final ranking of crystal structures. Then, the resulting crystal structures are re-

optimized without further changes to the molecular conformations. DMACRYS34 is used 

to model the electrostatic interactions, Uelec, using the atomic multipole model. The 

remaining intermolecular terms, Urepul and Udisp, are obtained using the empirical W99 

potential135. The intramolecular energy, ΔEintra, and the atomic multipole moments for 

each conformation are derived from a single-point DFT calculation that incorporates the 

PCM with a constant dielectric value of three to reflect the polarization effects in the 

crystalline environment. 

Another approach is GRACE, one of the most accurate minimisation methods. This 

approach, presented by Neumann and Perrin was the first case wherein DFT-D methods 

(sections 2.7.5) were applied to the CSP of molecular organic crystals. First, during the 

crystal structure generation procedure, a Tailor-Made Force Field (TMFF)13 developed 

for fitting an atom-atom force field (non-bonded and bonding terms) specifically for each 

molecule is used. Then, GRACE uses a hybrid method that combines the sum of the DFT 

component and an empirical van der Waals correction, –D (sections 2.7.4 and 2.7.5) to 

re-optimise the lowest-energy crystal structures. During this re-optimisation stage, all 

nuclear positions and electron density are optimised simultaneously, which naturally 

accounts for the molecular flexibility and other charge density reorganisation effects such 

as polarization. This approach reproduces experimental structures very accurately and 

ranks the structures favourably amongst other hypothetically generated structures in many 

(but not all) cases. However, these periodic DFT-D calculations are very expensive137. 
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2.8.5. The Crystal Energy Landscapes 
The CSP methods6,11 discussed above, and many others, sample a wide range of 

possible crystal structures and determine the lattice energy in a hierarchal manner, thus 

generating a crystal energy landscape14. A crystal energy landscape is a plot of the lattice 

energy against the density or the packing coefficient, and it tells us how well the crystal 

packs. These landscapes often include the experimental structures, as well as other low-

lying energy crystal structures that are worth comparing with the known polymorphs in 

order to determine the types of intermolecular interactions and conformations that could 

be feasible for a given molecule.  

In a crystal energy landscape in which only one crystal structure is calculated to be 

more stable than any other by over a few kJ mol-1 typical of polymorphic energy 

differences, the molecule should only be found in that global minimum structure. 

Experiments or more demanding searches are needed to determine the stability relative 

to multicomponent forms such as hydrates138, solvates139 or cocrystals140,141, etc. 

However, in most generated crystal energy landscapes, there is typically a cluster of 

structures within the energy range of plausible polymorphs. These structures have to be 

qualitatively assessed to see whether the barriers between the different structures are so 

low that thermal motion in the crystal or molecular rearrangement during nucleation and 

growth will ensure that only the most thermodynamically stable structure is seen. Closely 

related structures may also give rise to disorder142,143 or plastic phases144 at higher 

temperatures. 

The crystal energy landscape may suggest that alternatives to the known structures 

could be found either as more stable or as kinetically trapped, metastable polymorphs. In 

this case, the calculations can complement experimental screening145 by suggesting 

alternative methods146, such as a templating, to produce new polymorphs147. The 

knowledge of the crystal energy landscape can help avert problems in pharmaceutical 

industries during the manufacturing process and guide the experimentalist search for 

undiscovered structure. In fact, the study of the crystal energy landscape in Chapter 4 

helped my colleague to discover a new polymorph (section 4.3.8). A way of testing 

methodologies developed for predicting crystal structures is through ‘blind tests’. 

2.8.6. The Blind Tests 
The early lack of progress in CSP was termed a ‘continuing scandal’ in Nature in 1988 

by John Maddox148. In response, the Cambridge Crystallographic Data Centre (CCDC) 

organised five ‘blind tests’10,11,66,67,149 of organic CSP, with the first ‘blind test’ held in 
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1999. The blind test provided many researchers the opportunity to test their CSP methods. 

The fourth blind test results showed a dramatic improvement in the rates of success over 

previous blind tests, with one group (GRACE) correctly predicting four crystal structures 

as their first ranked choice, albeit at a considerable computational expense10.  

In the fifth blind test, our research group successfully predicted the crystal structure of 

molecule XX11,17, which has eight flexible degrees of freedom (internal degrees of 

freedom), using CrystalPredictor and CrystalOptimizer algorithms. I use a similar 

approach in Chapters 3 and 4. The fifth blind test showed that methodologies such as 

DFT-D could reliably predict the structures of small organic molecules, but GRACE was 

unsuccessful for molecule XX11. CCDC released the sixth ‘blind test’ molecules in mid-

September 201415, too late for me to take part. By chance, an informal ‘blind test’ 

challenge did arise during the second year of my research, which is the focus of Chapter 

3. 

2.9. Crystal Structure Comparison 
Collins et al.150 argued that one of the problems modern scientists face is the issue of 

structural similarity and difference. They noted “criteria for deciding when two crystal 

structures are the same is an issue that divides many structural analysts”. Indeed, this 

problem of determining how similar or different two or more crystal structures are was 

what inspired researchers to create methods for comparing crystal structures that exist 

today. The visual inspection of similarities and differences between crystal structures 

does have its benefits, but the method is slow and susceptible to human bias. Thus, 

researchers need a practical computational method that enables them to identify identical 

or similar structures. 

Identifying the similarities among crystal structures is important when deciding 

whether a newly discovered structure is the same as an existing structure151. Sometimes 

there is also a need to determine similarities when comparing many structures that are 

related, as in the case of 50 structures of carbamazepine (CBZ)150. Another reason for 

identifying similarities lies in the field of CSP67,152, where thousands of hypothetical 

structures are generated and many structures converge to the same or approximately the 

same structure during lattice optimization. Therefore, the removal of duplicates and the 

production of unique lists of crystal structures are essential. 

The Mercury153 material module, which has COMPACK151 embedded in it, allows 

graphical representation of the similarity among the polymorphs, while standalone 

COMPACK scripts can compare hundreds of thousands of crystal structures. There are 
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three main tools in the material module153: motif search, crystal packing feature and 

crystal packing similarity tools. The crystal packing similarity tool calculates the level of 

packing similarities between crystal structures that have the same or similar compound.  

COMPACK computes these calculations by analysing the geometry of the cluster of 

molecules. There are two basic steps in comparing two crystal structures using 

COMPACK. The first step renders the chemical search query subject to several geometric 

constraints using the reference molecular structure. The second step is the structure 

similarity search, which involves searching the 3-D coordinates of a target for an 

arrangement that matches the query to within specified tolerances. The search is 

performed by 3DSEARCH154, which is an efficient general search algorithm designed to 

find chemical queries within 3D crystal structures information. Once 3DSEARCH finds 

a match, the two structures can be superimposed to obtain a visual impression of their 

similarity. 

The default values for a cluster size of 15 molecules, a distance tolerance of 20%, and 

angle tolerance of 20 are usually used. The default cluster size is 15 because the same 

clustering results of 30 molecules, instead of the default 15 molecules for 1,000 predicted 

structures of 2-amino-3-nitropyridine led Chisholm and Motherwell151 to the conclusion 

that a cluster of 15 molecules is a sufficient size for identifying the same crystal structure.  

Other methods of comparing crystal structures do exist. For example, XPac155,156 

identifies similar sub-components of complete crystal structures of 0-, 1-, or 2-D in 

polymorphs or crystal structures of similar molecules, as well as of 3-D in isostructural 

assemblies. Hirshfeld surface (a way of exploring packing modes157) and fingerprint plots 

(a visual representation of all intermolecular interactions simultaneously158) are examples 

of Hirshfeld-based methods150,159,160 of analysing similarities. The graph–set analysis for 

H-bonds compares and contrasts sets of molecules161-163 and is based on graph theory for 

categorising H-bond motifs. Moments of inertia tensors is a technique for comparing 

crystal packing based on moments of inertia tensors irrespective of chemical connectivity 

and hence, the comparison of compounds of diverse chemical composition is possible164. 

Simulated powder X-ray diffraction165 is another example of comparing crystal 

structures. In short, the comparison of compounds of diverse chemical composition is 

possible.  

COMPACK’s ability to give just one number (the distance between matched atoms in 

a cluster-root-mean-square-deviation) that shows the relationship between two structures 

makes this similarity tool one of the simplest and most effective ways of quantitatively 



2.9 Crystal Structure Comparison 

 

61 

rationalising similarity. This is why COMPACK will be the primary choice for comparing 

crystal structures in this thesis.  
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Chapter 3. An Informal Blind Test: A Crystal Structure Prediction of 

1-Benzyl-1H-tetrazole 

“One of the continuing scandals in the physical sciences is that it remains in general 

impossible to predict the structure of even the simplest crystalline solids from a 

knowledge of their chemical composition.”  

 — John Maddox, Nature (1988) 

3.1. Introduction 

3.1.1. Background 
This chapter reports an informal ‘blind test’ of flexible 1-benzyl-1H-tetrazole, BT 

(Figure 3.1), using similar CSP methodology that successfully predicted the very flexible 

molecule XX in the fifth blind test11,17. In essence, I will test the viability of the CSP 

method, (sections 1.1 and 2.8), which has evolved over the years from predicting the 

crystal structures of rigid molecules166-168 to molecules that are so flexible that their 

conformational flexibilities are accounted for at the start of CSP11,17. 
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Figure 3.1: The chemical diagram of BT determined from the crystal structure. Torsion 

angles 1=C7-C6-N1-C5 and 2 = C12-C7-C6-N1. 

 In the previous chapters, I mentioned that the emergence of a new polymorph of 

ritonavir two years after market lunch (section 1.1) as well as John Maddox’s148 

“continuing scandal” remark in 1988 (section 2.8.6) were the catalysts of the ‘blind test’ 

challenge organised by the Cambridge Crystallographic Data Centre (CCDC) in 1999. 

These ‘blind tests’ provided researchers all over the world an opportunity to test their 

CSP methods. But unfortunately, the CCDC––my industrial sponsor––did not organise 

any ‘blind tests’ during the course of the research reported in this thesis15. By chance, my 

colleague Rex Palmer observed an unusual packing of BT crystal structures, and 

subsequently issued me a ‘blind test’ challenge. This challenge was to predict the crystal 

structure of BT given just the chemical diagram (Figure 3.1) and given that Z´=1. 
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The drug discovery literature frequently mentions the motifs of 5-substituted 1H-

tetrazole as bioisosteres for the carboxylic acid group169-171, due to the motifs’ similar pKa 

values, shapes, and steric interactions. Bioisosteres are structural moieties with broadly 

similar shapes and functions. For pharmaceutical industries, the ability to model the 

interactions of tetrazoles, including BT, is of great interest due to tetrazole’s bioisosteres 

feature. 

3.1.2. Experimental Determination of 1-Benzyl-1H-Tetrazole 
My collaborators (John Spencer, Hiren Patel, John J. Deadman, Rex Palmer, Louise 

Male, and Simon J. Coles) carried out the following experiments (their findings in 

sections 3.1.3 and 3.1.4 were not made available to me until the end of the ‘blind test,’ 

i.e. the submission of my candidate structures): 

Synthesis and X-Ray Crystallography   

John J. Deadman synthesized BT on a ca. 50 mmol scale from benzylamine, sodium 

azide, and triethyl formate. Hiren Patel, under the supervision of John Spencer, grew the 

single crystals of BT from dichloromethane–hexane. 

Louise Male and Simon J. Coles collected the X-ray data and did the preliminary 

analysis. A colourless crystal fragment of dimensions 0.09  0.03  0.02 mm3 was 

mounted on a glass fibre and flash-frozen to 120 K. The X-ray data were collected on a 

Bruker diffractometer using Mo K radiation. The crystal structure was solved by direct 

methods. SHELXL-97172-174 was used to refine the crystal structure.  

3.1.3. Molecular Geometry of the Experimental Structure 
My collaborators discovered that BT crystallised in the monoclinic space group P21 

with unit cell dimensions a = 7.6843(5), b = 5.5794(4), c = 9.4459(7) Å,  = 100.949(4) 

°, V = 397.61(5) Å3, Z´= 1, and density = 1.338 g cm-3. Overall, the benzyl and tetrazole 

rings were essentially planar, including the H atom on the CH group (see C5 in Figure 

3.1) belonging to the 5-membered tetrazole ring. The individual rings were also co-planar 

with the inter-ring link C6 atom (Figure 3.1). The N-N bonds (see bond lengths in Table 

3.1) were of three different types, consistent with Figure 3.1: N1-N2 = 1.343(2) Å; N2-N3 

= 1.301(2) Å is longer than a typical N = N bond175 but shorter than a typical aromatic 

bond; N3-N4 = 1.368(2) Å was also largely aromatic in character175. The two C-N bonds 

have different characteristics: C5-N4 = 1.314(2) Å was a double bond; C5-N1 = 1.336(2) 

Å was typically aromatic175. The phenyl rings of BT have a normal geometry, with 

average C–C bond length of 1.386(4) Å, average bond angle of 120.0(7) and ring 

planarity root mean square (rms) deviation of 0.0057 Å. The bond angles in the tetrazole 
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ring have an average of 108.0(1.7), which is consistent with the planarity of the ring 

having an rms deviation of 0.012 Å, including the link C atom and H5 on C5. These bond 

lengths and angle measurements are similar to those of 5-azido-1H-tetrazole176. 

Table 3.1: Angles and bond lengths of the tetrazole ring in BT. No information about the 

bonds or angles were given to me prior to submission of the candidate structures. 

Angles 
X-ray        

° Bond lengths 
X-ray          

Å 

N1-N2-N3 106.9(2) N1-N2 1.343(2) 

N2-N3-N4 110.2(2) N2-N3 1.301(2) 

N3-N4-C5 105.2(2) N3-N4 1.368(2) 

N4-C5-N1 109.6(2) N4-C5 1.314(2) 

C5-N1-N2 108.0 (2) C5-N1 1.336(2) 

C5-N1-C6 130.5(2) N2-C1 1.472(2) 

N2-C1-C6 121.5(2)   

3.1.4. Crystal Packing: Weak Hydrogen Bonding 
Rex Palmer noticed that the mode in which the molecules in the experimental crystal 

structure BT were packed was unusual. He noted that a molecule such as BT, based on 

linked delocalized rings, might be expected to form crystal structures involving ∙∙∙ 

bonding (ring stacking). However, no such interactions occurred in the experimental 

structure (Figure 3.2). Instead, the structure was held together by a large number of weak 

intermolecular contacts177,178: 12 of these were of the CH∙∙∙N interaction, and 3 were of 

the weaker CH∙∙∙C interaction, which involve atoms in the phenyl ring. This unusual 

packing resulted in a structure composed of infinite S-shaped layers, and produced a 

sequence of benzyl and tetrazole layers (Figure 3.3). Another unexpected feature of the 

packing was the formation of tetrazole clusters (Figure 3.2a), each having a central 

tetrazole ring coordinated by six other tetrazoles. 

                

Figure 3.2: The crystal structure of BT: (a) Partial view of the crystal packing showing 

close CH∙∙∙N contacts between a central tetrazole and six surrounding tetrazoles, (b) 

Partial view showing CH∙∙∙N, CH∙∙∙C and CH∙∙∙ contacts. 

(a) (b) 
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Figure 3.3: BT crystal structure: (a) View of the infinite S-shaped layers held together by 

weak CH∙∙∙N and CH∙∙∙C H-bonds; (b) Partial view of the layer structure showing 

alternative B(benzyl) and T(tetrazole) layers, and the repeating layer sequence [BTBT | 

TBTB].  

3.1.5. Overview of the Challenge 
After my experimental collaborators grew single crystals of BT from a non-polar 

solvent mixture and determined the crystal structure at 120 K, I was issued a ‘blind test’ 

challenge by Rex Palmer to predict the crystal structure of BT because of the unusual 

mode of crystal packing (section 3.1.4). No experimental information was given prior to 

the submission of the candidate structures. The subsequent part of this chapter presents 

the computational work I carried out independently upon receiving the chemical diagram 

of BT (Figure 3.1). 

This chapter uses CSP methodology (section 3.2.2) to predict the crystal structure of a 

molecule that can adopt a wide range of molecular shapes due to the conformational 

flexibility of the molecule. Consequently, the conformational flexibility must be 

accounted for at the start of CSP (CrystalPredictor 1.6, section 2.8.1). In addition, this 

method relies on the systematic improvement of the evaluation of the lattice energy, Elatt:  

where Uinter and Eintra are the intermolecular and intramolecular contributions. X and 

vector θ denote intermolecular and intramolecular degrees. These systematic 

improvements increase the computing time. As a result, it is essential to reduce the 

number of crystal structures that will be examined as the confidence in the lattice energy 

ranking improves in each step.  

This chapter will also test the transferability of the intermolecular energy potential to 

BT since this molecule contains a functional group that differs from those used in 

determining the parameters of the intermolecular potentials (section 2.3)38,39.  

 Elatt = Uinter(X; θ) + ΔEintra(θ)
 

3.1 

(b) (a) 
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To determine whether this study is a success, the predicted structures of BT will be 

compared with the experimental crystal structures using a similarity tool. In addition, I 

will compare and contrast the most stable generated structures of BT with the similar 

tetrazole fragment structures to determine whether the packing of the experimental 

structure of BT was unusual. In this chapter, I will show that the crystal structure of BT 

can be successfully predicted starting from just the chemical diagram (Figure 3.1). 

3.2. Computational Methodology 

3.2.1. Conformational Analysis 
To restrict the search space of BT to energetically meaningful regions, I carried out 

quantum mechanical (MP2/6-31G(d,p) single-point calculations on HF/6-31G(d,p) 

optimised geometries) scans of the two flexible torsions, 1 and 2 (Figure 3.1), using the 

GAMESS179 program. 

3.2.2. Crystal Structure Prediction 
Step 1: The search was carried out using the CrystalPredictor126 program, which 

covered the 59 most commonly occurring space groups. The lattice energy was minimised 

by varying the cell parameters and torsion angles 1 and 2 within energetically 

meaningful regions (section 3.2.1). At this stage, the lattice energies (equation 3.1) were 

crudely estimated, and then, using the grid of the ab initio results from section 3.2.1, the 

ΔEintra contribution were interpolated. The intermolecular electrostatic interactions were 

modelled using the atomic charges derived from section 3.2.1. All other intermolecular 

energy terms were derived from an empirical exp-6 potential, FIT.40 Approximately a 

quarter of a million lattice energy minimisations were performed. This produced 

approximately 170,000 distinct structures, of which 44,000 structures were unique. These 

generated structures were labelled by their energy ordering. The result of step 1 is the 

CrystalPredictor energy landscape. 

Step 2: Next, the lattice energy model was improved. For each of the lowest 10,000 

crystal structures, the energy of the isolated molecule and its charge distribution were 

calculated at the PBE0/6-31G(d,p) level of theory, using GAUSSIAN0353. This 

calculation provided a better estimate of ΔEintra, and a more accurate representation of the 

charge density in terms of a distributed multipole model51. These two contributions were 

then combined with an atom–atom exp-6 repulsion-dispersion potential using parameters 

that had been fitted to azahydrocarbons39 and polar crystal structures40, which were 

assumed to be transferable to this tetrazole. At this stage, the lattice energy was 

minimised, with the molecule held rigid using DMACRYS34.   
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Step 3: Approximately 100 of the most stable structures were then further refined at 

the PBE0/6-31+G(d) level of theory by allowing the molecular conformation to adjust 

more accurately to the intermolecular forces using the program CrystalOptimizer71,72 

(section 2.8.2). This algorithm allowed the intermolecular and intramolecular energy to 

be minimised simultaneously. The CrystalOptimizer program uses the Quasi-Newton 

algorithm coupled with a line search to solve the minimisation program. It also makes use 

of GAUSSIAN0353 calculations on the molecular conformations and DMACRYS34 

optimisations of the crystal structure.  

Step 4: The effect of the crystal environment on the conformational energies ΔEintra and 

charge densities was estimated by calculating the conformational energy and charge 

distribution in a Polarizable Continuum Model (PCM)180 with =3, a value typical of 

organic molecules131. This calculation was implemented in GAUSSIAN0353 at the 

PBE0/6-31+G(d) level of theory. The result of step 4 is the PCM crystal energy landscape. 

3.3. Results and Discussion 

3.3.1. Conformational Energy Grid 

 
Figure 3.4: The conformational energy grid used in the search. Relative intramolecular 

energies, ΔEintra (kJ mol-1), for isolated molecule calculations at the MP2/6-31G(d, p) 

level of theory.  

Prior to the generation of hypothetical structures, it was necessary to investigate the 

possible steric hindrances to rotation about the two flexible torsion angles 1 and 2 

(Figure 3.1). The result, shown in Figure 3.4, indicates a high degree of flexibility in the 

molecule. The purple colours represent regions with the smallest energy penalty, i.e. the 
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most stable conformations. This high degree of flexibility makes possible a wide range 

of crystal structures with different molecular shapes. For this reason, the generation stage 

(step 1 of sections 3.2.2 and 3.3.2) incorporates conformational flexibility from the start. 

3.3.2. The CrystalPredictor Energy Landscape 
The analyses presented here are post-process, i.e. after submitting the ten most likely 

crystal structures on the PCM (final) energy landscape (step 4, section 3.3.3). The energy 

landscape after step 1 (CrystalPredictor) is displayed in Figure 3.5. This step estimated 

the lattice energies, Elatt, very crudely by interpolating the atomic charges and 

intramolecular energies (Figure 3.4). Yet, the generated structure that matched the 

experimental structure of BT at this stage was only ranked 23rd. This structure, #BT_23, 

which is highlighted in red on Figure 3.5, has only a 3 kJ mol-1 energy difference in 

comparison with the global minimum structure.  

 
Figure 3.5: The CrystalPredictor energy landscape of BT generated with a crude lattice 

energy model. The generated structure that matched the experimental structure is 

highlighted in the open red symbol.  

3.3.3. The CrystalOptimizer and PCM Energy Landscapes 
The two most stable crystal structures on the PCM energy landscape (Figure 3.6b) have 

similar lattice energy: less than 0.1 kJ mol-1. The ‘blind test’ was deemed a success 

because the experimental structure matched the second most stable crystal structure, 

#2BT_23, on the PCM energy landscape (Figure 3.6b and Table 3.2). This PCM energy 

landscape was generated after CrystalPredictor (step 1, Figure 3.5), lattice energy 

refinement (step 2), CrystalOptimizer (step 3, Figure 3.6a), and PCM calculations (step 
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4, Figure 3.6b). Compared to the first step (step 1, Figure 3.5), the lattice energy rank of 

the experimental structure improved significantly, from 23rd to 2nd.  

 

 
Figure 3.6: (a) The CrystalOptimizer (step 3), and (b) PCM (step 4) energy landscape of 

BT. GM is the global energy minimum. The open red symbol represents a match between 

the experimental crystal structure and the generated structure. The energy ranking of the 

crystal structure that matches the experimental has improved from fourth most stable, #4, 

to second most stable, #2. 

(a) 

(b) 
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I submitted a list of 10 structures in which the #2BT_23 structure was selected as the 

first choice, while the global minimum (labelled GM on Figure 3.6b) was selected as the 

second choice181. The main reason for selecting #2BT_23 as the first choice was the 

notable improvement of energy rank, from fourth (Figure 3.6a, step 3) to second (Figure 

3.6b, step 4). In addition, the two most stable crystal structures on the PCM energy 

landscape (Figure 3.6b, step 4) were only 0.1 kJ mol-1 apart. 

Table 3.2: Summary of experimental (highlighted in blue) and computed crystal 

structures on the PCM energy landscape (Figure 3.6). The computed structure that 

matched the experimental structure (section 3.1.2) is highlighted in bold. For label 

#xBT_y, x and y are energy ranked after steps 4 and 1 of CSP respectively (section 3.2.2).  

Label 
Space 
Group 

a           b           c 

Å 

β 

° 

ρ 

g cm-3 

Uinter         ΔEintra          Elatt 

kJ mol-1 

#1BT_120 P21/c 9.99 8.17 11.04 117.50 1.33 -121.76 2.25 -119.52 

#2BT_23 P21 7.93 5.55 9.44 101.32 1.31 -121.52 2.08 -119.44 

Experiment P21 7.68 5.58 9.45 100.95 1.34 - - - 

#3BT_165 P21/c 10.86 5.54 15.97 121.41 1.30 -121.09 2.70 -118.39 

#4BT_335 P212121 9.38 15.81 5.56 90.00 1.29 -120.32 2.00 -118.33 

#5BT_767 P21/c 9.41 5.53 15.80 102.34 1.32 -120.44 2.14 -118.30 

#6BT_167 P21 5.68 8.39 8.81 103.22 1.30 -122.89 5.04 -117.85 

#7BT_912 P21 5.57 8.69 8.61 103.65 1.32 -118.82 1.43 -117.39 

#8BT_34 P21/c 8.09 5.53 18.59 101.66 1.31 -119.19 2.19 -117.00 

#9BT_491 Pna21 16.66 5.66 8.58 90.00 1.31 -122.99 6.26 -116.73 

#10BT_250 P212121 19.04 5.57 7.78 90.00 1.29 -119.16 3.25 -115.91 

#11BT_55 P21/c 10.80 5.56 15.82 122.32 1.32 -119.79 3.96 -115.83 

#12BT_490 P21/c 6.53 8.66 13.94 94.28 1.35 -120.98 5.21 -115.77 

#13BT_178 P212121 8.33 5.61 17.64 90.00 1.29 -117.89 2.32 -115.57 

 

3.3.4. Did the Predicted Structure Really Match the Experimental? 
Rex Palmer provided the .cif file of the experimental structure once ten of the most 

stable structures on the PCM landscape were submitted (Figure 3.6b). Then, I compared 

the experimental structure with the submitted crystal structures using COMPACK151. The 

computed #2BT_23 structure, my first choice (section 3.3.3), gave an excellent overlay 

with 15 molecules of the experimental structure with a root mean square difference, 

RMSD, value of only 0.148 Å (Figure 3.7). This computed #2BT_23 structure has similar 

unit cell dimensions (Table 3.2) and is in the same space group, P21, as the experimental 

structure.  
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Figure 3.7: The 15-molecule overlay between the experimental (atomic colours) and the 

second most stable computed structure, #2BT_23 (green). The direction of the view 

obscures some of the molecules. 

In addition to excellent RMSD15 overlay, the #2BT_23-generated structure provided a 

starting model that was easily refined in SHELXL-97, which was further proof that the 

structure was a genuine reproduction of the experimental crystal structure (section 3.1.2). 

Hence, it is clear that the CSP method outlined in this chapter, which uses only the 

chemical diagram as prior information, can successfully predict the crystal structure of a 

flexible molecule. 

3.3.5. The Global Minimum Structure on the PCM Energy Landscape 
The global minimum, GM, structure labelled #1BT_120 on the PCM energy landscape 

(Figure 3.6) was very different from the experimental crystal structure as only two 

molecules overlaid (Figure 3.8) during similarity calculations. From the overlay of the 

similarity calculations (Figure 3.8), it is clear that the GM and the experimental structure 

have different conformations. The GM structure, #1BT_120 (Table 3.2), is in space group 

P21/c, and has a very different spatial arrangement (as shown in Figure 3.9) when 

compared to the experimental structure (Figure 3.2 and Figure 3.3). This structure also 

has dominant weak H-bonds: 8 CH∙∙∙N and 1 CH∙∙∙C interactions. There was also one 

weak ∙∙∙, benzyl∙∙∙benzyl interaction (Figure 3.9).  

The similar lattice energy values of the two most stable structures generated (Figure 

3.6b) suggest that the GM structure could a polymorph. This GM structure could be 
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synthesised at high pressure because it is the denser of the two most stable structures. 

Also, growing the experimental structure using a non-polar solvent (section 3.1.2) may 

have prevented H-bonding formation.  

After the generation step (CrystalPredictor), the initial rank of the most stable crystal 

structure after step 4, GM, was 120th. The eventual rank was first, despite the fact that 

only about 100 structures were optimised; this shows the importance of the novel 

intermediate step 2 in the CSP method. After the CrystalPredictor step 1, the GM 

structure was 9 kJ mol-1 less stable than the experimental #2BT_23 structure and had 

distinctly fewer close contacts than the experimental #2BT_23 structure. Therefore, the 

rearrangement of lattice energy depends on the method used.  

 
Figure 3.8: Crystal Packing Similarity between experimental (grey) and the most stable 

predicted structure (#1BT_120, green), with only 2 molecules matching (RMSD2 = 1.072 

Å). 

 

Figure 3.9: The structure corresponding to the global minimum in lattice energy 

(#1BT_120) showing the dominant weak H-bonds (Å): eight of type CH∙∙∙N; and one 

CH∙∙∙C and the weak ∙∙∙ interaction (benzyl···benzyl). 
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3.3.6. Post Analysis Comparison of Structure with CSD 
The motivation for the ‘blind test’ challenge was the unusual packing of the 

experimental structure. Thus, a database containing over half-million crystal structures 

was searched in an effort to investigate the breadth of variation in the packing of the 

experimental structures of BT. A Cambridge Structural Database (CSD)182 survey was 

carried out to compare BT with other 1-substituted 1H-tetrazole crystal structures (Figure 

3.10). The CSD version 5.33 March 2012 was searched for fragments, defined in Figure 

3.10. The bond lengths, bond angles, and torsion were analysed and compared with the 

experimental structure using histogram plots.   

1

6

2
3


5

4


 

Figure 3.10: Query used in Conquest to search the CSD for similar fragments. 

The query of the CSD yielded 34 structures, including two redeterminations. The 

refcodes of these 32 structures were ACIROU, ACIRUA, BEGRIP, CAZWIK, 

DOKQEA, DOKQIE, EKAJOQ, HISYEO, IQUJEK, ABMIL, LUVPIC, MEVWOZ, 

MUKMAG, PHTETZ01, PUGLUZ, QALNOH, QALNUN, QALPAV, QALPID, 

QALPOJ, QALPUP, QALQAW, QALQEA01, QALQIE, QEBPUI01, REVMOV, 

REZNUG, RIZXEE, SOLHAD, TIJLIH, VUNNUO, and OBAREQ.  

The experimental bond lengths were typical of those in the other crystal structures 

containing the 1-substituted 1H-tetrazole group (Figure 3.11). Some significant 

differences ( 0.02 Å) were observed between the ab initio computed values and the 

experimental bond lengths, but both were within the observed ranges. The variations in 

tetrazole bond angles (Figure 3.12) were consistent with the bond length variations for 

this moiety176, which was always close to planar. The external torsions angles, ξ1 and ξ2, 

exhibited a wide range of values (Figure 3.12), a result that was consistent with the large 

range of low-energy conformations (Figure 3.4) despite the range of functional groups 

bonded to C6. 

No tetrazole clusters were observed for the 32 1-substituted 1H-tetrazole structures 

found in the CSD. There were, however, some tetrazole layers in #1BT_120 and the 
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experimental structures DOKQIE, EKAJOQ, QALPAV, QALPOJ, QALPUP, and 

REVMOV. All 32 structures had the tetrazole bonded to a sp3 carbon and were tetrazole 

hydrocarbons (except QALPAV, which also contained an iodine atom). Hence, there was 

no strong driving force for the tetrazole cluster. Still, a layer structure seemed to be quite 

favourable in cases where there were no competing strong interactions. There were more 

similarities between the CSD tetrazole structures and the GM structure than there were 

between the experimental structures. This finding suggests that the use of informatics of 

CSD in CSP, such as Desiraju’s supramolecular synthon approach183, would weight the 

global minimum structure more than the experimental structure. 

 
Figure 3.11: Histograms showing the bond length distributions of 32 1-susbtituted 1H-

tetrazole rings in the CSD. The red square denotes the experimental bond lengths in BT, 

while the black square denotes the ab initio bond lengths in the corresponding calculated 

structure #2BT_23.  
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Figure 3.12: Histograms showing the distributions of the torsions and angles of the 32-

tetrazole rings found during the CSD survey. The experimental bond length in BT is 

denoted by the red square, while the ab initio bond length in the corresponding calculated 

structure #2BT_23 is denoted by the black square.  
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3.4. Summary 
I successful predicted the unusual crystal packing of BT given just the chemical 

diagram and the Z´ number. The packing was predicted by using a model that accurately 

determines the electrostatic forces arising from molecular charge density including the 

anisotropic forces from the lone pair and  electrons, but otherwise was not tailored to 

the tetrazole∙∙∙tetrazole interactions. Thus, the intermolecular energy potential is 

transferable to BT crystal structure even though the functional group used in determining 

the parameters of the intermolecular potentials did not include a single tetrazole molecule. 

The successful prediction of the experimental structure as one of the two distinct most 

stable structures shows that the unusual layers do present an optimal compromise between 

the many different weak hydrogen bonds and other intermolecular interactions. The most 

stable crystal structure, GM, could well have been an undiscovered polymorph. In fact, 

informatics weighting may have selected this structure. Thus, this study shows the 

potential value of CSP for generating unexpected structures. 

This study also showed that the level of computational chemistry modelling that was 

used is suitable for modelling the molecular recognition of this functional group. This 

level of modelling could become increasingly useful in pharmaceutical design due to 

tetrazoles’ bioisosteres properties. In the next chapter, more will demanded of CSP. Will 

this method deliver?   
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Chapter 4. Is the fenamate group a polymorphophore? Contrasting the 

crystal energy landscapes of fenamic and tolfenamic acids 

“It's the little details that are vital. Little things make big things happen.”  

 — John Wooden 

4.1. Introduction 
This chapter builds on Chapter 3’s description of a procedure that successfully 

predicted the experimental crystal structure of a flexible molecule, in order to address two 

specific questions. First, in a given molecular structure, is the presence of a 

polymorphophore (section 1.1) substructure sufficient to ensure polymorphism? Second, 

what role do substituents play in determining the range of polymorphs that are present in 

a molecule?  

In this investigation of the concept of polymorphophore, I will use CSP to contrast the 

crystal energy landscapes of two fenamates (Figure 1.3): monomorphic fenamic acid (2-

(phenylamino)-benzoic acid, FA) and one of its highly polymorphic derivatives, 

tolfenamic acid (2-[(3-chloro-2-methylphenyl)amino]-benzoic acid, TA). TA is a good 

test case for this investigation into whether the fenamate group is a polymorphophore 

because at the start of this study, TA had five known polymorphs19.  

The term “fenamate” can refer to a range of molecules that vary widely in molecular 

structure, including niflumic acid, which contains an aromatic nitrogen. Although some 

researchers who have conducted thermodynamic and structural investigations of 

fenamate molecular crystals have included an extraordinarily wide range of molecules, 

even dichlofenac184, the present study is restricted to the fenamates shown in Figure 1.3. 

Essentially, I will focus on cases where the dominant interactions that determine the 

crystal or drug binding are inherent in the proposed polymorphophore families of fenamic 

acid (Figure 1.3). 
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ROY fragment    

WIFHUP 2185  

R=H 

ROY  

QAXMEH  7(3)20  

R2=CH3 

OGIDEN 3186  

R2=R5=CH3 

   

Fenamate fragment  

Fenamic acid (FA) 

QQQBTY 1187  

R=H  

Tolfenamic acid (TA) 

KAXXAI  519 

R1=CH3, R2=Cl, 

Flufenamic acid (FFA) 

FPAMCA  

2(1)22 

8(1)18 in 2012 

R2=CF3 

   

PEFMET 1188  

R1=CH3 

PEFNAQ 1188  

R2=CH3 

SURMEY 1187  

R3=CH3 

 
 

 

Mefenamic acid 

XYANAC 2(1)189,190 

R1=R2=CH3 

SURMOI 1187 

R2=R4=CH3 

LAHLOW 1191 

R1=R5=CH3 

Figure 4.1: The polymorphophore families of ROY and fenamic acid. The numbers of 

polymorphs in the Cambridge Structural Database (CSD) follow the refcodes for each 

specific molecule, and (x) denotes the number of additional polymorphs that whose 

crystal structures were not available. The lowest two rows are fenamates whose structures 

are used in Table 4.6.  
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4.1.1. Polymorphism and Polymorphophores 
Polymorphism (section 1.1), the occurrence of multiple crystal structures with the same 

chemical content, is now known to be a widespread phenomenon among organic 

molecules192, and is of great importance in the industrial manufacture of specialty 

chemicals and pharmaceutical products. Relatively few systems have several polymorphs 

whose crystal structures and relative stabilities have been determined, the most 

thoroughly investigated20 being the polymorphs of 2-[(2-nitrophenyl)amino]-3-

thiophenecarbonitrile, commonly known as ROY (Figure 1.3), after the red, orange and 

yellow colour spectrum of the first six polymorphs to be reported193. Some families of 

related molecules23,194, such as the sulphonamides194, ROY derivatives23, barbiturates195, 

carbamazepine derivatives147,196, and fenamates19 appear to have a strong tendency 

toward polymorphism. This fact has given rise to the study of a polymorphophore19,23,196, 

a term coined by Matzger23 that refers to a structural element that, when incorporated into 

a molecule, favours the formation of polymorphic crystal forms. Hence, 

polymorphophore is a descriptive term and not a quantifiable hypothesis. 

The focus of this chapter is the polymorphophore concept. Some families of molecules 

contain a common substructure (the polymorphophore) wherein many members, but not 

necessarily all, exhibit polymorphism. For example, removing or adding a methyl group 

to ROY creates molecules (Figure 1.3) that are also polymorphic, indicating that ROY is 

a polymorphophore (Figure 1.3). However, the number of related molecules is limited, 

probably because ROY is only a precursor in the synthesis of the blockbuster drug 

olanzapine. Studying polymorphophores is, like studying pharmacophores, a particularly 

promising way of finding new leads in drug discovery, especially in cases when a 

receptor’s 3D structure is unknown197. 

This chapter considers the fenamates that conserve the H-bonding groups and dominant 

molecular shapes by having small, non-polar substituent groups for the aromatic protons, 

as exemplified in Figure 1.3. These types of substituent(s) might be expected to have 

minimal effects on the strongest intermolecular interactions, and hence on either crystal 

packing or drug receptor binding. The fenamates contain a proposed 

polymorphophore18,19 that is related to that of ROY (Figure 1.3) in having a phenyl group 

attached via an N-H group to a further aromatic ring.  

4.1.2. Conformations in known Crystal Structures 
The overlay of the conformers of FA and TA in the experimental crystal structures 

(Figure 4.2) confirms that the main variation in conformation is the ξ1 torsion angle. The 
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two most stable polymorphs of TA, forms I and II (blue and red in Figure 4.2), have the 

greatest difference in ξ1. The benzoic acid ring and the N-H groups are coplanar, with the 

ξ2 torsion angle being approximately zero, concordant with the intramolecular H-bond.  

 

 
Figure 4.2: Overlay of the experimental conformers of FA (top) and TA (bottom), viewed 

with the overlaid benzoic acid fragment arranged horizontal. FA: QQQBTY02 (Z´=2; 

light blue and magenta). TA: KAXXAI01 (Form I; Z´=1; blue), KAXXAI (Form II; Z´=1; 

red), KAXXAI02 (Form III; Z´=2; green and purple), KAXXAI03 (Form IV; Z´=3; 

yellow, brown (obscured by yellow) and black), and KAXXAI04 (Form V; Z´=1; 

disordered on both sites (section 4.1.5); violet and grey). The arrows point to the main 

variation (ξ1) between the conformers of FA and TA in the experimental crystal 

structures. 

4.1.3. Experimental Data of FA and TA 
FA has just one known form187, which has two molecules in its asymmetric unit, Z. FA 

serves as a parent structure for several fenamates including TA. TA is a non-steroidal 

anti-inflammatory drug used for the treatment of rheumatic conditions198. At the start of 

this study, TA had at least five polymorphs, forms I-V19,199. It currently has six 

polymorphs (see section 4.3.8). Unlike ROY, the polymorphs of TA vary in the number 

ξ1 

ξ1 
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of molecules in the asymmetric unit, Z´ (Table 4.1). The variation in colour that is 

observed between form I (colourless) and II (yellow) is due to the conformational 

difference, as observed for ROY20,23. There were three undisputedly metastable 

polymorphs, including form V, whose disorder is analysed further in section 4.1.5.  

Here it is necessary to discuss further the relative stability of forms I and II (Table 4.1). 

The enthalpy and temperature of fusion,Hfus and Tfus, measurements provide a way of 

classifying polymorphs as either being monotropic or enantiotropic. Four different 

papers19,199-201 have presented evidence for the thermodynamic relationship between 

forms I and II, but each paper gives slightly different conclusions. Surov et al. showed 

that the yellow form (form II) is more stable than the white form (form I)201 and that these 

polymorphs have a monotropic relationship because the form with the higher melting 

temperature, form II, has a higher enthalpy of fusion, Hfus (by the enthalpy of fusion 

rule)202, as illustrated in Figure 4.3(a). However, Mattei and Li200 measured an 

endothermic transformation going from II to I with temperature increasing to 141.8 °C 

with a Differential Scanning Calorimetry (DSC), implying that forms I and II have an 

enantiotropic relationship, as shown in Figure 4.3(b). The observed transformation from 

form II to I in a slurry experiment indicated that the thermodynamic transition point was 

below room temperature. All three sets of measurements199-201 that were extrapolated to 

0 K had form II more stable than form I.  

Table 4.1: The experimental data of the known forms of FA and TA. Crystal structures 

and Hfus values were taken from ref. [19] unless otherwise specified. aThe most widely 

varying torsion angle, ξ1, is defined in Figure 4.9. bTemperature of crystal structure 

determination. cMelting temperature. 

REFCODE 
(form) 

Space 
Group 

Z´ ξ1
a 

° 
Tb 

K 

Hfus 

kJ mol-1 

Tm
c 

K 

         FA 
QQQBTY02 P-1 2 47.21, 70.45 283-303187 - - 
          TA 
KAXXAI01(I) P21/c 1 107.74  39.37 486.25-488.6 

110 42.50 484.05199 

 41.0±0.5 484.18±0.2201 

 41.27 485.85200 

KAXXAI(II) P21/n 1 42.23  38.7 486.67 

110 48.40 487.65199 
 49.0±0.5 485.78±0.2201 

 42.40 414.95200 

KAXXAI02 (III) P21/c 2 44.19, 57.64 85 -  
KAXXAI03 (IV) P-1 3 67.34,57.58,47.84 85 31.88  
KAXXAI04 (V) P-1 1 55.62 85 -  
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Figure 4.3: Temperature dependence of the enthalpy (H) and free energy (G) diagrams 

for forms I and II of TA, showing a monotropic (top) relationship from data from 

Surov201, which are qualitatively the same as data from Andersen199, and an enantiotropic 

(bottom) relationship from data from Mattei and Li200.  

Lopez-Mejias et al.19 provided the only thermodynamic data available for forms III–V. 

The researchers noted that heating forms III and V at 80°C caused a transformation to 

form I within a period of minutes to hours. In solution, forms III, IV and V transformed 

to form I or a mixture of form I and II. Hence, forms III, IV and V were shown to be 

metastable polymorphs. The heats of fusion given in Lopez-Mejias’ supplementary 

information19 were listed by the initial form, and forms III and V may well have 

transformed to form I rather than form II.  Therefore, these sets of data were inconclusive 

as to the relationship between forms I and II. 

  

(a) 

(b) 
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4.1.4.  Similarities between the known forms of FA and TA 
The known polymorphs of TA and FA showed some similarities (Table 4.2), as all were 

based on the H-bonded dimer (Figure 4.4a). The graph-set analysis161,162 for the (two) 

types of H-bonds are identical for all the crystal structures of TA and FA: intermolecular 

dimers with 2 donors, 2 acceptors and 8 atoms in total (𝑅2
2(8)) and intramolecular with 1 

donor, 1 acceptor and 6 atoms in total (S(6))201.  

Form II had the most distinctive packing (Figure 4.4b) as well as conformation (Figure 

4.2b) and was the only structure with a short contact involving the chlorine atom and the 

aromatic ring. The most striking result from Table 4.2 was the similarity between the 

metastable forms III and IV, where 11 molecules could be overlaid (Figure 4.4c). The 

two independent molecules in form III had similar conformations to two of the three 

independent molecules in form IV (compare the open circle and closed triangle symbols 

in Figure 4.12a). The polymorphs had sufficiently similar simulated powder patterns to 

have a PXRD similarity measure in the grey area between polymorphism and 

redeterminations203, and for this reason, they exemplify the challenges in defining 

polymorphism204,205. 

Table 4.2: Quantification of the similarities of FA and TA crystal structures showing the 

packing similarity (RMSDn) and powder X-ray diffraction (PXRD) similarity206. The 

bold numbers indicate the number of molecules, n, that match within distance and angle 

tolerances of 20% and 20° respectively, with the RMSDn values in brackets. See section 

4.2.5. 

  n(RMSDn/Å) 

  FA TA(I) TA(II) TA(III) TA(IV) 

FA - 6(0.66) 2(0.48) 3(0.74) 5(1.08) 

TA(I) 0.78 - 1(0.87) 3(0.78) 3(1.07) 

TA(II) 0.85 0.86 - 2(0.77) 2(0.74) 

TA(III) 0.78 0.83 0.90 - 11(0.45) 

TA(IV) 0.78 0.84 0.92 0.98 - 

TA(V) 0.86 0.89 0.93 0.91 0.93 

                     PXRD Similarity 
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Figure 4.4: Features of the experimental crystal structures: (a) The hydrogen-bonded 

dimer motif found in all structures with variations in the phenyl ring orientations (ξ1). 

The specific illustration shows the packing similarity between FA (QQQBTY02) and TA 

form II (KAXXAI). (b) The unique packing of TA form II with short contacts between 

chlorine and the aromatic ring. (c) Crystal Packing Similarity between form III and form 

IV of TA showing the 11-molecule overlay, which includes only two dimers.  

4.1.5. Solving the Connectivity Problem of a Disordered Form  
The crystal structure of Form V of TA was solved with an R-factor of 6.58%; the whole 

molecule was equally disordered over two sites19. I found that separating the two 

components of disorder gave the wrong connectivity between the C8 and N1 atoms (green 

in Figure 4.5b). The C8-N1 bond length of 1.70 Å was unusually long, and this caused the 

breakdown of the trigonal planar relationship of nitrogen, C7-N1(H6)-C8, connectivity 

(c) 

(b) (a) 
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(Figure 4.5c). A model with the two components both corresponding to the expected 

molecular geometry can be made by redefining the connectivity (Figure 4.5b) to link half 

of one disordered molecule (the bonded molecule in Figure 4.5a) with half of the other 

disordered molecule (the atoms-only component in Figure 4.5a). The second component 

was formed by combining the remaining halves. The resulting molecules (red and blue in 

Figure 4.5b) have the expected C-N bond length of 1.43 Å and a trigonal planar geometry 

around the nitrogen atom.  

The above procedure results in three ordered Z=2 crystal structures with the unit cell of 

form V by using the two resulting molecules (Figure 4.6a, b for Z´=1 and Figure 4.6c for 

Z´=2).  

 

 

 
Figure 4.5: (a) Crystal structure KAXXAI04 of form V of TA (b) The atom connectivity 

of the two new components (colour red and blue); the original C-N connectivity is 

labelled green (c) Chemical diagram showing the atomic connectivity of TA. 
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Figure 4.6: Ordered Z=2 crystal structures formed from the disordered components of TA 

form V. (a) Form V_a, (b) Form V_b, and (c) Form V_c.  

(a) 

(b) 

(c) 
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4.1.6. Overview 
The focus of this chapter is the polymorphophore concept, which I will investigate by 

generating crystal energy landscapes (section 2.8.5) of FA and TA. These crystal energy 

landscapes are a valuable tool for examining the known forms of different molecules 

because the same level of polymorph screening is rarely applied to entire families of 

molecules. This is likely the case for FA and TA, since TA is a drug molecule while FA 

is not. In addition, there were far more publications for TA than FA (see section 4.1.3). 

For these reasons, FA and TA provide a good test for the concept of polymorphophore.  

In this chapter, the energy landscapes of FA and TA will be generated by first selecting 

a suitable ab initio level of theory for the conformational energy of the isolated molecule. 

I will achieve this by performing ab initio scans at various levels of theory. Then, these 

ab initio scans will be compared with histogram plots of crystal structures whose 

fragments are similar to FA and TA. The analysis of these scans and plots will guide the 

methodology I will use to generate the hypothetical structures. The final energy 

landscapes of FA and TA will be generated by systematically increasing the accuracy of 

evaluating the lattice energies while reducing the number of generated structures. Finally, 

I will compare the crystal structures on the energy landscapes for FA and TA using a 

similarity tool.  

I will show the conformational flexibility of fenamate fragments allows the potential 

for a large number of structures, and that it is the substituents that determine if a molecule 

is polymorphic or not. In other words, polymorphophore promotes but does not guarantee 

polymorphism. Concisely, CSP goes beyond the ‘blind test’ described in Chapter 3. 

4.2. Computational Methods 

4.2.1. Ab initio Conformational Profile of TA 
To test the effects of ab initio methods on the conformation profile of TA, I compared 

relaxed scans at various levels of theory of the main torsion, ξ1 (Figure 4.9), with single-

point energy calculations at the MP2/6-31G(d,p) level of theory. The effect of rotating 

the H-bonded torsion, ξ2 (see Figure 4.9), was investigated by performing a relaxed scan 

at the PBE0/6-31+G(d,p) level of theory. The results from these scans helped in selecting 

the appropriate level of theory as well as the torsion that would be allowed to rotate during 

the generation of hypothetical structures (step 1, section 4.2.3). 

4.2.2. CSD Survey for Fenamates 
The relaxed conformational scans of the main torsion angle, ξ1  (section 4.2.1), at the 

PBE0/6-31+G(d) level of theory were complemented by a Conquest207 search of the 

Cambridge Structural Database (CSD 208) for the crystal structures containing the 
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molecular fragment shown in Figure 4.7. This comparison allowed us to see the variation 

in ξ1 when there was an internal H-bond (Z···H < 2.6 Å) that constrained part of the 

molecule to planarity.  

d<2.6Å



 
Figure 4.7: Query fragment and the torsion angle ξ1 measured in the Conquest207 survey 

of the CSD structures.  There were 131 organic structures where Y=H, and 94 where Y≠ 

H. 

4.2.3. Crystal Structure Prediction 
I calculated the crystal energy landscapes14 of FA and TA using a method209 that was 

adapted from that used for the highly flexible molecule XX in the fifth blind test of CSP11, 

a method that called for an approximate conformational energy surface in the initial 

search stage (see section 2.8.1). The final energy landscapes of FA and TA were generated 

in four steps, with the quality of the methods increasing, and estimated the conformational 

energy penalty Eintra and the intermolecular contribution Uinter to the lattice energy, Elatt: 

Step 1 (Generation of hypothetical crystal structure): Crystal structures with Z´=1 were 

generated in 15 common space groups: P1, P-1, P21, P21/c, P21212, P212121, Pna21, 

Pca21, Pbca, Pbcn, C2/c, Cc, C2, Pc and P2/c, using CrystalPredictor126. The grid was 

used to extrapolate the atomic charges and intramolecular energy Eintra. This grid was 

pre-computed as a function of just ξ1  (Figure 4.8) using GAMESS179 at the MP2/6-

31G(d,p) level of theory (single-point calculation), after the molecular geometries were 

optimized at the HF/6-31G(d,p) level. The intermolecular contributions to the lattice 

energy were calculated crudely from the atomic charges and the Williams135 exp-6 

repulsion-dispersion potential. The CrystalPredictor program carried out 250,000 lattice 

energy minimizations. This resulted in 162,288 and 182,615 distinct structures for TA 

and FA respectively, of which 16,543 and 22,884 were unique for TA and FA 

respectively. 

 Elatt = Uinter + Eintra = Uinter + Uelec + Eintra 
4.1 
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

 
Figure 4.8: The fragment used in the CrystalPredictor search for TA. Each fragment was 

kept rigid during the search for hypothetical crystal structures.  

Step 2 (Accurate evaluation of the electrostatic contribution (Uelec)): Single-point ab 

initio calculations were carried out on the conformation for each of the unique structures 

from step 1, using GAUSSIAN0353 at the PBE0/6-31G(d,p) level of theory, to improve 

the estimate of Eintra and provide the atomic multipoles, by distributed multipole 

analysis51 using GDMA. The crystal structures were re-optimized using DMACRYS34, 

keeping the molecule rigid, with the intermolecular energy Uinter calculated from the 

distributed multipoles and the FIT parameterization38-40 of the exp-6 atom–atom 

repulsion–dispersion potential.  

9

1
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1 53

2

TA
 

Figure 4.9: The degrees of freedom optimized by CrystalOptimizer for crystal structures 

of FA and TA (ξ1≡ C7-N1-C8-C9, ξ2≡ C2-C7-N1-C8, ξ3≡ O1-C1-C2-C7, ξ4≡ H1-O1-C1-C2, 

and ξ5≡ C8-C13-C14-H10, θ1≡ H6-N1-C8, θ2≡ H1-O1-C1).  

Step 3 (Accurate evaluation of lattice energy (Elatt=Uinter and Eintra)): Approximately 

100 of the most stable crystal structures from step 2 were re-minimized due to the limited 

time constraints of submitting this study as my first year report. Six and seven 

conformational degrees of freedom, for FA and TA respectively (Figure 4.9), were 

allowed to change, as was the crystal structure, using CrystalOptimizer71,72 and 

calculating Eintra and the distributed multipoles at the PBE0/6-31+G(d) level of theory 

for the isolated molecule.  

 Step 4 (Modelling the effect of the crystalline environment): Finally, I estimated the 

effect of the crystal environment using a Polarizable Continuum Model (PCM)180 that I 
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obtained by calculating the wavefunction of the molecular structure in a dielectric of ε=3 

(typical of molecular organic crystals)131,  as implemented in GAUSSIAN03. The crystal 

structures were then re-minimized using the distributed multipoles calculated in the PCM 

environment while keeping the molecule rigid; the resulting Uinter was combined with the 

Eintra to evaluate the lattice energies. The CSP-generated crystal structures for FA were 

labelled #xFA_y, where x was the final energy ordering and y the ordering after the 

CrystalPredictor stage. A comparison of x and y shows the extent of re-ranking by 

increasing the accuracy of the lattice energy model. 

4.2.4. Experimental Crystal Structures with Z´ >1  
The complexity of the task of generating Z´>1 crystal energy landscapes (steps 1-4) for 

flexible molecules limited the search (section 4.2.3) to Z´=1. Analogous CrystalOptimizer 

(step 3) and PCM calculations (step 4) were performed starting from all the experimental 

crystal structures of TA and FA, which included Z´>1 structures: FA form I; and TA 

forms III, IV and V (section 4.1.5). This allowed comparison between Z´=1 generated 

crystal structures and the experimental crystal structures of FA and TA.  

4.2.5. Comparison of Crystal Structures 
The experimental crystal structures, the corresponding lattice energy minima, and the 

structures on the crystal energy landscapes were compared using the Crystal Packing 

Similarity151 module (section 2.9) implemented in Mercury210. This crystal structure 

similarity tool returns the highest number of molecules n (where n  15) that can be 

overlaid between two different structures when all non-hydrogen atom–atom distances 

are within a 20% distance tolerance and angles are within 20. The calculated RMSDn is 

the root mean square deviation of all non-hydrogen atom positions in the clusters of n 

molecules. The program allows for comparisons of crystal structures of different 

molecules, with the RMSDn being calculated from only the common non-hydrogen 

atoms. This Crystal Packing Similarity calculation determines the similarity in the 

coordination environment of the two crystal structures, rather than of the crystallographic 

cell.   
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4.3. Results  

4.3.1. Dependence of Conformational Energy on Method 
An appropriate grid of intramolecular energies was essential in order to search all the 

likely conformations of TA and FA and thereby generate all likely Z´=1 crystal structures. 

To observe the effects that changing the level of theory had on the relative intramolecular 

energy, the torsion angle was scanned at HF, PBE0, MP2, and B3LYP levels of theory 

using GAUSSIAN0353 with the rest of the molecule allowed to relax.  

  

 
Figure 4.10: The relative conformational energy of isolated TA molecules as a function 

of the ξ1. The MP2 and PBE0 method at 6-31G(d,p) basis set compared with the other 

method (top) and the other basis sets (bottom) for the PBE0 method. 
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The HF/6-31G(d,p) level of theory produced one minimum for the torsion angle 

(Figure 4.10a). This result was qualitatively incorrect, so the PBE0 level was selected as 

the best compromise because it reproduced the correlation effect present in TA, its 

minima coincided in the same torsion angle region as that of MP2, and was 

computationally cheaper than MP2. Since the conformational profile of TA converged at 

the 6-31+G(d) basis set (Figure 4.10b), I selected PBE0/6-31+G(d) as the appropriate 

level of theory for the final lattice energy calculation (steps 3 and 4 of section 4.2.3) of 

the crystal structures. This level of theory produced the standard plots of Chapters 4 to 6. 

4.3.2. Consideration of H-bonded Torsion 

 
Figure 4.11: The relative conformational energy as a function of the ξ2 (Figure 4.9) for 

FA and TA, calculated at the PBE0/6-31G(d,p) level of theory. 

The conformational energy scans of ξ2 (Figure 4.11) of TA and FA are very similar. 

The decrease in the torsion angle from 180° strained—and eventually broke—the 

intramolecular H-bond between the carbonyl group and N-H. This H-bond strain accounts 

for the huge energy penalty observed when this torsion angle changed. Therefore, 

torsion was kept rigid during the search for hypothetical crystal structures, even as the 

torsion was optimized within the crystal structures to enable an accurate evaluation of the 

balance between intermolecular and intramolecular energy in step 3 (section 4.2.3). 

Chapters 5 and 6 present a more thorough investigation of the conformational energy 

scans of fenamates. 
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4.3.3. CSD Survey of Fenamates 
The conformational potential energy surfaces of isolated TA and FA molecules (Figure 

4.12a) were similar for a wide range of conformations around those found in experimental 

structures (Figure 4.2), but were different as the bulky methyl substituent of TA 

approached the benzoic acid ring (Figure 4.12a). For FA, the energy penalty for 

conformational change,Eintra, was less than 6 kJ mol-1 for a complete rotation of the 

phenyl ring, whereas for TA, there was a conformational region that was far too high in 

energy to occur in crystal structures. The observed conformations of FA and TA in their 

crystal structures corresponded to low-energy isolated molecule conformations (Figure 

4.12a), with a relative intramolecular energy,Eintra, of less than 3 kJ mol-1. The 

conformational profile for TA was in qualitative agreement with that calculated by other 

high-quality ab initio methods (see MP2 and B3LYP in Figure 4.10), but the profile was 

quantitatively affected by the subtle balance between intramolecular dispersion and 

intramolecular basis set superposition error60. Other studies have also suggested that the 

barriers to conformational change would be lower in solvents from calculations in a 

dielectric continuum simulating CCl4 and methanol211. 

The crystal structures in the CSD that contain the search criterion of Figure 4.7 also 

show the same preference for the lower energy conformations. That is, the distribution 

maxima coincide with the conformational minima (Figure 4.12b, c), with very few 

structures having the two rings near coplanar or perpendicular (ξ1=0, 90) around the local 

maxima in the conformational energy scans. For the Y=H search, because both ortho 

substituents were hydrogen atoms, two torsion angle values arose per conformation in a 

crystal structure (one value between 0 and 90 and the second value between 90 and 

180), giving a symmetric plot (Figure 4.12b). For YH, on the other hand, each structure 

had only one torsion angle value and an asymmetric distribution (Figure 4.12c), reflecting 

the steric hindrance of the ortho substituent. 
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Figure 4.12: The relaxed conformational energy scan of FA and TA as a function of ξ1 at 

the PBE0/6-31+G(d) level of theory. (a) Includes the experimental values of ξ1 marked 

for TA and FA, with the symmetry equivalent FA conformations denoted by open black 

squares and an insert diagram showing the steric hindrance for TA in the high-energy 

region. A histogram of (b) 131 crystal structures found in the CSD search (Figure 4.7) 

with Y=H plus symmetry equivalent structures and (c) 94 crystal structures with Y≠H.  

(b) 

(c) 

(a) 
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4.3.4. Validation of the CrystalOptimizer plus PCM Models 
The computational model (steps 3 and 4 of section 4.2.3) is able to reproduce all ordered 

crystal structures satisfactorily as minima in the lattice energy (Table 4.3), with these 

static 0 K structures overlaying the finite temperature crystal structures with similar 

accuracy. The range of lattice energies is less than 2 kJ mol-1, consistent with both the 

small energy range expected for polymorphs and with the thermodynamic data (Table 

4.1). Form I is the most stable at 0 K, in disagreement with the monotropic relationship 

between forms I and II, as determined by DSC measurements199,201 and other data (section 

4.1.2). Forms III and IV are metastable and very close in energy to form II. Of the three 

form V Z=2 ordered model crystal structures, two have a nearby lattice energy minimum. 

Because all are quite high in energy, the disordered structure is likely to be more complex 

than a combination of these structures. However, a full symmetry adapted ensemble study 

of a large supercell143,212 would not be appropriate without more detailed experimental 

studies.  

Table 4.3: Comparison of the lattice energy minimum with the experimental structure, 

used as a starting point for the final lattice energy model (PBE0/6-31+G(d), PCM), for 

the ordered structures of FA and TA. The three form V Z=2 model structures derived 

from the disorder components of TA (section 4.1.5) are also compared with the starting 

model. RMSDn corresponds to n=15 unless (n) is given. 

 Space  

Group 

ρ 

gcm-

3 

Elatt 

kJ mol-1 

a       b       c 

Å 

α        β         γ 

° 

RMSDn 

Å 

FA       

Expt P-1 1.33  8.08;  9.81;14.04   85.96; 88.64;  73.45  

Opt P-1 1.34 -136.63 8.48;  9.91;13.33   90.94; 88.16;  71.30 0.46 

TA       

Expt I P21/c 1.44  4.83;32.13; 8.04   90.00;104.88; 90.00  

Opt I P21/c 1.39 -147.24 4.86;31.54; 8.32   90.00;102.00; 90.00 0.33 

Expt II P21/n 1.45  3.84;22.00;14.21   90.00;  94.11; 90.00  

Opt II P21/n 1.41 -145.21 3.86;22.06;14.60   90.00;  96.21; 90.00 0.26 

Expt III P21/c 1.44  7.64;11.31;28.07   90.00;  93.03; 90.00  

Opt III P21/c 1.39 -145.55 7.83;11.64;27.48   90.00;  93.32; 90.00 0.30 

Expt IV P-1 1.44  7.52;14.33;17.59 103.68;  98.25; 93.04  

Opt IV P-1 1.38 -145.14 7.65;14.00;18.28 102.56;  99.32; 91.52 0.37(14)‡ 

Expt V P-1 1.44  7.65;  9.02;  9.42 107.40; 92.06;101.66  

Opt V_a P-1 1.38 -139.54 7.67;  9.19;  9.61 107.56; 93.99;100.87 0.21 

Opt V_b P-1 1.37 -141.77 6.78;10.77;  8.97   92.75; 85.03;103.48 0.89(6)  

Opt V_c P-1 1.39 -144.37 7.68;  9.28;  9.49 106.95; 92.51;102.49 0.19 

                                                 

‡The Expt and Opt IV crystal structures overlaid 14 out of 15 molecules.  
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It is clear from Table 4.3 that the lattice energy minimization of the ordered structures 

V_a  and V_c produces a fairly small change in the cell constants, but the nearest 

minimum to V_b is rather different, probably because the initial structure contained a 

close Cl···Cl contact. These ordered structures correspond to the most stable of three 

models of form V. All three structures have a lattice energy that is 6-8 kJ mol-1 above 

form I, and so these ordered models of form V are not competitive in energy with the 

other known polymorphs of TA. 

4.3.5. Energy Landscapes of Intermediate Steps 

 

 
Figure 4.13: Crystal energy landscape of TA for the Z´=1 structure after (a) 

CrystalPredictor (Step 1) (b) the single conformer calculation of Eintra and the atomic 

multipoles at the PBE0/6-31G(d,p) level of theory (Step 2 of section 4.2.3). 

  

(a) 

(b) 
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I refined the lattice energy calculation in stages and systematically reduced the number 

of crystal structures as my confidence in the energy ranking increased. After conducting 

single-point calculations to get accurate Eintra and distributed multipoles (which 

improved the Uelec and thus the Uinter, see equation 4.1) on all of the unique crystal 

structures (step 2 of section 4.2.3), the gap between the known forms (I and II of TA) and 

the global minima reduced from 40 kJ mol-1 to 6 kJ mol-1 (Figure 4.13). This intermediate 

step was vital in reducing the computing time of the subsequent step 3 (section 4.2.3, 

only about 100 crystal structures were refined) due to the increased confidence in ranking 

of the known forms (Figure 4.13).  

4.3.6. Finding and Explaining the Known Structures with CSP 
The known forms of FA and TA were at, or close to, the global minimum on the final 

crystal energy landscapes (Figure 4.14), which generated all the known Z´=1 ordered 

polymorphs. The crystal energy landscapes of FA and TA were similar in that they each 

had an energy gap of approximately 2 kJ mol-1 between the global minimum cluster and 

the other structures, although the cluster of low-energy structures was far larger for TA. 

Although this difference suggested that TA would be more polymorphic than FA, I 

compared the structures to see whether it was plausible that TA and FA could crystallize 

as distinct polymorphs, allowing for thermal motion at crystallization temperatures.  

All the crystal structures of FA and TA whose energies were plotted in Figure 4.14 (and 

tabulated in Table 4.4 and Table 4.5) contain the carboxylic acid dimer (Figure 4.4a). 

However, the orientation of the phenyl substituents could differ so markedly that this 

dimer did not always satisfy the distance criterion to be overlaid by the default Crystal 

Packing Similarity comparison. This observation suggests that these structures on the 

final energy landscape for FA and TA differ by the packing of the aromatic rings. It was 

necessary to perform a qualitative assessment of the barriers that prevented the 

rearrangement of the molecules into a more stable form.  

The lowest-energy hypothetical structure on the crystal energy landscape for FA was a 

Z´=1 structure (#1FA_22) that was very similar in density and lattice energy to the only 

known experimental Z´=2 form (Figure 4.14a), with a PXRD similarity of 0.85. This 

#1FA_22 hypothetical crystal structure overlaid 5 molecules (Figure 4.15a) with the 

experimental form, and it matched the conformation of one of the independent molecules 

(Figure 4.15b). The difference between these two structures lay in the packing of the 

layers, a difference that is seen in many polymorphs, such as progesterone213. 
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Figure 4.14: The crystal energy landscapes of FA (top) and TA (bottom). Each symbol 

represents a crystal structure of the specified space group, which is a minimum in the 

lattice energy (calculated within the polarizable continuum). The open symbols 

correspond to the minima, starting from the experimental structures (Table 4.3). The 

packing coefficient is the proportion of the cell volume occupied by the molecule214, 

calculated using a grid spacing of 0.1 Å. 
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Table 4.4: The lattice energy minima of FA shown in Figure 4.14a.  The minimum found 

starting from the experimental structure is in bold.  

Label Space 

Group 
    a         b        c 

Å 

      α         β         γ 

° 

ρ 

g cm-3 

  Uinter   ΔEintra    Elatt 

kJ mol-1 

#1FA_22 P21/c   8.68;  4.68;27.09   90.00;  74.04;  90.00 1.34 -137.65; 1.37;-136.28 

QQQBTY02 P-1   8.48;  9.91;13.33   90.94;  88.16; 71.30 1.34 -139.20; 3.16;-135.99 

#2FA_2 P-1   4.54;  9.27;14.93   69.10;  92.01;  68.58 1.32 -134.83;  1.52;-133.31 

#3FA_59 P21/c   4.57;  8.80;26.95   90.00;  99.56;  90.00 1.32 -133.81;  1.13;-132.69 

#4FA_1 P21/c   4.51;  8.99;26.82   90.00;  78.77;  90.00 1.33 -134.35;  1.75;-132.60 

#5FA_10 P21/c  4.58;26.86;  8.80   90.00;  85.26;  90.00 1.31 -133.50;  1.44;-132.06 

#6FA_151 P-1 12.85;  7.44;  6.66   66.29;102.74;111.27 1.31 -134.18;  2.21;-131.97 

#7FA_4 P21/c 17.88;  5.34;12.83   90.00;  61.36;  90.00 1.32 -145.12;13.63;-131.49 

#8FA_16 P21/n 13.95;  5.20;15.08   90.00;  78.09;  90.00 1.32 -145.05;13.61;-131.44 

#9FA_287 P21/n 14.29;  4.59;17.70   90.00;  70.60;  90.00 1.29 -132.79;  2.40;-130.39 

#10FA_192 P21/c 4.60;19.18;12.31   90.00;  97.92;  90.00 1.32 -136.41;  6.36;-130.05 

#11FA_19 P21/c 5.01;21.79;10.04   90.00;  73.77;  90.00 1.35 -143.77;14.19;-129.58 

#12FA_23 P21/c   6.44;34.25;  6.53   90.00;131.52;  90.00 1.31 -138.55;  9.17;-129.38 

#13FA_2880 P21/n 14.90;  4.93;14.56   90.00;  88.25;  90.00 1.33 -136.66;  7.91;-128.75 

#14FA_33 P21/c   4.30;26.00;  9.97   90.00;102.50;  90.00 1.30 -130.39;  1.66;-128.73 

#15FA_18 P-1   8.70;  7.99;  9.35 105.83;102.20;113.01 1.32 -130.40;  1.87;-128.53 

#16FA_5226 P-1 10.21;13.25;  9.90 141.09;116.96;  43.47 1.27 -130.13;  1.86;-128.27 

#17FA_484 C2/c 38.64;  8.97;  7.50   90.00;  58.74;  90.00 1.28 -129.62;  1.55;-128.07 

#18FA_7 P-1   4.99;11.13;  9.95   84.46;104.67;  92.66 1.33 -141.67;14.09;-127.58 

 

Table 4.5: The lattice energy minima of TA shown in Figure 4.14b. Minima found starting 

from the experimental structures, or ordered models, are in bold. 

Label Space 

Group 
    a         b        c 

Å 

     α           β          γ 

° 

ρ 

g cm-3 

  Uinter    ΔEintra   Elatt 

kJ mol-1 

FORM I P21/c   4.86;31.54;   8.32    90.00;102.00;  90.00 1.39 -148.74;1.50;-147.24 

#1TA_8 P21/c   4.85;31.60;   8.33    90.00;  77.87;  90.00 1.39 -148.65;1.48;-147.17 

#2TA_15 P-1 17.72;  8.47;   4.84    79.49;112.37;111.71 1.40 -148.32;1.63;-146.69 

#3TA_876 P-1 16.98;  7.44;   7.34    94.40;  93.76;  41.81 1.41 -149.52;3.57;-145.95 

#4TA_6243 P-1 12.06;10.15;   8.71    71.76;  61.70;117.37 1.42 -147.74;1.96;-145.79 

FORM III P21/c   7.83;11.64;27.48    90.00; 93.32;  90.00 1.39 -148.53;2.98;-145.55 

FORM II P21/n   3.86;22.06;14.60    90.00; 96.21;  90.00 1.41 -147.84;2.63;-145.21 

#5TA_38 P21/n   3.86;22.05;14.60    90.00; 83.76;  90.00 1.41 -147.81;2.63;-145.18 

FORM IV P-1   7.65;14.00;18.28 102.56;  99.32;  91.52 1.38 -147.73;2.59;-145.14 

#6TA_82 P21/c   3.90;14.33;23.74   90.00;   68.05; 90.00 1.41 -146.11;2.34;-143.77 

FORM V_b P-1   6.78;10.77;  8.97   92.75;  85.03;103.48 1.37 -145.05;3.28;-141.77 

FORM V_c P-1   7.68;  9.28;  9.49 106.95;  92.51;102.49 1.39 -144.37;3.13;-141.24 

FORM V_a P-1   7.67;  9.19;  9.61 107.56;  93.99;100.87 1.38 -142.19;2.65;-139.54 

#7TA_45 P-1 14.44;12.31;  3.85 109.50;  83.30;  76.31 1.42 -141.71;2.63;-139.08 

#8TA_88 C2/c 26.97;  4.79;20.67   90.00;105.67;  90.00 1.35 -141.13;2.18;-138.95 

#9TA_64 P-1   7.56;  9.00;  9.86   75.31;101.45;  80.29 1.41 -147.44;8.89;-138.55 

#10TA_153 P21/c   4.92;12.39;22.17   90.00;  75.74;  90.00 1.33 -139.51;1.96;-137.55 

#11TA_80 P2/n 14.92;  3.98;21.50   90.00;  75.36;  90.00 1.41 -139.10;1.80;-137.30 

#12TA_3630 P21/c 16.55;  3.84;23.38   90.00;  57.14;  90.00 1.39 -139.30;2.22;-137.08 
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Figure 4.15: (a) Overlay of the only known form of FA (grey) and the most stable 

structure on the Z´=1 crystal energy landscape (Figure 4.14a) #1FA_22 (green) with an 

RMSD5 value of 1.75Å. (b) Overlay of the conformers of form I (pink and light blue) and 

#1FA_22 (black).  

A significant energy gap was observed between the experimental and lowest energy 

Z´=1 structure and the other structures generated for FA (Figure 4.14a). Remarkably, this 

gap was between two hypothetical structures that had a 12-molecule overlay and only 

differed in the packing of the layers (Figure 4.14a). The lower-energy structure 

(#1FA_22) had more close contacts and a higher packing coefficient than the higher-

energy structure. The second most stable hypothetical structure (#2FA_2) was also 

closely related to the experimental structure; in it, half of the molecules had changed the 

phenyl torsion angle to a less stable conformation, changing the  stacking with the 

phenyl ring in the neighbouring molecule to a herringbone215 (C-H···) interaction 

(Figure 4.16b,c). Thus, there were two ways that the #2FA_2 structure could gain 2 kJ 

mol-1 of stabilisation energy (Figure 4.16). The relationship between the two most stable 

structures (#1FA_22 and the experimental structure) means that it may be very difficult 

to produce the Z´=1 structure as a polymorph. Clearly, Z´=1 and Z´=2 structures are very 

close in energy and are related (via #2FA_2). It is therefore difficult to establish whether 

the observed form is in fact a “crystal on the way”216 that is trapped by a barrier from 

rearranging into the Z´=1 form, or whether the observed form is the more stable 

structure217.  

(a) (b) 
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Figure 4.16 (a) Overlay of the two most stable hypothetical crystal structures on the 

crystal energy landscape; global minimum #1FA_22 (grey), and #2FA_2 (green) with 

ΔElatt=2.0 kJ mol-1. The crystal structures overlaid 12 molecules with RMSD12 of 0.51 Å, 

and the conformations had an RMSD1 of 0.09 Å. (b) Overlay of #2FA_2 (green) and the 

experimental crystal structure of FA (grey) with a RMSD15 of 1.23 Å, obtained with a 

distance and angle tolerance of 50% and 50°. (c) Overlay of the two independent 

molecules in the experimental structure (grey) with #2FA_2 (green).  

For TA, the crystal energy landscape successfully found the Z´=1 polymorphs, forms 

II and I, to be the first and fifth most stable crystal structures, within 2 kJ mol-1 of the 

global minimum (Figure 4.14b); the landscape also provided a good reproduction of the 

experimental crystal structures (Figure 4.17 and Table 4.3). Four other structures were 

observed, all of which were competitive in lattice energy with the known metastable 

forms. These crystal structures had somewhat similar packing to the known forms of TA 

(Table 4.8), some being more similar to the form V Z=2 model structures constructed 

from the disorder components of TA than to the other polymorphs (contrast Table 4.2 and 

Table 4.8). Some of the similarities (Table 4.6) between the hypothetical structure and 

the other fenamates in Table 4.1 were even more striking. One of the computed structures 

(a) (b) 

(c) 



4.3 Results 

 

102 

#6TA_82 (highlighted in Table 4.5) matched 15 molecules of SURMOI (Table 4.1), 

suggesting that crystals of this dimethyl-substituted molecule might template the 

nucleation of a novel polymorph of TA. This observation led to the joint experimental 

and computational project discussed in section 4.3.8.  

 

 

Figure 4.17: The overlay of the experimental Z´=1 crystal structures (grey) of TA with 

the closest structure found in the search (green)  (a) Form I and #1TA_8 overlaid with an 

RMSD15 value of 0.32Å (b) Form II and #5TA_38 overlaid with an RMSD15 value of 

0.26Å.  

(b) 

(a) 
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4.3.7. Other Known Fenamates and their Hypothetical Structures 
Further marked similarities were observed between the structures on the crystal energy 

landscapes of FA and TA (Figure 4.18). The hypothetical crystal structures on the crystal 

energy landscape of FA in Figure 4.18 were similar to some of the known forms of TA 

(forms I-IV), with some of these hypothetical crystal structures overlaying up to 13 

molecules (forms I and III of TA; Figure 4.18). Many of the low-energy structures of FA 

had more in common with a polymorph of TA than with the only known form of FA; that 

is, with a few exceptions, the second numbers are greater than the first bold numbers 

(Figure 4.18). There exist distinct crystal structures of FA with the planar molecules 

(highlighted in Figure 4.18). 

 
Figure 4.18: Classification of the crystal energy landscape of FA in terms of the similarity 

of the structures to those of known TA polymorphs (I-IV) without PCM (hence the 

different y-axis compared to Figure 4.14a). Numbers in bold indicate the number of 

molecules that overlay with the known structure of FA. Hence, a label 5, 6 on a structure 

represented by a blue circle means that the structure overlaid 5 molecules with the 

experimental form of FA but 6 with form I of TA. Each point is coloured by the TA 

polymorph with which it overlaid the greatest number n of molecules, in a Crystal Packing 

Similarity calculation that ignored the CH3 and Cl. 

The similarities between the known forms of TA and the hypothetically generated 

structures of FA confirmed that, because of the effect of TA’s substituents (CH3 and Cl) 

on the molecules’ relative energies, the energy landscape of TA was more polymorphic 

than that of FA (Figure 4.14). The common clusters produced by the similarity overlays 

between different fenamates usually had the differing substituents in the exterior region 
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where there was no overlay of the coordinating molecule, consistent with the substituents 

causing the differences in the packing. This in marked contrast to the large common 

cluster between forms III and IV of TA (Figure 4.4c), where the packing of the aromatic 

rings is similar. 

Table 4.6: Crystal Packing Similarity comparisons of the experimental structures of FA 

and TA and their most stable hypothetical crystal structures with the crystal structures of 

the other fenamates shown in Figure 1.3. The similarity is given in the form n(RMSDn), 

with n > 4 molecules highlighted. 

 n(RMSDn/Å) 

 FPAM- 
CA 

FPAM- 
CA11 

LAH- 
LOW 

PEF- 
MET 

PEF- 
NAQ 

SUR- 
MEY 

SUR- 
MOI 

XYA- 
NAC 

        FA 

QQQBTY02 2(0.71) 4(1.33) 7(0.84) 3(1.28) 6(0.62) 3(0.5) 3(1.2) 4(0.49) 

#1FA_22 2(0.41) 5(1.91) 6(1.31) 2(0.13) 11(0.96) 4(0.98) 4(1.08) 3(1.8) 

#2FA_2 2(0.43) 3(0.56) 7(1.01) 2(0.1) 11(0.51) 3(1.07) 7(0.98) 3(0.86) 

       TA 

II 1(0.89) 2(0.15) 2(0.59) 2(0.11) 1(0.61) 2(0.12) 12(1.87) 2(0.29) 

I 2(0.59) 2(0.48) 3(0.61) 1(0.7) 13(0.38) 6(1.78) 4(1.2) 2(0.62) 

III 1(0.81) 7(0.75) 2(0.48) 13(0.33) 2(0.55) 13(0.61) 3(0.41) 13(0.45) 

IV 2(0.87) 6(0.71) 3(1.09) 11(0.49) 2(0.46) 13(0.84) 3(0.56) 15(0.3) 

V_a 2(0.57) 2(0.46) 5(0.42) 1(0.68) 3(0.39) 2(0.22) 2(0.18) 2(0.57) 

V_b 2(0.75) 3(0.32) 7(0.64) 2(0.47) 4(1.10) 5(0.41) 4(1.19) 5(0.72) 

V_c 2(0.95) 2(0.84) 5(0.41) 1(0.42) 4(1.10) 4(0.51) 2(0.29) 3(0.46) 

#2TA_15 2(0.52) 2(0.53) 3(0.91) 1(0.77) 14(0.4) 4(0.82) 4(1.22) 2(0.7) 

#3TA_876 1(0.93) 4(1.56) 7(1.42) 3(0.43) 1(0.66) 3(0.71) 4(0.47) 2(0.37) 

#4TA_6243 2(0.54) 3(1.15) 3(1.76) 1(0.69) 4(0.16) 4(1.49) 2(0.17) 3(0.91) 

#6TA_82 1(0.92) 2(0.17) 2(0.61) 2(0.12) 2(0.64) 2(0.08) 15(0.28) 2(0.28) 

Some fenamate crystal structures are specific to the molecule. One observed example 

(Table 4.6) is the FPAMCA polymorph of flufenamic acid. In 2012, through the use of 

polymer-induced heteronucleation and solid–solid transformations, flufenamic acid set a 

new record18 for a polymorphic compound with eight solved structures, which was 

recently equalled by aripiprazole218. These fenamate structures are all based on the 

carboxylic acid dimer, with some having more similarity to the TA and FA low-energy 

structures (Table 4.7). The specific substituents affect the range of packing of the aromatic 

rings. For example, the low-energy unobserved structures of FA, which are based on a 

planar conformation of the entire molecule (Figure 4.14), are probably also specific to 

FA, because the lowest-energy crystal structure of TA with a planar molecule is 14 kJ 

mol-1 above the global minimum structure. The energy difference between crystal 

structures of TA is caused by substituent intermolecular interactions that destabilize the 
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structures containing planar molecules; the intramolecular energy penalty, Eintra, for this 

planar conformation is similar for FA and TA (6 kJ mol-1, Figure 4.12).  

Table 4.7: An extension of Table 4.6 showing Crystal Packing Similarity comparisons of 

the latest structures of flufenamic acid18 and the experimental structures of FA and TA 

and their most stable hypothetical crystal structures.   

 n(RMSDn/Å) 

 FPAMCA_z 

 z=2 z=4 z=5 z=6 z=7 z=8 

        FA 

QQQBTY02 5(1.49) 3(0.79) 2(0.73) 4(1.60) 2(0.43) 3(0.82) 

#1FA_22 4(1.62) 5(1.42) 2(1.05) 5(2.02) 2(0.22) 2(0.26) 

#2FA_2 4(1.51) 4(0.34) 3(1.19) 5(0.80) 2(0.21) 3(1.30) 

       TA 

II 2(0.10) 2(0.16) 2(0.4) 2(0.17) 1(0.71) 2(0.81) 

I 3(1.58) 2(0.54) 2(0.69) 4(2.10) 2(0.34) 2(0.41) 

III 2(0.22) 2(0.24) 4(0.52) 2(0.25) 1(0.64) 2(0.77) 

IV 2(0.20) 2(0.23) 4(1.68) 3(0.84) 2(0.64) 2(0.70) 

V_a 3(1.24) 2(0.48) 2(0.64) 2(0.50) 3(0.68) 3(0.80) 

V_b 5(0.54) 3(0.67) 2(0.45) 3(0.63) 1(0.59) 2(0.78) 

V_c 2(0.85) 2(0.41) 2(0.79) 2(0.42) 2(0.77) 3(1.27) 

#2TA_15 4(3.04) 2(0.80) 2(0.17) 2(0.62) 3(0.42) 4(2.80) 

#3TA_876 4(1.34) 2(0.18) 4(2.10) 2(0.19) 1(0.76) 2(0.82) 

#4TA_6243 4(1.10) 2(0.58) 2(0.40) 2(0.60) 2(0.31) 2(0.38) 

#6TA_82 2(0.18) 2(0.19) 2(0.25) 2(0.20) 1(0.73) 2(0.81) 

Table 4.8: Crystal Packing Similarity calculations of the known forms of TA and 

unobserved, thermodynamically competitive crystal structures. The similarity between 

the structures is given in the form n(RMSDn) where n is the number of molecules overlaid, 

and the value in brackets is the RMSDn overlay. Structures with the highest similarity are 

highlighted.  

 n(RMSDn/Å) 

  #2TA_15 #3TA_876 #4TA_6243 #6TA_82 

KAXXAI 1(0.95) 4(0.33) 1(0.88) 9(0.43) 

KAXXAI01 1(0.49) 1(0.96) 5(1.32) 1(0.90) 

KAXXAI02 2(0.87) 3(1.08) 2(0.95) 3(0.59) 

KAXXAI03 2(0.83) 3(0.81) 3(2.55) 3(0.81) 

KAXXAI04_a 4(1.25) 1(0.92) 3(0.16) 1(0.86) 

KAXXAI04_b 4(1.28) 3(0.92) 6(1.07) 2(0.69) 

KAXXAI04_c 1(0.13) 2(1.20) 4(1.05) 1(0.59) 

 

4.3.8. Update on a Recently Discovered Polymorph of TA 
Section 4.3.6 theorized that experimentalists could nucleate a novel polymorph of TA 

by using the SURMOI molecule as a template. However, my colleague at UCL used 

mefenamic acid (Figure 1.3) because SURMOI is very expensive. A novel polymorph of 

TA was nucleated by solution evaporation after dissolving TA (form I) in ethanol and 
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seeding it with mefenamic acid (form I)219. This procedure resulted in the nucleation of 

form VI of TA, which was disordered (65% and 35%) with same unit cells as form I of 

mefenamic acid. 

Although the major component of this novel form VI was generated in step 1, 

#137_TA, the form was not among the structures on the final energy landscape of Figure 

4.14b. The major component of form VI and #137_TA overlaid 15 molecules with a 

RMSD15 value of 0.30 Å (Figure 4.19). This structure #137_TA had a final lattice energy 

of -144.97 kJ mol-1, which was competitive with form IV of TA (Table 4.5, -145.14 kJ 

mol-1). It should be noted that steps 3 and 4 of CSP (section 4.2.3) involved just over 100 

crystal structures. Clearly, lattice energy refinements (steps 3 and 4, section 4.2.3) of 

more hypothetical crystal structures are vital. 

 

Figure 4.19: Overlay of #FA_137 (green) and the major component of experimental 

crystal structure of TA form VI (grey) with a RMSD15 of 0.30 Å, obtained with a distance 

and angle tolerance of 50% and 50°. 
    

4.3.9. The Cost of Lattice Energy Minimisation 
The lattice energy minimization (CrystalOptimizer; step 3) of one crystal structure 

accounted for as much as 75% of the computing time and took as long as 4 days (Figure 

4.20a) because multiple ab initio calculations were required to balance Uinter and Eintra. 

The computing time was approximately half as long for the optimisation of the last 

structure (form VI of TA, Figure 4.20b). This last optimisation (Figure 4.20b) was faster 
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because there were about hundred structures stored in the Local Approximation Models 

(LAMs)71 database. (LAMs71 database stores and reuses conformational energy and 

multipole representations of the charge density.) This final calculation was performed 

after the discovery of a novel polymorph of TA, as discussed in section 4.3.8. Even with 

the help of LAMs71 database, the computational cost was still very high. 

 

 
Figure 4.20: CPU timings of (a) #38_TA (form II) and (b) #137_TA (form VI, section 

4.3.8) after lattice energy minimisation using CrystalOptimizer (step 3). 

4.4. Summary 
This chapter described the successful use of the CSP method (see Chapter 3) to examine 

the computer-generated low-energy crystal structures of the unsubstituted structural 

fragment, FA, and a derivative, TA. This chapter showed that all structures were based 

on the same 𝑅2
2(8) H-bonded dimer, and that the structures differed only in the packing 

of the phenyl rings. The crystal energy landscape of TA had several crystal structures, 

including the observed polymorphs, which were tightly clustered around the global 

minimum, whereas the corresponding cluster for FA contained only the observed and a 

closely related structure. This observation is supported by past experiments.  

Many of the crystal structures on the energy landscape for FA overlaid a significant 

portion of the coordination environment with other observed or calculated structures. 

Therefore, the phenyl ring substituents determined the relative energies of the crystal 

structures and hence whether a specific fenamate would be very polymorphic or not. The 

FA fragment can be described as a polymorphophore, despite only two structures 

clustered around the global minimum, since the molecular fragment packed in a wide 

range of distinct crystal structures with different conformations that were energetically 

favourable. This finding indicates that being a polymorphophore correlates with but does 

(a) 

(b) 
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not guarantee polymorphism. It is perhaps not surprising that this term has not been more 

widely accepted. 

The similarities between the structures on the final energy landscapes of TA and other 

fenamates led my colleague to conduct a templating experiment on TA (section 4.3.8). 

The subsequent discovery of a new polymorph of TA (form VI, section 4.3.8) exemplified 

one problem with the CSP discussed earlier. Restricting the number of crystal structures 

that were accurately optimised (step 3, CrystalOptimizer) to just over 100 structures 

meant excluding the recently discovered crystal structure of TA (section 4.3.8) from the 

final crystal energy landscape (Figure 4.14b). As a result, current intermediate steps like 

the single-point calculations used in this chapter (step 2), although successful (section 

4.3.5), had their limitations.  

The findings of Chapters 3 and 4 indicate the need for a cheaper and more accurate 

approach to modelling lattice energy. If the evaluation of Eintra (the bulk of computer 

time, section 4.3.9) can be realized through a less expensive method (Chapter 6), then 

molecular dynamics calculations and the temperature effects (e.g. free energies) can be 

better accounted for. However, we must first understand the origin of intramolecular 

forces and energies (Chapter 5).   
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Chapter 5. The Origin of conformational energy barriers in Fenamates 

“…‘Begin at the beginning,’ the King said, gravely, ‘and go on till you come to the 

end; then stop’…” 

 — Lewis Carroll, Alice in Wonderland 

5.1. Introduction 

5.1.1. Background 
Chapters 3 and 4 established that lattice energy, Elatt, could be partitioned into 

intermolecular, Uinter, and intramolecular components, Eintra: 

where Uinter is the sum of the dominant electrostatics, Uelec, plus the contributions of 

repulsion-dispersion, Urepul-disp, and Eintra is the energy required to distort the molecule 

from its gas phase conformation71. The conformation determines the overall molecular 

shape, so different conformers may lead the crystal to arrange itself in different ways, 

ultimately influencing the properties of the crystal220 (Chapter 1).  

1
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1
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13
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Figure 5.1: The fenamate family, showing the low barrier torsion angle (=C7-N1-C8-C9). 

=0 when the aromatic rings are coplanar as drawn. The fenamates family mentioned in 

this chapter includes fenamic acid (FA) R1= R2= H, tolfenamic acid (TA) R1= CH3, R2= 

Cl, mefenamic acid (MA) R1= R2= CH3, clofenamic acid (ClFA) R1=H, R2=Cl, and 

flufenamic aid (FFA) R1=H, R2=CF3. The dotted line represents an intramolecular 

hydrogen bond. 

This chapter will investigate the conformational flexibility of fenamate molecules in 

isolation. Through this investigation, we will come to a better understanding of the origin 

of torsional barriers, which will enable the derivation of an analytical model for the 

intramolecular energies of the fenamate molecules FA and TA (Chapter 6). To put this 

problem in context, there is still an ongoing debate about the origin of the torsional barrier 

of the ethane molecule, which has only 8 atoms, as compared to the 27 and 30 atoms of 

FA and TA, respectively.  

 Elatt =  Uinter  + Eintra 
5.1 
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5.1.2. Torsional Barrier for Ethane 
The torsional barrier is defined as the difference in energy between the least stable and 

the most stable conformations in rotation around a bond. In order for one full rotation 

around a bond to occur, this energy barrier must be overcome (Figure 5.2). The energy 

barrier for fenamic acid, FA, is smaller (Chapter 4) than ethane (Figure 5.3).  

 
Figure 5.2: Illustration of the barrier to rotation with the relaxed conformational energy 

profile of FA. 

Previous studies of torsional barriers have focussed on small molecules such as ethane. 

The torsional barrier for the ethane molecule is one of the most fundamental puzzles in 

conformational analysis, and researchers have great interest in understanding its origin221. 

The experimental (12.03 to 12.25 kJ mol-1) and quantum mechanical (11.24 to 13.03 kJ 

mol-1) calculations of ethane’s torsional barrier are in good agreement (Table 5.1).  

However, researchers disagree upon the origin of the torsional barrier in ethane. The 

root of the controversy is whether the origin of the torsional barrier in ethane results from 

stronger hyperconjugation stabilization222 in the staggered conformation (Figure 5.3) than 

the eclipsed form, or whether the barrier originates from greater steric repulsion221 in the 

eclipsed conformation (Figure 5.3) due to electrostatic interaction and Pauli exchange 

repulsion. Three physical factors may play a role in ethane’s structural preference: 

hyperconjugation, electrostatic interactions, and exchange interactions. 
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Figure 5.3: The staggered and eclipsed conformations of the ethane molecule. (Sources: 

Ref. [222] and en.wikipedia.org/wiki/Alkane_stereochemistry [Accessed 11/01/2015]). 

Table 5.1: Torsional barrier height of ethane. (Source: Reproduced from Ref. [223]). 

 

Hyperconjugation and exchange repulsion are quantum mechanical effects arising from 

orbital overlap. The hyperconjugation effect for the ethane molecule is constituted of the 

vicinal interactions between the occupied CH bond orbitals of one of the methyl group 

and the virtual antibonding CH* orbitals of the other methyl group221. The staggered 
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conformation (Figure 5.4a) is stabilised through the delocalization of electron charge 

density involving these orbitals, an attractive contribution.  

Pophristic and Goodman222 used  natural bond orbitals (NBOs) to argue that 

hyperconjugation, or stabilization of the staggered ethane conformation, is the origin of 

the barrier to rotation in ethane. By showing that if the CH-CH* hyperconjugative 

interactions were removed, and by adding electrons to the unoccupied CH* virtual 

orbital, the steric repulsion favoured the less stable eclipsed conformation (Figure 5.3). 

This model of hyperconjugation interactions relies on NBOs and is not so obvious if 

molecular orbitals (MOs) are used, let alone if correlated wave functions are used.  

 
(a)                                               (b) 

Figure 5.4: (a) Hyperconjugation effects on the staggered, (b) Pauli exchange repulsion 

in the eclipsed conformation. (Source: en.wikipedia.org/wiki/Hyperconjugation 

[Accessed 11/01/2015]) 

Pauli exchange repulsion, which requires that pairs of electrons do not occupy the same 

spatial region, occurs in the eclipsed conformation (Figure 5.4b). Electrostatic (Figure 

5.5, also see section 2.2.3) repulsion involves the classical R-1 repulsion between charges. 

At short distances, the 1-4 (third nearest neighbour) interactions still have an electrostatic 

effect, but there are also considerable penetration-effects (section 2.2.5). The Pauli 

exchange and electrostatic repulsion, frequently regarded as the steric factor, destabilise 

the eclipsed conformation of ethane. These interactions are the same as intermolecular 

interactions, but at shorter distances.   
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Figure 5.5: Electrostatic steric repulsion (between electrons on the bond, black arrow) for 

the eclipsed conformation of ethane. The red arrow indicates exclusion of van der Waals 

repulsion since the van der Waals radii of the hydrogen are too small to make contact. 

(Source: en.wikipedia.org/wiki/Conformational_isomerism [Accessed 11/01/2015])  

Mo and Gao221 made three arguments in favour of steric repulsion being the origin of 

the barrier to rotation. One argument was that hyperconjugation is a second-order effect, 

and hence should have little or no direct role in restricting free rotation224. Second, these 

researchers argued that overestimation of the hyperconjugative effects led others to 

misidentify hyperconjugation as the origin of the rotation barrier. Third, Mo and Gao 

argued that the experimental work on heats of hydrogenation for propene supported a 

specific energy decomposition scheme225. In short, the researchers argued that their three 

points supported the claim that steric repulsion is the origin of the torsional barrier.  

The origin of the torsional barrier remains controversial226, even for a small molecule 

such as ethane. The question remains: Is the torsion defined by the origin 

hyperconjugation221,222 or by a similar electronic effect from changes in MOs on the 

atoms? Or is the barrier equivalent to intermolecular non-bonded repulsion and 

electrostatic effects227 at short distances, i.e. as though there were no single covalent 

bond? The quantitative distinction can be highly dependent upon the precise definitions 

and upon the type of charge density calculation that is used.  

5.1.3. Overview 
The conformational energy barrier of FA (6.22 kJ mol-1) is smaller than that of the 

ethane molecule (12.3 kJ mol-1). The goal of this chapter is to investigate the qualitative 

origin of the conformational barrier to rotation for fenamate molecules in isolation. First, 

I will investigate the effects that different definitions of the same flexible bond have on 

the calculated conformational profile of TA. The step size of torsion angles, various ab 

initio methods, and relaxation effects will be investigated for various fenamates (Figure 

5.1). Following this, I will investigate the electronic contributions using constrained 

model molecules that avoid pyramidization (Figure 5.7) with minimal or no steric effects. 

Finally, an exp-6 atom-atom model, which contains both a repulsive and a dispersive part, 

will be used to investigate the steric effect of FA and TA.  
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This chapter will show that the barrier to rotation for FA and TA (Figure 5.1) depends 

significantly upon small correlated changes in the entire molecule rather than on the 

atomic position of the atoms that define the rotating torsion. It will also show that there 

is an intrinsic dispersion and electronic energy barrier when the aromatic rings are 

perpendicular to one another; the barrier to rotation for small model molecules can be 

represented by a simple cos2 term. 

5.2. Method 
In section 4.3.1, it was established that the PBE0/6-31+G(d) level of theory is the best 

compromise between the cheap but inaccurate HF method and the expensive but accurate 

MP2 method for calculating the packing (intermolecular) and conformational 

(intermolecular) energies (equation 5.1) of FA and TA. This chapter examines the ab 

initio conformational profiles of fenamate molecules in more detail. All the ab initio 

calculations reported in this chapter were performed using GAUSSIAN0353. 

5.2.1. Determining Conformation Energy Scan for Isolated Molecule 

For TA, there are 4 definitions of the N1-C8 rotatable bond (Figure 5.1): (1) = C7-N1-

C8-C9, (2) 2= C7-N1-C8-C13, (3) 3= H6-N1-C8-C9, and (4) 4= H6-N1-C8-C13. The effects 

of these different definitions upon the conformational profile of TA were investigated 

using the PBE0/6-31+G(d) level of theory. Preliminary relaxed conformation energy 

scans were also performed on FA using 2 and 1 step sizes around the maxima and 

minima (section 4.3.1) respectively, at the same level of theory, in order to investigate the 

origin of the slight asymmetry in FA.  

5.2.2. Ab initio Conformational Energy Profiles for Fenamates 
To test the sensitivity to method of the different fenamate molecules’ conformational 

profiles (Figure 5.1), I carried out a relaxed scan at the HF/6-31+G(d) level of theory, as 

well as single-point energy calculations at the MP2/6-31+G(d) level of theory on the 

optimized PBE0/6-31+G(d) conformations. The PBE0/6-31+G(d) energies were then 

revaluated within a polarizable continuum model (PCM)180 with dielectric continuum, , 

value of 3, a typical dielectric environment of organic crystals. PCM has been shown to 

help the relative energy ranking of some conformational polymorphs (Chapter 4)131.  

The primary aim of this research was not to seek a definitive ab initio conformational 

profile for all molecules, as this would have been beyond the capability of the available 

computational resources. Indeed, many studies have emphasized the difficulty in 

evaluating the relative energies of fenamate polymorphs184,211,228. Instead, the objective 
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of this chapter is to present qualitatively correct scans that can be compared among the 

fenamate molecules. 

5.2.3. Investigation of Electronic Effects 
In an attempt to distinguish the steric effects from the electronic effects, I studied a 

series of model molecules where the steric effects had been minimized (Figure 5.6).  

1
2

9

1 8
13

6



                      
Figure 5.6: Chemical diagram of model molecules used to investigate the electronic 

contributions. The bonds around N1 are constrained to be planar (i.e. R2-N1-H6-C8=180°): 

for phenylamine (PA) R1=R2=H, N-methylaniline R1=H, R2= CH3, N-vinylaniline R1=H, 

R2 = CH=CH2 and 3-anilinoprop-2-enoic acid R1=H, R2 = CH=CHCO2H; for 3-

chloroaniline R1= Cl, R2=H and 3-methylaniline R1=CH3, R2=H. (=R2-N1-C8-C9).  

The benzoic acid group was replaced by a series of smaller molecular fragments (Figure 

5.6), for example a hydrogen atom. The three bonds to the nitrogen atoms were 

constrained to be planar by fixing the torsion involving these atoms (e.g. H7-N1-H6-

C8=180° for PA). This constraint prevents the normal pyramidalization at the nitrogen in 

the torsional potential of phenylamine227 (Figure 5.7) or the major rearrangement of the 

second hydrogen that occurs in a relaxed scan of H7-N1-C8-C9.  

 

Figure 5.7: Pyramidalization in unconstrained phenylamine (PA) molecule caused by 

lone pair on nitrogen atom. 

The difference in electronic structure with torsion angle was estimated by using the 

lowest occupied molecular orbital (i.e. the highest occupied molecular orbital (HOMO)-

n, where n is an integer) and HOMO electron density for the PA model, FA and TA. For 
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selected constrained (fixed ) conformations in the PBE0/6-31+G(d) scan, a single-point 

calculation with GAUSSIAN03 was used to generate a density file, which was then used 

to produce the molecular orbitals (MOs) isovalue surfaces of 0.02 au. The graphical 

interface used was GaussView 5229. 

5.2.4. Investigation of the Steric (Non-Bonded) Effects  
Within organic molecules that are typically used in pharmaceuticals, many of the atom-

atom distances are similar to intermolecular distances, although some are considerably 

shorter. The intramolecular steric interactions can be represented as the exp-6 atom-atom 

intermolecular parameters, which were derived by fitting to crystal structures and heats 

of sublimation of hydrocarbons, oxahydrocarbons, azahydrocarbons, chlorohydrocarbons 

and nitro compounds42. This provides the parameters for all intramolecular interactions 

involving C, N, O, Cl, and H, but the same parameters are used for all C and H atoms, 

whether aromatic or in the methyl or carboxylic acid groups, which is an approximation 

to the most force field, e.g. Sybyl typing230. This approximation is better justified for FA 

than for TA (Figure 5.1) because of the importance of distinguishing C in different 

chemical environments. That is, the chemical environment of aromatic C is different from 

that of methyl C. There is a polar hydrogen type HB, which was used for both polar 

hydrogens (H1 and H6 in Figure 5.1) because the intramolecular energy is expected to be 

insensitive to the interactions of the carboxylic acid group.  

Table 5.2: Gavezzotti’s exp-6 atom-atom parameters: E=Aexp(-BR)-CR-6.  is the well 

depth and Rm is the distance at the minimum41,231,232. Italics represent the hydrogen-

bonded interactions. aFrom the UNI intermolecular potential function of Mercury233.  

Interactions A/kJ mol-1 B/Å-1 C/kJ mol-1Å-6 /kJ mol-1 Rm/Å 

H∙∙∙H 24158.4 4.01 109.2 0.04 3.36 

H∙∙∙C 120792.1 4.10 472.8 0.21 3.29 

H∙∙∙N 228279.0 4.52 502.1 0.39 2.99 

H∙∙∙O 295432.2 4.82 439.3 0.51 2.80 

H∙∙∙Cl 292963.7 4.09 1167.3 0.50 3.30 

C∙∙∙C 226145.2 3.47 2418.4 0.39 3.89 

C∙∙∙N 491494.5 3.86 2790.7 0.84 3.50 

C∙∙∙O 393086.8 3.74 2681.9 0.67 3.61 

C∙∙∙Cl 390660.1 3.52 3861.8 0.67 3.83 

N∙∙∙O 268571.0 3.86 1523.0 0.46 3.50 

O∙∙∙O 195309.1 3.74 1334.7 0.33 3.61 

O∙∙∙Cl 338297.3 3.63 2782.4 0.58 3.72 

HB∙∙∙O (acids) 26416395.3 8.75 857.7 29.29 1.60 

HB∙∙∙N (-NH∙∙∙OH) 23867340.0a 7.78a 1577.4a 26.61 1.80 
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The Gavezzotti parameters used for FA and TA are given in Table 5.2. Although exp-

6 does not model the electrostatic contributions explicitly, some of the parameters have 

absorbed some electrostatic contributions during the fitting process. The energies were 

partitioned into repulsion (Aexp(-BR)) and dispersion (-C/R6) contributions.  

The extension of the exp-6 parameterization to hydrogen bonding interactions required 

potentials with a particularly deep well at the short hydrogen bonding distances to absorb 

the electrostatic interactions in hydrogen bonding231. The polar hydrogens were assumed 

not to have significant intermolecular interactions with any atoms other than the hydrogen 

bond acceptor interactions, which is a reasonable assumption for intermolecular 

interactions. The parameters for the H∙∙∙HB and C∙∙∙HB that were not determined by 

Gavezzotti may be important.  

Interactions that are three atoms or more apart from each other (i.e. 1-4 and above) were 

then investigated. The longest bond path for FA and TA is 1-11. The atom∙∙∙atom 

interactions that dominated the intramolecular contributions were analysed with the exp-

6 potential. For each fenamate molecule, interactions were classed as dominant if the 

difference between the minimum and maximum total energy (Erepul-dis) of the conformers 

was greater than or equal to 1 kJ mol-1. It is expected that some interactions in FA and 

TA will vary with conformations; however, a few interactions will have constant 

contribution (e.g. HB∙∙∙O (acid), an important intramolecular H-bond). The interactions 

with constant contributions are not classed as dominant interactions.  

5.3. Results  

5.3.1. Effect of Different Definitions of the Same Flexible Bond 
The N1-C8 rotatable bond can be defined in four ways: C7-N1-C8-C9, C7-N1-C8-C13, H6-

N1-C8-C9, and H6-N1-C8-C13 (Figure 5.1). The conformational energy profile of TA 

(Figure 5.8) is sensitive to the atoms used in defining the N1-C8 rotatable bond. For 

example, the intramolecular energy penalty at ξ= 0° for the C7 torsions (=C7-N1-C8-C9 

and 2=C7-N1-C8-C13) are approximately half that of the H6 torsions (3=H6-N1-C8-C9 and 

4=H6-N1-C8-C13) (Figure 5.8). The relaxation of the hydrogen atom (H6) was clearly 

playing a vital role in stabilizing the molecular conformation at ξ= 0°. There were some 

differences in intramolecular energy penalties as  approached 180° for the C7 torsions ( 

and 2 in Figure 5.8).  
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Figure 5.8: Relaxed scan of TA at the PBE0/6-31+G(d) level of theory with the different 

definitions of flexible N1-C8 bond (= C7-N1-C8-C9, 
2= C7-N1-C8-C13, 

3=H6-N1-C8-C9 

and 4= H6-N1-C8-C13) used as the constrained geometric parameter.  

The torsional barriers for TA are sensitive to the atoms used in defining the N1-C8 

rotatable bond (Table 5.3). The C7 torsional barriers (Group 2 of Table 5.3) are larger 

than the H6 torsional barriers (Group 2 of Table 5.3). For the C7 torsions, the H6 proton 

relaxes to maintain the intramolecular H-bond, while for the H6 torsions, the benzoic acid 

(including the C7 atom) deviates minimally to prevent deformation of aromatic ring and 

form better pyramidalization (Figure 5.7) at N1 for TA. These results show that the 

torsional barrier and conformational energy profile of TA (Figure 5.8 and Table 5.3) 

depend upon the selected 4 atoms that define the flexible torsion. 

Table 5.4 shows no correlation between shorter (stronger) intramolecular H-bond 

distances and smaller energy penalties. However, a closer inspection of the atom-atom 

distances between the H atom of the secondary amine and the H atom of the methyl group 

(Group 1 of Table 5.5) suggest that steric hindrance also contributes to the intramolecular 

energy because conformations with higher energy penalties correlate with shorter atom-

atom distances.  
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Table 5.3: Torsional barrier height of the relaxed conformational energy profiles in Figure 

5.8 for TA. 

 Torsion 
Barrier               Barrier relative to   

                      kJ mol-1 

Group 1 
 35.85 0 
2 35.72 -0.13 

Group 2 
3 24.53 -11.32 

4 31.48 -4.37 

 

Table 5.4: Comparison of intramolecular energies and hydrogen bond distances of TA for 

the near-planar conformer.  

 Torsion N-H∙∙∙O=C/Å ∆Eintra/kJ mol-1 

Group 1 

= 0° 
1.850 7.06 

2= 180° 
1.847 6.48 

Δ -0.003 -0.58 

Group 2 
3= 180° 1.880 15.74 

4= 0° 1.881 12.57 

 Δ 0.001 -3.17 

 3(180)-(0) 0.030 8.68 

Table 5.5: Comparison of the intramolecular energies and the N-H7∙∙∙HX-C14 bond 

distances of TA for the near-planar conformer, where HX-C14 is the methyl group. 

Group 1 
N-H7∙∙∙H10-C14      N-H7∙∙∙H11-C14     N-H7∙∙∙H12-C14 

 (Å) 

∆Eintra 

kJ mol-1 

= 0° 3.491 2.284 2.194 7.06 
2= 180° 3.486 2.272 2.199 6.48 

Δ -0.005 -0.012 0.005 -0.58 

Group 2     

3= 180° 3.358 2.135 2.090 15.74 

4= 0° 3.386 2.157 2.117 12.57 

∆ 0.028 0.022 0.027 -3.17 

3(180)-(0) -0.133 -0.149 -0.104 8.68 

 

5.3.2. Effect of Step Size on the Conformation Profile of Fenamate Molecule 
Given that conformational profiles depend on small correlated changes in atomic 

positions, I investigated the effect of step size on the conformational profiles. For FA, the 

conformation profile is unaffected by the small step size of 1 and 2 for the minima and 

maximum respectively (compare Figure 5.10 with Figure 5.11). Over all possible 

conformations of FA, the barrier to rotation is approximately 6 kJ mol-1 (see Figure 5.10 

and Figure 5.11).  

Although the phenyl ring of FA is symmetric, the rotation of this ring produces 

asymmetry conformational profiles around the maximum and minima points (Figure 

5.10). The slight asymmetry observed for the conformational profile of FA (Chapter 4) is 
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therefore not due to the small step size. These changes can be substantial; for example, 

the two minima for FA scan at =38.94° and 144.71° (Figure 5.10) correspond to 

conformations that differ by 0.61 Å in the 1-4 distance between the amide proton and C13 

(or C9), even though the minima only differ in energy by 1.88 x 10-3 kJ mol-1 (7.16 x 10-

7 au). Even the C8-C9 and C8-C13 aromatic bond lengths differ by 0.0037 Å for =0 or 

180°, but only by 0.0004 Å for =80° or 100°, with larger changes in the bonded 

hydrogen positions for FA. It is therefore clear that the molecular structure of the phenyl 

ring is not perfectly symmetric (Figure 5.9) and that it changes with torsion. 

  

Figure 5.9: Molecular conformation of the relaxed gas phase at PBE0/6-31+G(d) showing 

the bond lengths of the phenyl C-C bond (=180) of FA.   

For the definitive scans, full optimization was performed near each symmetry-

independent potential minimum with a step size of Δ=5°. The highly repulsive points 

for the substituted fenamates (TA and MA) were omitted due to the huge energy penalty 

as  approached 180° (section 4.3.1 and Figure 5.8).  
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Figure 5.10: Relaxed scans of FA at PBE0/6-31+G(d) with step sizes 2 and 1° around the 

maxima and minima respectively. The red circles indicate the starting points of the scans, 

while the arrows indicate the directions of the scans. 
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5.3.3. Conformational Energy Profile of the Fenamates 
The conformational profile for four fenamate molecules (Figure 5.11) shows that there 

are two distinct minima, which are only close in energy for the symmetric FA and R2-

substituted ClFA (Figure 5.1). The ClFA molecule has one global minimum at 148.38°, 

in addition to the local minimum at 35.86°, while FA has two global minima at 38.94° 

and 144.71° (Figure 5.11). There is one potential maximum that varies slightly between 

the molecules for the planar conformation (as drawn in Figure 5.1); there is a second 

maximum when the aromatic rings are approximately perpendicular; and there is a third 

where there is a significant steric clash for the R1-substituted fenamates TA and MA as 

the other planar conformation is approached. An analysis of the observed values of this 

torsion angle in experimental crystal structures containing the fenamate fragment shows 

that the observed angles were clustered around the two minima (Chapter 4, Figure 4.12), 

a finding that is consistent with the expectation that most molecules adopt low-energy 

conformations in crystal structures208. Hence, the two low-energy barriers, although only 

~5-9 kJ mol-1, clearly have a major effect on the crystal packing. Indeed, this 

conformational energy is very significant; it is large compared with most measured 

polymorphic energy differences, including those of TA, which cover less than 2 kJ mol-1 

(Chapter 4).   

 
Figure 5.11: Relaxed conformational scans at the PBE0/6-31+G(d) level of theory for the 

fenamates. The minima were at ξ=38.94° and 144.71° for FA, 40.63°, and 111.86° for 

TA, 44.08° and 110.48° for MA, and 35.86° and 148.38° for ClFA. 
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                                    (a)                                                               (b) 

 
       (c)                                                              (d)             

Figure 5.12: Relaxed conformational scans of fenamates (a) FA, (b) TA, (c) MA, and (d) 

ClFA at HF and PBE0 method with 6-31+G(d) basis set. These are contrasted with the 

single-point energies at the MP2/6-31+G(d) level and within a polarizable continuum 

model (PCM) with =3 for the PBE0/6-31+G(d) conformations. 

By testing the sensitivity of this conformational profile to the choice of ab initio method 

(Figure 5.12), it becomes clear that even obtaining a conformational profile that is in 

qualitative agreement with the profile derived from experimental crystal structures is 

sensitive to method. The SCF scan has only one minimum, as seen in Figure 5.12, at a 

conformation that was not observed in the crystal structures of fenamates (section 4.3.3, 

Figure 4.12). If the CSP study of Chapter 4 were based on a SCF conformational profile, 

the crystal structures generated for FA and TA would have been qualitatively incorrect. 

Therefore, it is essential that the ab initio methods include some description of the 

electron correlation that produces a maximum at around 90°. Although there is moderate 

agreement on the barriers to conformational change for TA and MA, it is notable that 

single-point MP2 calculations swap the relative energy positions of the two minima 

(Figure 5.12). The PBE0 calculations are in better agreement with the analysis of the 
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crystalline conformations of fenamate-like fragments with a substituent at C13 (Chapter 

4).  

The scans carried out within PCM with =3 showed a reduction in energy penalty 

around the energy maxima (ξ~90°) for all three fenamates (Figure 5.12). This reduction 

is more pronounced for TA and MA around the local minima (ξ~110°) than it is for FA. 

This finding suggests that the effect of solution or the crystalline environment, the method 

used for generating the final energy landscapes of FA and TA in Figure 4.14 of section 

4.3.6, does not qualitatively change the conformational profile. Hence, the clustering of 

observed torsion angles in fenamate crystal structures around the minima is not an artefact 

of the neglect of the environment (Figure 4.12 in section 4.3.3). The results shown in 

Figure 5.12 confirm that the definitive ab initio conformational profiles cannot be 

obtained. Nonetheless, the scans in Figure 5.11 are adequate for the purposes of this study.  

5.3.4. Rigid Versus Relaxed Scans of Fenamates 
To establish the importance of changes in the other torsion angles, bond angles, and 

bond lengths during the relaxed scans in Figure 5.11, the conformation scans were 

repeated for the three fenamates, starting with the fully optimized structure at the PBE0/6-

31+G(d) level of theory. Only torsion angle  was allowed to vary, which meant that each 

point had an identical conformation for all three ab initio methods (HF, MP2 and PBE0). 

The difference between rigid (solid lines in Figure 5.13) and relaxed (dotted line in Figure 

5.13) scans was very marked for all the fenamates, even in the lowest energy regions, 

where the changes in the benzoic acid ring and the intramolecular hydrogen bond were 

small. 
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Figure 5.13: Comparison of relaxed (solid) and rigid (dotted line) scan of FA (top), TA 

(middle) and MA (right). For the rigid scans, calculations were performed using HF, MP2, 

and PBE0 methods with 6-31+G(d) basis set as a function of torsion angle . The relaxed 

scans from Figure 5.11 were performed at the PBE0/6-31+G(d) level of theory. 
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 0° 80° 110° 

    

    

    

Figure 5.14: Overlay of relaxed (coloured by element, Figure 5.11) and rigid (red, Figure 

5.13) conformations of FA (top), TA (middle) and MA (bottom); overlaying the atoms 

defining the ξ torsion angle at the PBE0/6-31+G(d) level of theory.  

Figure 5.14 shows a comparison of the rigid and relaxed conformations at the repulsive 

barrier and the second minimum for FA, TA, and MA. For TA, the differences in the 

relaxed and rigid scan conformations are very marked around the energy maxima (Figure 

5.14, ξ=80°), even though these maxima are less than 7 kJ mol-1 in the relaxed scans 

(Figure 5.13). For FA, there is a significant change in the relative orientation of the 

benzoic acid group, changing the internal hydrogen bond around all maxima. The methyl 

torsion is clearly playing a role in reducing the energy penalty around the 90° maximum 

for TA and MA (Figure 5.14). Indeed, even for FA, the changes in the other 

conformational variables are vital to produce a low energy maximum at 90°, to the extent 

that it is not surprising that even the relaxed scans differed in this region, producing the 

slight asymmetry between the two minima (Figure 5.11).  

The contrast between the relaxed and rigid (Figure 5.13) scans and the corresponding 

conformations (Figure 5.14) confirm that the changes in the other conformational 

variables played a major role in lowering the conformational barriers, providing low 

values over a wide range of  angles, as implied by the crystallographic data (Chapter 4).   
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5.3.5. Splitting electronic from steric contributions to the barrier to rotation 

 
                                            (a)                                                              (b) 

 
                                           (c)                                                                (d) 

 
           (e)                                                              (f) 

Figure 5.15: The solid black lines show the relaxed torsional scans of planar-N-

constrained models for the phenyl rotation (Figure 5.6), where the benzoic acid group of 

FA has been replaced by (a) hydrogen atom (PA), (b) methyl, (c) vinyl and (d) prop-2-

enoic acid, and the hydrogen in the meta position of PA has been replaced by (e) chlorine, 

and (f) methyl using HF, PBE0 and MP2 methods with the 6-31+G(d) basis set.  Plots of 

(h/2)(1-cos(2)), where h is the height of the barrier of relaxed PBE0/6-31+G(d) scans, 

are shown in green.  For (c)-(f), the PBE0/6-31+G(d) relaxed scans of PA from (a) are 

shown in grey for comparison. In (a) and (b) a rigid scan at the PBE0/6-31+G(d) level of 

theory is shown by a dotted line. 



5.3 Results 

 

128 

To establish the importance of the intramolecular steric clashes, the rigid and relaxed 

scans were repeated with model molecules that replaced the benzoic acid group of FA 

with smaller fragments and the bonds around the nitrogen constrained to be planar (Figure 

5.6) in order to avoid the pyramidalization of the amine (Figure 5.7). The potential energy 

scan has a very large maximum at 90° for planar-N-constrained phenylamine (PA), 

approximately 6 times higher than the barrier in the fenamates (reflected in the scale 

change between Figure 5.15a and Figure 5.11). Replacing one constrained hydrogen with 

a methyl (Figure 5.6) produces a slightly larger barrier but very little asymmetry, strongly 

suggesting that this is an electronic effect of conjugation between the lone pair on the 

nitrogen and the aromatic ring.  

Adding a double bond to PA reduces the barrier to rotation by 11.10 kJ mol-1 (Figure 

5.15c). Adding a carboxylic acid that forms an intramolecular H-bond to the N-H group 

further reduces this barrier by almost 7 kJ mol-1 (Figure 5.15d). These observations imply 

that the conjugation of the benzoic acid ring of the fenamates contributed significantly to 

reducing the electronic barrier. The intramolecular hydrogen bond in this model molecule 

(Figure 5.15d) varies in length from 1.94 to 1.92 Å as  changes from 0 to 180°; by 

comparison, the FA hydrogen bond varies from 1.87 to 1.84 Å. Thus, it is evident that the 

intramolecular H-bonding in the fenamates reduces the electronic barrier. In contrast, 

substituting Cl and CH3 at the meta position of PA (Figure 5.15e and f) shows little change 

to the barrier height, with half-height (h/2) values of 3-chloroaniline (18.5 kJ mol-1) and 

3-methylaniline (17.8 kJ mol-1) representing only a small increase over that of PA (17.6 

kJ mol-1).  

The scans in Figures 5.15a, b, e, and f have no maxima at 0 or 180°, confirming that 

the steric clash between the aromatic C6-H and C13-R1 (Figure 5.1) of the phenyl ring is 

responsible for this maximum. These curves are very well reproduced by ((h/2)(1-

cos(2ξ)) where h is the potential maximum. As the nitrogen substituents (Figures 5.15c 

and d) get larger, there are signs of additional steric effects, particularly at the MP2 level, 

suggesting more changes in intramolecular dispersion. The difference between a rigid 

scan and a relaxed one is small (Figures 5.15a and b), and the differences in the curves 

according to the type of calculation are relatively minor compared with the qualitative 

differences between the HF and correlated methods for the fenamates (Figure 5.12). From 

contrasting the conformational scans of model molecules with minimal steric effects 

(Figure 5.15) with those of the fenamates (Figure 5.11), the overriding conclusion is that 

there is an electronic contribution to the torsional barrier at =90, which can be 
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represented by a (h/2)(1-cos(2ξ)) term, where h is the maximum energy from the 

electronic contribution.  

There is a dramatic change in the HOMO isosurfaces of the phenyl ring with torsion 

angle (Figure 5.16), which is remarkably similar between PA and the fenamates, FA and 

TA. This finding suggests that the electronic contribution observed for PA is fundamental 

to the fenamates. The destructive interference of the MOs at =90 (Figure 5.16 and 

Figure 5.17b) is the origin of the huge torsional barrier that is seen in each of the model 

molecules in Figure 5.15. The smaller torsional barriers after adding a double bond 

(Figure 5.15c) and acidic (Figure 5.15d) substituents to PA (Figure 5.15a) was a result of 

increased electron delocalisation (compare Figure 5.17a with Figure 5.17b). 

 0° 40° 90° 

        
                                   

 
 

 

 

 

  

 

Figure 5.16: The electron density surface of HOMO frontier orbitals for different 

conformations of PA (top), FA (middle) and TA (bottom) obtained from the PBE0/6-

31+G(d) level of theory. Contour map isovalues were drawn at a 0.02 au level. 

   

           

         

                    (a)                                           (b) 

Figure 5.17: Alternative HOMO isosurface view of (a) FA and (b) PA molecule at =90 

from Figure 5.16. 

My attempt at modelling delocalisation over the entire FA molecule even for the lowest 

occupied  orbital failed (Figure 5.18), which suggests that a completely flat model of 
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FA ( = 0) is unrealistic. This is because of the huge steric barrier (Figure 5.13) of a planar 

conformation and the linear combinations of atomic orbitals in many molecular orbitals 

are sensitive to conformation. The electronic effects are not well defined for TA i.e. no 

Figure 5.18 equivalent for TA due to the bulky substituent, hence excluded in the analysis. 

           

 
 

    

        

 

           

   

 = 0  = 40  = 90 

Figure 5.18: HOMO-10 (46 MOs) isosurface view of side (top) and front (bottom) FA 

molecule at =0, 40 and 90. 

The MOs’ picture can only give a qualitative guide to the electronic contribution 

because it is not possible to have an aromatic substitution at R2 or a methyl group 

substitution on C13 (as in MA and TA) without steric interactions. At present, 

independently investigating how the electronic barrier varies among the fenamates is not 

possible. However, it is clear from Figure 5.15 that whilst the benzoic acid substituents 

will have a dramatic effect on lowering the barrier, the meta-substitution of chlorine and 

methyl on the phenyl ring has a much smaller effect on the barrier. 

5.3.6. Estimating the Steric Contributions with an Atom-Atom Potential 
The steric effects of FA and TA can be analysed by using Gavezzotti’s parameters 

(Table 5.2) to produce a conformational profile (see Figure 5.19), which can then be 

subdivided into the repulsion (Aexp(−BRik)) and dispersion (−C/Rik
6) contributions. 

This subdivision (Figure 5.19) suggests that the repulsion terms dominate, producing 

maxima at 0 and 180° and minimum at 90°, a finding that is consistent with the 

supposition that these maxima occur because of steric clashes. However, the repulsions 

are severely overestimated. The dispersion contribution gives a maximum at ~90°, 

which is of the same order of magnitude as the ab initio maxima, particularly for FA. This 

confirms the observation from Figure 5.12 that electron correlation, the origin of 

dispersion interactions, makes a significant contribution to this maximum, supplementing 
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the electronic effect (c.f. Figure 5.15). The difference between TA and FA in Figure 5.19 

is consistent with the large dispersion interaction of the Cl substituent as well as the 

repulsion from the methyl substituent. 

 

 
Figure 5.19: Comparison of the ab initio (black) intramolecular energy scans at the 

PBE0/6-31+G(d) level of theory for FA (top) and TA (bottom) with Gavezzotti’s exp-6 

intramolecular energy models summed over all intramolecular atom-atom distances from 

the third nearest neighbour (1-4) and above. The net effect (purple) is subdivided into the 

repulsive (red), and dispersion (blue) contributions.  

5.3.7. Investigating the Important Interactions with Atom-Atom Potential  
For FA and TA, the dominant interactions involve C, H, and HB (Table 5.6), while the 

dominant interactions involving N and Cl (Table 5.7) were exclusive to TA. Although FA 

and TA have the N atom, only TA has the methyl substituent (N1∙∙∙C14
 f and N1∙∙∙H12

 f, 

Table 5.7). Of all the dominant interacting atoms for FA and TA, only Cl of TA interacts 

with atoms (methyl substituent) belonging to the same aromatic ring (dfC14∙∙∙Cl1,
 

dfCl1∙∙∙H10 and dfCl1∙∙∙H11, Table 5.7). These results confirm the observation that the 
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methyl substituent plays a role in reducing the energy penalty for TA (section 5.3.4, 

Figure 5.14).  

Table 5.6: Atom-atom interactions of FA that dominate the intramolecular energies as 

estimated using Gavezzotti’s exp-6 potential. The interaction is listed as dominant if the 

difference between the minimum and maximum total energy (Erepul-dis) is greater than or 

equal to 1 kJ mol-1.  

ati∙∙∙atk neigh Rik/kJ mol-1 Erepul/kJ mol-1 Edisp/kJ mol-1 Erepul-disp/kJ mol-1 

  min max(∆) min max(∆) Min max(∆) min max(∆) 

C7∙∙∙C9 4 3.07 3.71(0.64) 0.57 5.33(4.76) -2.89 -0.92(1.96) -0.35 2.45(2.80) 

C7∙∙∙C13 4 3.07 3.71(0.64) 0.57 5.32(4.75) -2.88 -0.92(1.96) -0.35 2.44(2.79) 

C6∙∙∙C9 5 3.10 4.43(1.33) 0.05 4.75(4.70) -2.70 -0.32(2.39) -0.39 2.05(2.43) 

C6∙∙∙C13 5 3.11 4.44(1.33) 0.05 4.68(4.63) -2.68 -0.32(2.36) -0.39 2.00(2.38) 

C6∙∙∙H7 6 2.52 4.88(2.36) 0.00 3.98(3.98) -1.86 -0.03(1.82) -0.21 2.12(2.33) 

C8∙∙∙H5 5 2.54 2.88(0.34) 0.89 3.57(2.68) -1.75 -0.83(0.92) 0.07 1.82(1.76) 

C9∙∙∙H5 6 2.57 4.16(1.59) 0.00 3.17(3.16) -1.63 -0.09(1.54) -0.20 1.54(1.74) 

H5∙∙∙H7 7 2.08 4.76(2.68) 0.00 5.78(5.78) -1.35 -0.01(1.34) -0.04 4.43(4.47) 

C13∙∙∙HB6 4 2.51 3.30(0.78) 0.16 4.03(3.87) -1.87 -0.37(1.51) -0.21 2.16(2.36) 

HB6∙∙∙H11 5 2.30 3.68(1.38) 0.01 2.40(2.39) -0.74 -0.04(0.70) -0.04 1.66(1.70) 

C6∙∙∙H8 4 2.89 3.10(0.20) 4.85 9.85(5.00) -4.12 -2.74 (1.38) 2.12 5.73(3.62) 

C6∙∙∙H11 6 2.52 4.88(2.37) 0.00 3.96(3.96) -1.85 -0.03(1.82) -0.20 2.11(2.31) 

C13∙∙∙H5 6 2.57 4.17(1.59) 0.00 3.14(3.14) -1.62 -0.09(1.53) -0.20 1.52(1.72) 

H5∙∙∙H11 7 2.09 4.76(2.67) 0.00 5.48(5.48) -1.30 -0.01(1.29) -0.04 4.18(4.22) 

C9∙∙∙HB6 4 2.51 3.30(0.79) 0.16 4.06(3.90) -1.88 -0.36(1.52) -0.21 2.18(2.38) 

HB6∙∙∙H7 5 2.30 3.69(1.39) 0.01 2.38(2.37) -0.74 -0.04(0.69) -0.04 1.64(1.69) 

 

Table 5.7: Atom-atom interactions of TA that dominate the intramolecular energies as 

estimated from Gavezzotti’s exp-6 potential. The interaction is listed as dominant if the 

difference between the minimum and maximum total energy (Erepul-dis) is greater than or 

equal to 1 kJ mol-1. dInteractions between atoms on the same aromatic ring. fInteractions 

involving the methyl substituent. 

ati∙∙∙atk neigh Rik/kJ mol-1 Erepul/kJ mol-1 Edisp/kJ mol-1 Erepul-disp/kJ mol-1 

  min max(∆) min max(∆) min max(∆) min max(∆) 

C7∙∙∙C9 4 3.02 3.61(0.59) 0.81 6.30(5.49) -3.17 -1.09(2.09) -0.28 3.13(3.40) 

C7∙∙∙C13 4 3.14 3.72(0.58) 0.56 4.17(3.61) -2.52 -0.91(1.61) -0.35 1.65(2.01) 

C6∙∙∙C9 5 3.08 4.12(1.04) 0.14 5.13(4.99) -2.82 -0.50(2.33) -0.39 2.31(2.69) 

C6∙∙∙C13 5 3.24 4.44(1.19) 0.05 2.92(2.87) -2.07 -0.32(1.76) -0.39 0.85(1.23) 

C6∙∙∙H7 6 2.48 4.45(1.97) 0.00 4.58(4.58) -2.02 -0.06(1.96) -0.20 2.56(2.76) 

C8∙∙∙H5 5 2.54 2.89(0.35) 0.86 3.63(2.77) -1.76 -0.81(0.95) 0.05 1.87(1.82) 

C9∙∙∙H5 6 2.60 3.69(1.09) 0.03 2.86(2.83) -1.54 -0.19(1.35) -0.21 1.32(1.53) 

H5∙∙∙H7 7 2.14 4.18(2.04) 0.00 4.51(4.50) -1.13 -0.02(1.11) -0.04 3.37(3.42) 

C13∙∙∙HB6 4 2.54 3.22(0.68) 0.22 3.64(3.41) -1.76 -0.43(1.34) -0.20 1.87(2.07) 

HB6∙∙∙H11
f 6 2.19 4.50(2.31) 0.00 3.64(3.64) -0.98 -0.01(0.96) -0.04 2.66(2.71) 

HB6∙∙∙H12
 f 6 2.28 3.15(0.87) 0.08 2.54(2.46) -0.77 -0.11(0.66) -0.03 1.77(1.80) 

C6∙∙∙C8 4 2.89 3.10(0.21) 4.85 9.95(5.11) -4.14 -2.73(1.41) 2.11 5.81(3.70) 

C6∙∙∙C14
 f 6 3.10 5.10(2.00) 0.00 4.82(4.82) -2.73 -0.14(2.59) -0.39 2.10(2.48) 

C7∙∙∙C14
 f 5 3.12 4.14(1.02) 0.13 4.55(4.42) -2.64 -0.48(2.16) -0.39 1.91(2.30) 

C7∙∙∙H12
 f 6 2.55 3.85(1.30) 0.02 3.44(3.42) -1.71 -0.14(1.56) -0.20 1.73(1.94) 

N1∙∙∙C14
 f 4 2.78 2.98(0.21) 4.87 10.81(5.94) -6.07 -3.95(2.12) 0.93 4.74(3.82) 

N1∙∙∙H12
 f 5 2.43 2.62(0.19) 1.62 3.85(2.22) -2.43 -1.54(0.88) 0.08 1.42(1.34) 

dfC14∙∙∙Cl1 4 3.04 3.11(0.07) 6.88 8.75(1.87) -4.88 -4.27(0.61) 2.61 3.87(1.26) 
fC14∙∙∙HB6 5 2.41 3.71(1.30) 0.03 6.18(6.15) -2.41 -0.18(2.23) -0.21 3.77(3.97) 
d,fCl1∙∙∙H10 5 2.57 3.24(0.68) 0.51 8.13(7.62) -4.10 -1.00(3.09) -0.49 4.04(4.53) 
dfCl1∙∙∙H11 5 2.69 3.74(1.05) 0.07 4.89(4.83) -3.08 -0.42(2.66) -0.50 1.81(2.31) 
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Analysis of which particular atom-atom interactions vary most with conformation 

(Table 5.6 and Table 5.7) reveals that intramolecular interactions involving the N-H 

proton, type HB, as well as certain aromatic and TA methyl protons, type H, vary strongly 

with conformation, as expected based on Figure 5.14. Therefore, the poorly determined 

parameters for HB and H strongly affect the energy profiles of Figure 5.19.  

5.4. Discussion: The Physical Origins of Torsional Potentials 
The torsional barriers for fenamates apart from  > 140  are smaller than for PA and 

ethane. For the fenamates, the difference in energy penalty arises from the high degree of 

conjugation between the two aromatic rings of the fenamates via ∙∙∙ overlap involving 

the lone pair of electrons of the N atom (Figure 5.16)234. This conjugation effect is absent 

for ethane and reduced for PA, because these have just one aromatic ring. It is clear that 

compared to PA, the barrier to rotation reduces as the model molecules tend toward two 

aromatic rings. These observations confirm that the delocalisation of electrons plays a 

role in the origin of the torsional barrier for fenamate molecules FA and TA. 

The maximum at  = 90 (Figure 5.15) is due to dispersion effects. The investigation 

of different methods for producing conformational profiles demonstrates the importance 

of accounting for correlation effects. For example, the HF method is hopeless for 

reproducing the correct conformation profiles around the minima for fenamate molecules 

FA, TA, MA and ClFA (Figure 5.12) because the method excludes the correction effects. 

Therefore, it is vital that methods of examining the conformational profiles include the 

correlation effects. This is most important in CSP, where accurate ranking of generated 

crystal structures depends upon accurately evaluating the energy penalty contribution to 

the total lattice energy (equation 5.1).    

Although the conformational profiles are dependent on specific atoms that define 

flexible torsion (Figure 5.8), the comparison of the rigid and relaxed scans shows the 

important role that the atomic positions of other atoms play (Figure 5.13 and Figure 5.14) 

during relaxation. For example, during the relaxation of TA, methyl rotation plays a role 

in reducing the energy penalty and barrier to rotation (section 5.3.4). The enormous 

difference between the relaxed and rigid conformational profiles (Figure 5.13) and their 

conformers (Figure 5.14) suggests that the atomic positions of most atoms in a molecule 

during relaxation are important. Consequently, we can conclude that the origin of the 

torsional barrier involves most atoms in a molecule.  

By analysing the low-energy torsional barriers in fenamates (Figure 5.11), it has 

become clear that larger organic molecules retain the contributions as identified for small-
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model molecules such as ethane. There is both an electronic and a steric component to 

these torsional barriers in fenamates. However, as the model molecules become larger, 

the effects of small correlated changes in the other bond angles and the dispersion 

contributions become very significant (Figure 5.15c and d). As the size of the molecule 

increases in both the number of atoms and the electron density, there is an increasing 

contribution to the torsional profile from the intra-molecular equivalent of the 

intermolecular dispersion.  

Separating the “through space” intramolecular dispersion from the other electron 

correlation effects—specifically those that contribute to the (h/2)(1-cos(2)) electronic 

barrier from “conjugation” or delocalization between the two aromatic rings—is unlikely 

to be meaningful when using an ab initio method that is still approaching the quantitative 

accuracy needed. 

5.5. Summary 
I could not use the definitive ab initio torsional potential for each fenamate, as the 

torsional potentials of organic molecules containing aromatic rings are very demanding 

of the electronic structure method used. However, PBE0 method and 6-31+G(d) basis set 

were sufficient to investigate the origin of the barrier to rotation for FA and TA.  

The analysis of the fenamates’ torsional potential reveals that, like the classical small-

molecule torsional potentials of ethane, there is both an electronic effect (loosely 

described as changes in MOs involving ∙∙∙ between the aromatic rings and the nitrogen 

lone pair destabilizing the non-planar conformations) and a steric effect from the variation 

in overlap of non-bonded atoms. For larger molecules like the fenamate molecules, the 

intramolecular dispersion and small changes in the other conformational variables also 

make significant contributions to the torsional profile. 

When the aromatic rings are perpendicular to each other, the destructive interference of 

MOs creates an intrinsic barrier. The two rings in fenamate molecules stabilise the 

expected high-energy barrier. A cos2 term accurately represents the torsional barrier of 

model molecules with minimal steric effects that have been constrained to prevent 

pyramidalization. Finally, this chapter showed that the torsional barriers for FA and TA 

depend on small correlated changes in degrees of freedom other than the most flexible 

torsion. We observed this by contrasting the conformations and their corresponding 

energies of rigid scans against relaxed scans for FA and TA. 

The origin of the torsional barrier of fenamates is therefore a combination of intrinsic 

intramolecular dispersion, electronic contribution and the steric repulsion. A new 
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analytical form for intramolecular energies (Chapter 6) of fenamates that is physically 

justified must incorporate these origins and account for small correlated changes among 

different conformations.  
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Chapter 6. Toward New Force fields for Fenamate Molecules 

“Avoid complexities. Make everything as simple as possible.”  

 — Henry Maudslay 

6.1. Introduction 

6.1.1. Background 
Force field methods (section 2.5) for calculating a system’s energy ignore electronic 

motions and instead calculate the system’s energy as a function of the nuclear positions 

alone63. Such force field methods are less computationally demanding than quantum 

mechanical calculations, but they cannot predict properties that depend upon a molecule’s 

electronic distribution. In addition, the limitations of electronic structure calculations, as 

discussed in Chapters 2 (section 2.7) and 4 (sections 4.3.8 and 4.3.9), suggest the need 

for a new analytical model that can combine the accuracy of electronic methods and the 

speed of force field methods. This chapter proposes a solution to this problem. 

In general, force field methods are based on two important components: (i) the 

functional form of the potential energy functions; and (ii) the parameterisation of these 

functions235,236. In Chapter 5, I investigated the first component, the origin of the torsional 

barrier for fenamate molecules. For small molecules that were constrained to have 

minimal steric clashes, the origin is mainly an electronic effect and can be expressed as a 

cos2ξ term. However, for larger molecules like fenamic (FA) and tolfenamic acids (TA), 

there are additional correlated changes, namely the repulsion and dispersion effects. 

Chapter 5, by investigating these contributions with an exp-6 term, dealt with the first 

component required for building a force field.  

The present chapter deals with the second component of force fields: re-

parameterisation. In this chapter, I will derive an analytical model for FA and TA (Figure 

6.1) by fitting the conformational profiles (Figure 5.11) to analytical expressions 

discussed in Chapter 5. One of the key conclusions of Chapter 5 was that definitive ab 

initio conformational energy scans could not be obtained. However, the ab initio scans at 

the PBE0/6-31+G(d) level of theory (Figure 5.11) are adequate for the purposes of 

creating a new analytical model. 
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Figure 6.1: The fenamate family, showing the low-barrier torsion angle (=C7-N1-C8-C9) 

and atomic numbering. =0 when the aromatic rings are coplanar as drawn. The 

fenamates mentioned in this chapter are fenamic acid (FA) R1= R2= H, tolfenamic acid 

(TA) R1= CH3, R2= Cl, mefenamic acid (MA) R1= R2= CH3, flufenamic acid (FFA) R1= 

H, R2= CF3 and clorofenamic acid (ClFA) R1=H, R2=Cl. The dotted line represents an 

intramolecular hydrogen bond. 

 
Figure 6.2: Relaxed conformational scans at the PBE0/6-31+G(d) level of theory for the 

fenamates from section 5.3.3. Fenamic acid (FA), tolfenamic acid (TA), mefenamic acid 

(MA), and chlorofenamic acid (ClFA).  

6.1.2. A Case for Modelling Decoupled Intramolecular Energy 
For challenging applications involving molecular recognition of pharmaceuticals, such 

as computer-aided drug design, the importance of an accurate balance of intermolecular 

and intramolecular forces cannot be overemphasized93. The success of CSP studies17,127 

(Chapters 3 and 4) and the limitations of current force field (section 2.5.4) and electronic 

structure methods (sections 2.7 and 4.3.9) suggest decoupling the models for the 

intermolecular forces from those for the intramolecular forces (i.e. conformational 
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changes) as a means of more accurately modelling force fields for pharmaceutical 

molecules should be attempted.  

6.1.3. Analytical Models of Intramolecular Energies 
Traditional force field modelling includes an explicit torsional term237 of the general 

form:  

where  defines the phase shift, and n the periodicity. For FA,  as defined in Figure 6.1 

requires that  = 0, and the near-symmetry dictates that n is an even integer. For 

substituted fenamates, odd values of n could contribute, although the conformational 

profile should be symmetric about  = 0.  

Non-bonded atom–atom interactions should be able to represent the intramolecular 

energies well if the origin of the conformational profile is predominantly steric (caused 

by the varying repulsion between the overlapping charge distributions of 1-4 atoms with 

). An exp-6 atom–atom model (Chapter 5) would be expected to give a better 

representation than a Lennard-Jones (R-12) model of the variation of the repulsion with 

distance, given the success of the overlap model in parameterizing intermolecular 

repulsion potentials238,239. Thus, a crude starting point for my investigation of the “non-

bonded” contribution to the torsion potential is the exp-6 atom–atom model potential with 

a parameterization that was developed for modelling the intermolecular forces between 

organic molecules in crystal structures42,231:  

where atoms i and k of atomic types  and  are separated by intramolecular distances Rik, 

calculated from the molecular conformation with torsion angle ξ. This functional form, 

with no assumed relationship between the like (and ) and unlike () interactions, 

means that the parameters (A, B and C) have at least partially absorbed the 

electrostatic effects in fitting. This chapter seeks to re-parameterize the equations of the 

origin of torsional potential (equations 6.1 and 6.2) in order to derive analytical models 

that accurately represent the conformational profiles of fenamic (FA) and tolfenamic 

acids (TA). 

6.1.4. Overview 
The goal of this chapter is to develop a generalizable method that uses a FORTRAN 

code to derive analytical models for the conformational profiles of FA and TA. This 
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chapter will investigate three analytical forms: the cosine series, rescaling repulsion and 

combined physical models. Each of these new analytical forms will have different 

parameters for intramolecular and intermolecular contributions. I will discuss the 

methodology of fitting analytical models to conformational profiles, and test the 

transferability properties of the combined physical models for FA and TA to other 

fenamate molecules (Figure 6.1).  

This chapter will show that the cosine series and rescaled repulsion models are 

inadequate for modelling the conformational energy profiles of fenamates. More 

importantly, this chapter will show that combining a cos2 term to represent the 

electronic barrier with an intramolecular atom–atom exp-6 repulsion-dispersion term for 

all atom pairs separated by three or more bonds (bond-paths ≥ 1-4) allows a very effective 

representation of the ab initio conformational energies.  

6.2. Methodology: Fitting Analytical Models to Conformational Profiles 
The only weighting applied to the conformational profiles of all the fenamate molecules 

(Figure 5.11 at the PBE0/6-31+G(d) level of theory) in this chapter was the restriction of 

conformational energies to 10 kJ mol-1 or below. This weighting was appropriate because 

this chapter does not seek to represent the steric barrier above 145° for TA (and MA) 

accurately. Hence, this chapter considers Np = 37 points for the FA and Np = 30 points for 

TA (and MA). Because the definition of the ab initio energies, Eab, are relative to the 

lowest energy conformation for each molecule, the analytical model’s energies, Emodel, 

were adjusted by a constant, Ebase, such that the lowest energy conformation of both the 

ab initio and analytical model were zero. The algorithms (Figure 6.3 and Figure 6.4) in 

this chapter fit a constant, c, that matched the overall conformational curves rather than 

the minima. As such, c differs from Ebase by a fraction of a kJ mol-1. The standard error, 

σintra, in Emodel was: 

where Np and Nk are the number of data points and fitted coefficients respectively. 

However, there were only Nk -1 physical parameters, as one (c ~ Ebase) served only to 

adjust the baseline. 

6.2.1. Torsional Potential Model 
The explicit torsional term (equation 6.1) can be simplified as the following cosine 

series:  
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where Nk and Np are the number of fitted coefficients and data points respectively. The 

intercept, c, is 0. Using the linear least squares method (section 2.6), the cosine series 

(equation 6.4) were fitted to the conformational profiles of FA and TA (Figure 5.11) to 

determine the unknown coefficients, k. Below is a flowchart of the cosine series 

algorithm (Figure 6.3). 

 
Figure 6.3: An algorithm showing the overview of modelling ab initio intramolecular 

energy using a cosine series potential. The source codes are included in the CD ROM 

attached to this thesis (see Appendix A). 

In the initialization step (step 1), the algorithm required the ab initio intramolecular 

energies and the inputs of their equivalent torsion angles,  (Figure 5.11). These inputs 

(generated from the ab initio scans reported in Chapter 5) were used to construct a 

regression model (step 2). The G02DDFE97 NAG subroutine (section 2.6.2) solved the 

resulting linear regression problem; that is, the unknown coefficients, k, were 

determined. Finally, the standard error, σintra, of the modelled intramolecular energy, 

Emodel (equation 6.3) was calculated. 
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6.2.2. Atom–Atom Model 
Due to the considerable correlation between the atom–atom coefficients, particularly 

the two repulsion parameters (A and B), it is difficult to vary both repulsion parameters 

simultaneously240,241. This section discusses the derivation of analytical atom–atom 

models for conformational profiles of FA and TA, as expressed in the algorithm shown 

in Figure 6.4. In particular, this section discusses the rescaling of selected repulsion (and 

dispersion) coefficients, which gives a linear model that contains (an appropriate cosine 

term and) a baseline constant c: 

 
Figure 6.4: An algorithm showing the modelling of ab initio intramolecular energy by a 

physical potential. The source codes are included in the CD ROM attached to this thesis 

(see Appendix A). 

This algorithm (Figure 6.4), which uses NAG129 library routines, shows the systematic 

comparison of how well various selections of linear parameters (, , and c) can 

represent the conformational profiles of fenamates. The algorithm first extracted the 

geometries and the corresponding intramolecular energies of the fenamate molecules, 

which were generated from ab initio calculations. These geometries were converted to an 

atomic type-friendly mol2 format (Sybyl typing230) using the Babel242 chemical toolbox. 

The other inputs are the starting values of Gavezzotti’s atom–atom exp-6 potential 

parameters41,231,232 (Table 5.2 of Chapter 5). The covalent 1-1 connectivity (from the mol2 

file) helped to distinguish the polar hydrogen, HB, from the non-polar hydrogen, H, 

atoms. The remaining atom–atom connectivity (i.e. nearest neighbour or bond-path) and 
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distances, Rik, within the molecule were determined using the H03ADF subroutine and 

the 1-1 connectivity. H03ADF subroutine evaluates the nearest neighbour by finding the 

shortest path between two atoms. 

Next, the atom-atom interactions were summed over all 1-4 atom-atom distances and 

higher bond-paths in the entire molecule (equation 6.5). The maximum bond-path was 1-

11 for all three fenamates, and most pharmaceutical molecules were sufficiently small 

that there was no need to define a summation limit in terms of intramolecular distance or 

bond-path length for a single molecule. The use of 1-4 distances as the shortest 

intramolecular interactions included in the atom–atom summation was traditional. 

Although, it should be noted that 1-3 interactions were used elsewhere, e.g. in the CSP 

code of GRACE where they have sometimes been found to be problematic, including the 

recent case of a bulky side group attached to an aromatic ring, which required specific 

scaling down13. The atom–atom formulation resulted in many virtually constant terms, 

such as the H∙∙∙H, C∙∙∙C, and H∙∙∙C contributions from within the aromatic rings. These 

terms contributed to the baseline energy, Ebase, defined as the minimum energy found in 

the scan with a specific parameterized model.  

 The atom–atom model involved far too many coefficients for all to be fitted 

independently to the ab initio data. In addition, many atom–atom distances did not change 

significantly with the torsion angle, as observed from investigating the atom–atom 

interaction that dominated the intermolecular contribution in Chapter 5. There were only 

16 and 21 dominant interactions out of 351 and 435 total atom–atom interactions for FA 

and TA. Therefore, only interactions that were classed as dominant were rescaled. The 

algorithm in Figure 6.4 determined the dominant interaction by using a cut-off value of 

one, i.e. Ecutoff = 1 kJ mol-1. The dominant atom–atom interactions for FA and TA were 

reported in Chapter 5 (Table 6.6 and Table 5.7), which are summarised in Table 6.1. If 

atom–atom interaction of a given type (∙∙∙) varied less than the Ecutoff (for example Cl∙∙∙O 

and O∙∙∙HB), then these parameters were not rescaled but may vary the contribution to 

Ebase. One notable observation was the significant interaction between atoms of the same 

aromatic ring for TA (Table 6.1d), which was absent in FA. 
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Table 6.1: Contrasting the atom–atom interactions of FA and TA that dominated the 

intramolecular energies, formed by combining Table 5.6 and Table 5.7 from Chapter 5. 

Interactions unique to FA and TA are coloured blue and red respectively. dInteractions 

between atoms of the same aromatic ring. fInteractions involving the methyl substituent. 

  FA TA FA TA 
ati∙∙∙atk neigh Rik/kJ mol-1 Rik/kJ mol-1 Erepul-disp/kJ mol-1 Erepul-disp/kJ mol-1 

  min max(∆) min max(∆) min max(∆) min max(∆) 
C∙∙∙C 

C7∙∙∙C9 4 3.07 3.71(0.64) 3.02 3.61(0.59) -0.35 2.45(2.80) -0.28 3.13(3.40) 

C7∙∙∙C13 4 3.07 3.71(0.64) 3.14 3.72(0.58) -0.35 2.44(2.79) -0.35 1.65(2.01) 

C6∙∙∙C9 5 3.10 4.43(1.33) 3.08 4.12(1.04) -0.39 2.05(2.43) -0.39 2.31(2.69) 

C6∙∙∙C8 4   2.89 3.10(0.21)   2.11 5.81(3.70) 

C6∙∙∙C13 5 3.11 4.44(1.33) 3.24 4.44(1.19) -0.39 2.00(2.38) -0.39 0.85(1.23) 
fC6∙∙∙C14 6   3.10 5.10(2.00)   -0.39 2.10(2.48) 
fC7∙∙∙C14 5   3.12 4.14(1.02)   -0.39 1.91(2.30) 

C∙∙∙H 
fC7∙∙∙H12 6   2.55 3.85(1.30)   -0.20 1.73(1.94) 

C6∙∙∙H7 6 2.52 4.88(2.36) 2.48 4.45(1.97) -0.21 2.12(2.33) -0.20 2.56(2.76) 

C6∙∙∙H8 4 2.89 3.10(0.20)   2.12 5.73(3.62)   
C6∙∙∙H11 6 2.52 4.88(2.37)   -0.20 2.11(2.31)   
C8∙∙∙H5 5 2.54 2.88(0.34) 2.54 2.89(0.35) 0.07 1.82(1.76) 0.05 1.87(1.82) 

C9∙∙∙H5 6 2.57 4.16(1.59) 2.60 3.69(1.09) -0.20 1.54(1.74) -0.21 1.32(1.53) 

C13∙∙∙H5 6 2.57 4.17(1.59)   -0.20 1.52(1.72)   
H∙∙∙H 

H5∙∙∙H7 7 2.08 4.76(2.68) 2.14 4.18(2.04) -0.04 4.43(4.47) -0.04 3.37(3.42) 

H5∙∙∙H11 7 2.09 4.76(2.67)   -0.04 4.18(4.22)   
C∙∙∙HB 

C13∙∙∙HB6 4 2.51 3.30(0.78) 2.54 3.22(0.68) -0.21 2.16(2.36) -0.20 1.87(2.07) 

C9∙∙∙HB6 4 2.51 3.30(0.79)   -0.21 2.18(2.38)   
C14∙∙∙HB6 5   2.41 3.71(1.30)   -0.21 3.77(3.97) 

HB∙∙∙H 

HB6∙∙∙H11 5 2.30 3.68(1.38)   -0.04 1.66(1.70)   
HB6∙∙∙H7 5 2.30 3.69(1.39)   -0.04 1.64(1.69)   

fHB6∙∙∙H11 6   2.19 4.50(2.31)   -0.04 2.66(2.71) 
fHB6∙∙∙H12 6   2.28 3.15(0.87)   -0.03 1.77(1.80) 

N∙∙∙C 
fN1∙∙∙C14 4   2.78 2.98(0.21)   0.93 4.74(3.82) 

N∙∙∙H 
fN1∙∙∙H12 5   2.43 2.62(0.19)   0.08 1.42(1.34) 

C∙∙∙Cl 
fC14∙∙∙Cl1 4   3.04 3.11(0.07)   2.61 3.87(1.26) 

Cl∙∙∙H 
dfCl1∙∙∙H10 5   2.57 3.24(0.68)   -0.49 4.04(4.53) 
dfCl1∙∙∙H11 5   2.69 3.74(1.05)   -0.50 1.81(2.31) 
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These atom–atom interactions were grouped into unique atom-type∙∙∙atom-type sets 

(∙∙∙). The algorithm then systematically fit different subsets of the ∙∙∙rescaling 

parameters using combination mathematics243. E.g., for interactions C∙∙∙H, C∙∙∙HB, and 

H∙∙∙HB, the following seven subsets of interactions were rescaled: 

1. C∙∙∙H or C∙∙∙HB or H∙∙∙HB 

2. C∙∙∙H and C∙∙∙HB or C∙∙∙H and H∙∙∙HB or C∙∙∙HB and H∙∙∙HB  

3. C∙∙∙H, C∙∙∙HB and H∙∙∙HB 

For each fit, the subroutine G02DDFE97 (section 2.6.2) calculated the Nk coefficients 

(, , c) being fitted, and minimized the residual sum of squares (RSS) using a 

general linear regression model244. Within the routine, a matrix decomposition process 

established whether a solution was unique, or whether the parameters were linearly 

dependent and therefore had no unique solution. Unless otherwise noted, all fits reported 

in this chapter had a unique solution. Finally, the standard error, intra, in the model’s 

intramolecular energy was calculated after adjusting the minimum to 0 kJ mol-1 (equation 

6.3). 

This chapter used the method discussed above to investigate two analytical models: 

(1) Rescaling only the repulsion contribution of the atom–atom exp-6 potential, i.e. 

equation 6.5 with  and  set at 0 and 1 respectively:  

(2) Rescaling all the parameters i.e. equation 6.5. 

6.3. Results  

6.3.1. Cosine Series Model  
The traditional cosine series expansion for a torsional potential (equation 6.4) must 

include cos4 to have the correct number of minima for the fenamates. Alone, this term 

gave a poor position of the minima for FA, and it was qualitatively wrong for TA (Figure 

6.5). A least squares fit that included the lower cosine terms (Nk=5, equation 6.4) gave a 

qualitatively reasonable representation (Figure 6.5), but further improvement is slowly 

converging (Figure 6.6). For FA, the fitting steadily improved in quality, particularly 

upon the addition of cos4n terms, where n are integers. For TA, the fitting became 

unstable after 21 terms even though there was no attempt to represent the large steric clash 

beyond 10 kJ mol-1. 

This result demonstrated that the cosine series was a fitting exercise and did not reflect 

the physics. It was effectively an exercise in modelling the relaxed scans by a functional 
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form that assumed the scan was rigid (i.e. only the torsion angle changed). This 

assumption is a crude approximation since rigid scans are different from relaxed scans 

(see Figure 5.13). Poor convergence of the cosine model expansion were also reported 

for biphenyl245, a dye which required 7 terms, while polynorbornene246 required 6 and 15 

terms for the meso and racemic dimer respectively.  

 

 

 
Figure 6.5: Comparison of the ab initio relaxed scan at the PBE0/6-31+G(d) level of 

theory with linearly fitted least square cosine series model for FA (top) and TA (bottom), 

with Nk=5 (red lines), the optimal cos4 terms (blue lines), and  Nk=21 (green lines, σintra 

=0.17 kJ mol-1 for FA and TA).  
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Figure 6.6: Plot of the standard error of the intramolecular energies against the number of 

cosine terms, Nk, for FA (top) and TA (bottom). The fit is ill-determined, i.e. there is no 

unique solution, for TA after Nk=21. 

6.3.2. Rescaled Repulsion Model 
From Chapter 5, it is clear that the repulsion contributions were severely overestimated 

for FA and TA with Gavezzotti’s exp-6 potential. Therefore, an alternative model is to 

rescale just the repulsion terms (i.e. fit selected in equation 6.6) as the intermolecular 

atom–atom model clearly overestimated the intramolecular steric effects (Figure 5.19). 

Rescaling just a few of Gavezzotti’s repulsion parameters, for example those involving 

the poorly parameterized H∙∙∙H interactions, resulted in a qualitatively good fit (Figure 

6.7), as shown by the results for fitting all combinations of repulsion parameters for FA 

(Table 6.2) and the summary in Table 6.3 of the 511 such fits for TA. Rescaling just two 

(C∙∙∙H and H∙∙∙H) repulsion contributions for FA and five (C∙∙∙H, C∙∙∙HB, C∙∙∙N, H∙∙∙H and 

H∙∙∙HB) for TA produced a model that reproduced the torsional profile well (Figure 6.7). 
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Figure 6.7: Comparison of the relative energies from ab initio calculations (solid black 

lines) of FA (top) and TA (bottom) with selected best-fit exp-6 rescaled repulsion models. 

For FA, the selected Nk=3 intra=0.32 kJ mol-1 model had βC-H=-4.53, βH-H=2.70, and 

Ebase=-5.06, while the Nk =4 intra=0.27 kJ mol-1 model had βCH=-4.46, βH-H=2.10, βH-

HB=2.57, and Ebase=-8.75. For TA, the selected Nk=6 (intra=0.34 kJ mol-1) and 10 

(intra=0.22 kJ mol-1) parameter fits are shown bold in Table 6.3. 

The rescaling of the C∙∙∙N interaction seemed particularly critical for TA (Table 6.3), 

which can be attributed to the importance of the C(methyl)∙∙∙N interaction in describing 

the steric clash involving the methyl group (Figure 5.14). However, many of the fitted 

rescaling parameters were negative (which suggested that the exponential steric 

repulsion had become attractive. Thus, again, this appeared to be a fitting exercise, so that 

exponential terms were reducing the over-estimate of the barrier at 90 by the 

intermolecular dispersion parameters (Figure 5.19). 
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Table 6.2: Complete set of results after rescaling Nk (repulsion contributions, , and 

baseline energy, Ebase) parameters of various interacting atomic types for FA. 

 ικ  Ebase         σintra 
kJ mol-1

 Nk C -C C -H C -HB H -H H -HB 
2 - -2.26 - - - 4.37 1.68 
2 - - -1.48 - - 10.76 2.84 
2 - - - -0.88 - 22.15 2.87 
2 - - - - -4.23 35.79 2.99 
2 -3.32 - - - - -399.48 4.51 
3 - -4.53 - 2.69 - -5.06 0.32 
3 - -4.28 - - 5.39 -15.11 0.32 
3 -2.10 -2.17 - - - -310.11 0.36 
3 - -5.23 3.65 - - 2.78 0.4 
3 -5.23 - -1.73 - - -626.22 0.45 
3 -6.21 - - -1.24 - -713.56 0.65 
3 -6.66 - - - -5.49 -743.17 0.66 
3 - - -9.91 - 20.82 -75.37 1.27 
3 - - -9.09 7.22 - -22.78 1.74 
3 - - - -7.38 19.72 -25.77 2.47 
4 - -4.46 - 2.10 2.57 -8.75 0.27 
4 - -4.67 1.44 2.43 - -3.88 0.3 
4 0.79 -4.38 - 2.58 - -25.57 0.32 
4 0.41 -3.90 - - 4.59 -71.01 0.32 
4 - -4.32 1.09 - 5.25 -14.56 0.33 
4 -1.73 -2.54 1.33 - - -272.52 0.37 
4 -4.58 - -2.96 - 3.94 -572.20 0.4 
4 -5.07 - -2.18 1.37 - -611.33 0.45 
4 -6.39 - - -0.35 -1.57 -725.71 0.64 
4 - - -9.58 0.06 22.75 -78.93 1.25 
5 1.30 -4.67 - 2.18 2.78 20.69 0.28 
5 - -4.48 1.04 2.10 2.51 -8.49 0.28 
5 2.36 -5.91 2.18 2.70 - 132.31 0.29 
5 -0.16 -3.27 0.37 - 4.81 -129.63 0.31 
5 -4.56 - -2.84 0.61 4.79 -572.09 0.39 
6 2.08 -5.50 1.70 2.37 2.25 100.68 0.28 

 

Table 6.3: Summary table of the best results after rescaling Nk (repulsion contributions, 

, and baseline energy, Ebase) parameters of various interacting atomic types for TA. 

 βικ  Ebase         σintra 
kJ mol-1 Nk C-C C-Cl C-H C-HB Cl-H C-N H-H H-HB H-N 

2 - 9.09 - - - - - - - 112.81 1.30 
3 -0.08 - - - - -2.99 - - - -135.47 0.93 
4 - - - - 7.51 -2.69 - - 14.54 117.47 0.87 
5 - - -2.79 6.22 - -4.64 - -5.49 - -54.29 0.51 
6 - - -3.06 4.72 - -4.47 4.26 -5.29 - -52.79 0.34 
7 - - -3.92 4.72 - -4.87 5.32 -6.11 -0.54 -76.90 0.25 
8 - 5.03 -3.59 3.87 2.65 -3.40 5.81 -5.70 - 3.00 0.22 
9 - 5.31 -3.43 3.55 3.18 -3.27 5.96 -5.39 1.90 17.48 0.21 

10 0.84 5.41 -3.19 3.30 3.47 -3.31 6.11 -5.27 2.19 6.81 0.22 
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6.3.3. Combined Physical Model 
Assuming a model that both describes the electronic effects and allows rescaling of the 

atom–atom interactions: 

Then there is a huge number of ways for finding a satisfactory fitting of the data. The 

rescaling of the three contributions in equation 6.7 is physically justified since:  

(1) The α term represents the electronic barrier that arises from the conjugation of 

benzoic acid rings (section 5.3.5). 

(2) The  rescale term is necessary due to the overestimation of the repulsion 

contribution (section 5.3.6). 

(3) The  rescale term accounts for electron correlation i.e. dispersion. Section 2.7.5 

emphasised the importance of the dispersion term, while section 5.3.3 showed the 

consequence of ignoring the electron correlation e.g. HF method.    

Cases where  and  > 0 retained the repulsive and attractive (dispersion) nature i.e. 

repulsion did not become attraction and vice versa. It was also required that  was less 

than zero ( < 0) to give a maximum around =90°, corresponding to conjugation (Figure 

5.15). Table 6.4 contains all the fits to FA, which have the physically correct sign for all 

parameters and the full set of results for fitting up to 12 parameters (including the baseline 

estimate, Ebase, as given in Table 6.5). This shows that fitting  and only rescaling a few 

atom–atom interactions gives a qualitatively accurate fit (Figure 6.9). It is notable that the 

parameters involving H and HB usually needed the greatest rescaling, a finding that is 

consistent with the fact that HB parameters were not fitted in the intermolecular potential 

model. In addition, the intermolecular parameterization of H∙∙∙H is a notable exception in 

that its minimum is very shallow (Figure 6.8) and is not sharply defined, being repulsive 

for a wide range of intermolecular H∙∙∙H distances42. Furthermore, there is a huge 

difference between other polar H (HB) interactions and H∙∙∙H interactions; therefore, it is 

not surprising that the interactions that involve HB atoms required the greatest rescaling.  

Table 6.4: All fits obtained for FA with the physically correct sign for the repulsion, , 

and dispersion, , and electronic   parameters. 
 βικ γικ  α         Ebase         σintra 

kJ mol-1 Nk C-C C-H C-HB H-H H-HB C-C C-H C-HB H-H H-HB 

6 - - 8.01 10.74 - - - 16.54 58.00 - -3.39 -123.83 0.26 

6 - 0.28 - - 11.09 - 7.83 - - 34.79 -1.17 -75.49 0.28 

4 - - - 11.08 - - - - 50.03 - -3.91 -59.26 0.33 

4 - 6.19 - - - - 20.82 - - - -1.57 -180.49 0.36 

4 - - - - 34.67 - - - - 136.98 -5.30 -12.46 0.57 

4 - - 36.30 - - - - 110.38 - - -9.45 -334.66 0.76 
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Figure 6.8: Gavezzotti exp-6 potential for all atom–atom interactions in fenamates, 

displayed in two different energy scales. The parameters are from Chapter 5 (Table 5.2)  

Although virtually perfect fits can be obtained (Table 6.5), the variation in the fitted 

parameters is significant given the exponential sensitivity of the repulsion to changes in 

atom–atom distances. These could be substantial: for example, the lack of symmetry for 

the FA torsional scan where the two minima were found at =38.94° and 144.71°, though 

only differing in energy by 1.88 x 10-3 kJ mol-1 (7.16 x 10-7 au), corresponded to a change 

of 0.61 Å in the 1-4 interaction between the amide proton and C13 or C9. Even the C8-C9 

and C8-C13 aromatic bond lengths differed by 0.0037 Å for =0 or 180°, but only by 

0.0004 Å for =80° or 100°, with larger changes in the bonded hydrogen positions for 

FA. Hence, the systematic consideration of all combinations of sets of parameters that 

could be meaningfully fitted, and the resulting coefficients, only provided a qualitative 

guide to which of the atom–atom interactions dominated the intramolecular energy 

(Chapter 5, Table 6.6) and were most critical. 
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Table 6.5: The rescale parameters for the repulsion, ικ, dispersion, ικ, and electronic, , contributions of 

the physical exp-6 and cos2 model for all possible combinations of atom type interactions C∙∙∙C, C∙∙∙H, 

C∙∙∙HB, H∙∙∙H and H∙∙∙HB for FA. Nk are the number of fitted rescale parameters, ικ and ικ, and the baseline 

energy, Ebase.  
 ικ ικ  α         Ebase         σintra 

kJ mol-1 Nk C-C C-H C-HB H-H H-HB C-C C-H C-HB H-H H-HB 

4 - - - 11.08 - - - - 50.03 - -3.91 -59.26 0.33 

4 - 6.19 - - - - 20.82 - - - -1.57 -180.49 0.36 
4 -7.97 - - - - -15.08 - - - - -2.72 -105.30 0.45 

4 - - - - 34.67 - - - - 136.98 -5.30 -12.46 0.57 

4 - - 36.30 - - - - 110.38 - - -9.45 -334.66 0.76 

6 -3.66 4.61 - - - -10.53 14.77 - - - -0.80 -37.68 0.10 
6 -4.36 - - 6.10 - -7.64 - - 29.66 - -1.14 -158.33 0.12 

6 -8.52 - -1.88 - - -12.27 - -2.29 - - 0.55 -306.21 0.17 

6 -6.00 - - - 11.35 -8.62 - - - 54.15 -1.43 -235.13 0.18 
6 - -1.03 14.76 - - - 5.74 40.73 - - -2.20 -173.85 0.23 

6 - - - 12.08 -1.82 - - - 65.37 -29.18 -2.08 -95.76 0.24 

6 - -2.55 - 6.19 - - 0.13 - 20.48 - -2.16 -15.13 0.25 
6 - - 8.01 10.74 - - - 16.54 58.00 - -3.39 -123.83 0.26 

6 - 0.28 - - 11.09 - 7.83 - - 34.79 -1.17 -75.49 0.28 

6 - - -13.26 - 65.19 - - -69.60 - 328.79 -5.39 244.22 0.36 

8 -2.75 3.51 - - 2.71 -9.35 13.44 - - 4.12 -0.75 5.34 0.08 

8 -2.36 4.14 - -1.57 - -10.78 18.76 - -17.19 - -0.76 93.74 0.09 

8 -3.73 - - 6.26 3.34 -6.81 - - 34.75 2.22 -0.66 -152.08 0.09 

8 -4.93 5.51 -1.89 - - -12.18 15.30 -6.42 - - -0.47 -64.99 0.10 
8 -5.30 - -7.37 7.25 - -10.54 - -24.17 32.67 - -0.44 -33.45 0.10 

8 -6.98 - -16.55 - 30.47 -12.63 - -60.95 - 147.74 0.12 58.42 0.13 

8 - -4.19 5.20 11.95 - - -8.46 6.91 60.39 - -2.46 -9.95 0.19 
8 - - 18.43 11.85 -16.77 - - 58.81 72.51 -111.25 -1.96 -303.53 0.19 

8 - -0.89 26.97 - -31.96 - 9.52 96.22 - -180.54 -0.82 -404.33 0.21 

8 - -4.45 - 15.41 -10.16 - -9.70 - 77.19 -63.85 -1.66 -7.70 0.21 

10 -4.45 6.86 -5.55 -5.41 - -15.77 26.64 -14.89 -41.79 - 0.17 137.52 0.05 
10 -5.24 4.69 -7.40 - 9.53 -12.47 12.57 -24.81 - 38.80 -0.22 -0.75 0.07 

10 -3.20 4.65 - -0.26 5.93 -9.77 15.32 - -3.49 17.63 -0.64 -34.03 0.08 

10 -5.98 - -14.29 4.55 18.04 -11.88 - -51.12 18.25 86.95 -0.25 69.86 0.09 
10 - 1.66 27.17 6.71 -29.44 - 7.88 93.84 43.50 -178.54 -1.13 -447.69 0.14 

12 -3.83 7.09 -1.55 -5.70 -4.47 -14.98 28.35 -0.35 -42.60 -29.03 0.18 97.08 0.06 



  

    

1
5
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Table 6.6: The rescale parameters for the repulsion, ικ, dispersion, ικ, and electronic, , contributions of the physical exp-6 and cos2 model for all possible combinations of atom 

type interactions C∙∙∙C, C∙∙∙Cl, C∙∙∙H, C∙∙∙HB, Cl∙∙∙H, C∙∙∙N, H∙∙∙H and H∙∙∙HB for TA. Nk are the number of fitted rescale parameters and Ebase is the baseline energy. g,hThe parameters 

used in Figure 6.9b and ifor testing transferability in Figure 6.10b and Figure 6.11. 
 ικ ικ α         Ebase         σintra 

kJ mol-1 Nk C-C C-Cl C-H C-HB Cl-H C-N H-H H-HB H-N C-C C-Cl C-H C-HB Cl-H C-N H-H H-HB H-N 

4 - 10.19 - - - - - - - - 5.93 - - - - - - - -1.35 86.90 1.08 

4 - - - - - 9.30 - - - - - - - - 29.01 - - - -5.30 -248.91 1.11 

4 - - - - - - - - 18.39 - - - - - - - - 51.01 -2.93 -141.15 1.49 
4 - - - - - - - 8.61 - - - - - - - - 38.84 - -2.54 20.58 1.65 

4 - - - 3.03 - - - - - - - - 11.02 - - - - - -1.67 -11.33 1.68 

4 1.81 - - - - - - - - 0.95 - - - - - - - - -7.61 132.28 1.93 

6 - - - - - 22.37 1.73 - - - - - - - 65.17 18.10 - - -1.35 -636.04 0.49 
6 - 4.84 - - - 19.74 - - - - 41.73 - - - 71.86 - - - -8.48 -994.38 0.67 

6 - - 15.60 - - - 18.56 - - - - 8.17 - - - 119.67 - - -13.11 -86.78 0.77 

6 - - - - 9.67 21.71 - - - - - - - 44.31 69.77 - - - -1.67 -891.72 0.78 
6 6.59 - - - - 44.09 - - - 9.55 - - - - 123.97 - - - -16.02 -993.38 1.02 

6 - - - - - - 6.04 - 22.88 - - - - - - 20.12 - 75.06 -6.74 -276.19 1.20 
g8 - 19.33 - 5.67 - 21.65 - - - - 72.89 - 22.07 - 69.76 - - - -1.02 -1141.80 0.15 

8 - - - - 19.57 30.68 - 4.98 - - - - - 81.30 96.34 - 26.47 - -0.96 -1337.67 0.16 
8 - 16.18 - - - 28.74 - 6.76 - - 62.63 - - - 89.52 - 37.54 - -3.61 -1196.16 0.23 

8 - 0.38 - - - 24.51 1.33 - - - 11.39 - - - 75.74 15.28 - - -3.20 -836.84 0.28 

8 - - 10.15 8.01 - - 5.05 - - - - 0.83 4.37 - - 111.23 - - -9.62 -41.65 0.37 
8 - - - - 6.34 26.50 0.27 - - - - - - 20.75 79.27 11.06 - - -3.13 -862.12 0.41 

8 - - - - - 22.11 1.27 3.67 - - - - - - 63.26 18.98 12.48 - -0.09 -623.50 0.47 

8 - - 1.56 - - 23.56 1.05 - - - - 1.89 - - 68.73 15.61 - - -1.78 -675.59 0.51 
8 - - 14.22 - - - 11.94 12.25 - - - 11.18 - - - 86.25 53.31 - -6.21 -143.14 0.63 

8 - - 7.68 - - - 14.97 - 13.53 - - 2.21 - - - 81.54 - 27.30 -4.36 -93.01 0.71 
h10 - 10.49 - - 26.00 27.31 - 6.79 - - 3.66 - - 91.02 81.40 - 38.89 - -4.26 -1122.47 0.08 

10 - - 1.35 - 8.53 21.73 - 4.26 - - - 4.04 - 27.24 68.67 - 24.76 - -1.93 -837.10 0.09 
10 - 8.53 - - - 23.86 2.27 5.83 - - 37.42 - - - 74.31 12.38 29.41 - -2.22 -946.94 0.10 

10 - - - - 14.65 27.85 0.89 5.42 - - - - - 57.88 85.69 7.20 25.68 - -1.07 -1121.06 0.11 

10 - 11.43 1.94 4.57 - 20.86 - - - - 48.33 3.41 18.29 - 67.62 - - - -0.96 -1026.46 0.16 
10 0.50 - - - 17.63 26.92 - 4.96 - 0.85 - - - 70.84 86.15 - 27.44 - -0.32 -1234.24 0.18 
i10 - - 1.80 - - 20.79 - 6.04 0.89 - - 6.27 - - 61.76 - 35.44 8.83 -0.51 -719.71 0.26 

10 - - 4.13 5.06 - 13.34 0.18 - - - - 4.73 11.46 - 40.10 25.32 - - -0.67 -483.08 0.31 
10 3.14 - 9.45 11.22 - - 5.35 - - 5.31 - 1.10 18.33 - - 100.29 - - -9.66 -95.28 0.32 

10 - 11.60 7.43 9.25 - - 3.65 - - - 27.57 0.57 15.32 - - 80.17 - - -4.87 -171.28 0.36 

12 - - - 0.93 13.21 28.31 3.14 - 15.19 - - - 5.69 41.86 82.38 9.41 - 38.12 -4.14 -1109.66 0.07 

12 - 7.09 - 2.53 17.21 26.53 - - 9.03 - 11.98 - 10.91 55.30 79.56 - - 17.92 -3.50 -1111.02 0.08 
12 - - 2.37 1.37 10.32 23.50 - - 7.00 - - 4.32 7.02 27.19 72.55 - - 10.37 -3.51 -885.68 0.08 

12 - - 4.25 - 8.43 22.74 0.65 6.56 - - - 5.88 - 24.15 69.38 13.56 31.01 - -4.40 -840.12 0.08 

12 - - 0.46 - - 20.81 5.36 2.74 13.91 - - 3.44 - - 57.22 13.60 23.19 50.07 -2.45 -780.93 0.27 

14 - - 3.84 2.14 8.86 20.10 1.90 - 8.05 - - 4.56 6.90 20.56 61.36 16.35 - 14.62 -5.32 -764.72 0.08 
14 - - 2.49 0.12 9.54 24.42 - 3.16 4.10 - - 4.57 2.14 24.39 75.63 - 12.79 2.09 -3.60 -861.83 0.09 
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Figure 6.9: Comparison of the relative energies from ab initio calculations (solid black 

lines) of FA (top) and TA (bottom) with selected physical models. For FA, the selected 

Nk=6 intra=0.26 kJ mol-1 model has βC-HB =8.01, γC-HB =16.54, βH-H =10.74, γH-H =58, α=-

3.39, and Ebase=-123.83, whilst the Nk =6 intra=0.28 kJ mol-1  model has β C-H =0.28, γ C-

H =7.83, β H-HB = 11.09, γ H-HB =34.79,  α=-1.17, and Ebase=-75.49. For TA, parameters for 

the selected Nk=8 (intra=0.15 kJ mol-1) and 10 (intra=0.08 kJ mol-1) are in g,hTable 6.6. 

In contrast to FA, TA (Table 6.6) gave a qualitatively accurate fit only when at least 

three types of atom–atom parameters were rescaled (Nk=8), including C∙∙∙N, as shown in 

Figure 6.9. The relaxed scans were sensitive to a large number of atom–atom distances, 

so that the 5 change in  did not necessarily give a smooth curve between the analytical 

values. This was because of the differences in the molecular relaxation and resulting 

atom–atom distances, not the step size, because Figure 5.10 of Chapter 5 showed that 

smaller step size for FA produced a smooth but asymmetric ab initio energy-curve. All 

the fits with the physically correct parameters were unique solutions (section 2.6.2).  
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Depending on which atomic types were being fitted, there were some variations in the 

parameters for a given atom–atom interaction. I noticed that for TA (Table 6.6), the C∙∙∙N 

parameters consistently needed to be drastically rescaled, reflecting the importance of the 

methyl carbon (R1=CH3, Figure 6.1) in the conformational profile of TA. Indeed, TA 

differed from FA in having many more intramolecular atom–atom distances that changed 

significantly within the range = 0 to 145, including some within the same aromatic ring, 

such as the methyl–chloro interactions (Table 6.1 or compare Table 5.6 with Table 5.7 in 

Chapter 5). Day6 also observed that pyramidalizations of atoms (e.g. the nitrogen atom in 

an amine group) significantly affect the intramolecular parameters. 

By following the procedure described in the methodology (section 6.2.2), I obtained a 

variety of analytical models of the form of equation 6.7 that could reproduce the torsional 

profiles of FA and TA with a high degree of accuracy, despite the significant variation in 

many atom–atom distances during the relaxed torsional scans. However, the analytical 

model had a maximum number of parameters for FA and TA (12 and 22, respectively), 

with 5 (plus 1) atomic types: C, H, N, O, HB (plus Cl), when considering atomic-

type∙∙∙atomic-type interaction that contributed significantly to energy changes with 

conformation. Fitting too many parameters led to models where some of the fitted 

parameters had the wrong sign for their physical interpretation, and some of these fits for 

TA showed a linear dependence between the parameters (i.e. the fitted parameters were 

not unique, section 2.6.2). Nonetheless, the ease with which this physically justified model 

(equation 6.7) could reproduce the conformational dependence of FA and TA shows that 

this approach to modelling the intramolecular energies of fenamates is promising.  

6.3.4. Transferability  
A further investigation of the physical reasonableness of the atom–atom plus electronic 

functional form (equation 6.7) is to test whether the models transfer to related molecules. 

The difference between the energy scans when the substituents are far from the varying 

torsion angle, for example, the change of H to Cl atom i.e. from FA to ClFA or between 

TA and MA (Figure 5.11), should not change the main steric interactions, and should only 

have a small effect on the electronic term (Figure 5.15e and f).  

Transferring a set of parameters fitted to FA, and adding Gavezzotti’s Cl parameters 

did indeed (Figure 6.10) give some of the asymmetry in the well depths seen for ClFA 

and the higher central barrier, as compared to FA (Figure 5.11), when the electronic term, 

, was fitted. Similarly, a set of parameters fitted to TA could reproduce the lower barrier 

at = 90 and higher barrier at = 0 in MA (Figure 6.10b), despite the fact that the 
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conformational relaxation of the methyl–methyl interaction was somewhat different from 

that of the methyl-chloro geometry (Figure 5.13). 

 

 
Figure 6.10: Comparison of the relative energies from ab initio calculations (solid black 

lines) with models using transferred βικ and γικ parameters from FA and TA (dotted grey 

plots) to ClFA (top) and MA (bottom) respectively. The red curve has only had the 

baseline adjusted, whereas the blue curve had the  parameter refitted to ClFA or MA 

respectively. The transferred FA parameters are those Nk=6, fit=0.28 kJ mol-1 in Figure 

6.9, while those of TA Nk= 10 fit= =0.26 kJ mol-1 are shown in iTable 6.6.  

A more stringent test would be to apply the same TA parameters to FA and ClFA; 

which gave qualitatively correct results around the minima (Figure 6.11) and the steric 

barriers at 0 and 180. However, the barrier height around 90 would remain similar to 

that in TA, and this underestimation would be only partially corrected by refitting the 

cos(2) term. Given the limitations in the parameter optimization, the qualitative 
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accuracy is promising. In particular, the poorer transferability may be attributable to the 

fact that the fitting of parameters for C and H interactions in TA was modelling both the 

aromatic and methyl atoms, and the methyl∙∙∙N interaction was critical in fitting the 

parameters to the TA profile.  

 
Figure 6.11: Comparison of the relative energies from ab initio calculations (solid black 

lines) with models using βικ and γικ parameters transferred from TA (dotted grey plots) to 

(a) FA and (b) ClFA. The red curve has only had the baseline adjusted, whereas the blue 

curve has the  parameter refitted to FA or ClFA respectively. The transferred TA 

parameters are those of Nk= 10 fit= 0.26 kJ mol-1, as shown in iTable 6.6.  
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6.4. Summary 
Neither the cosine terms nor the analytical models that rescaled overestimated repulsion 

contributions were adequate for modelling the conformational profile of fenamates. 

However, a physically justified model—one that combined a cos2 term with an 

intramolecular exp-6 atom–atom term for all atom pairs separated by three or more bonds 

(1-4 and above)—allowed for a very effective representation of the ab initio 

conformational energies. In this chapter, I successfully fitted conformational profiles of 

FA and TA to the cos2 plus exp-6 model. This success suggests that the separation of 

intramolecular and intermolecular forces is a promising new method for discovering force 

fields that are more accurate, which could in turn pave the way for modelling the 

condensed phases of pharmaceutical-like organic molecules. Considering a wide range of 

molecules and bigger dataset could improve the transferability of this physical model. 
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Chapter 7. Conclusions and Future Work 

“It is good to have an end to journey toward; but it is the journey that matters, in the 

end.”  

 — Ernest Hemingway 

7.1. Position of CSP in the Context of this Thesis 
The CSP results of Chapters 3 and 4 successfully validated the ability of 

CrystalPredictor to generate crystal structures of flexible molecules. In Chapter 3, I 

successfully predicted the crystal structure of BT, which has an unusual and unexpected 

packing. The success required the use of distributed multipoles and ab initio calculations 

of intramolecular energy. This success inspires hope that the use of multipolar 

electrostatic models (as being implemented in the second-generation force fields such as 

AMOEBA91), with careful evaluation of the accuracy of the intramolecular forces, will 

provide a route to greater reliability for computer-aided drug design with uncommon 

ligands. However, the failure of a conventional point charge electrostatic model used in 

the intermediate step has considerable implications for other studies that rely on 

modelling the intermolecular interactions of 1-substituted 1H-tetrazoles.  

Chapter 4 successfully investigated the concept of polymorphophore via CSP studies 

of FA and TA in an attempt to understand why polymorphism occurs. I discovered that 

the fenamate fragment did qualify as a polymorphophore in that the dimeric unit could 

pack in a variety of ways with different torsion angles of the phenyl groups due to the 

torsional flexibility of FA and TA. Once the aromatic rings had interdigitated with their 

nearest neighbours, there was a large barrier to rearrangement to a very different packing, 

and the polymorphs were long-lived, with the torsion angles varying slightly to optimize 

the packing for a given structure, as we saw for TA. It was, however, the comparison 

between the FA and TA crystal energy landscapes that showed that it was the substituents 

that played the major role in determining the possible packing and relative energies, and 

hence, the polymorphic behaviours of FA and TA. These observations clearly 

demonstrate the links among conformational flexibility, polymorphism, and 

polymorphophore. 

The considerable similarity in large clusters of the known and hypothetical structures 

of TA, and the closeness of their energies, suggested that crystal growth errors were very 

likely. More importantly, though, this finding guided my colleague in the discovery of a 

new polymorph of TA (form VI), which was nucleated by solution evaporation after 
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dissolving TA (form I) in ethanol and seeding it with mefenamic acid (form I). The major 

component of this new form (form VI is disordered: 65% and 35%) was not among the 

crystal structures on the final energy landscape despite generating the corresponding 

hypothetical structure during an intermediate step (CrystalPredictor). Although this 

observation emphasised the success of the CrystalPredictor algorithm, it also showed the 

need for larger numbers of crystal structures to go through CrystalOptimizer. This need 

for a larger dataset in the subsequent CrystalOptimizer step raises the question, “Is there 

a clear cut-off in energy for flexible molecules?” This question is even more relevant 

when you consider that desolvated solvates can have much higher energy than organic 

crystal structures247. In fact, it might even be desirable to go even higher in energy due to 

likely high conformation energy of the desolvated solvates. The CrystalOptimizer 

algorithm does allow the build-up of a database known as Local Approximate Models 

(LAMs), but it would be preferable to be able to check many more structures. If we could 

better fit intramolecular energy, which requires the bulk of the computing time, to a force 

field, we would be able to compute the energies of many more structures of a target 

molecule. In addition, computing the energies of the higher-energy structures would be 

much cheaper. 

Chapters 3 and 4 used methods suitable for studying flexible molecules17, as the ab 

initio charge density for the specific conformation was used in modelling the 

intermolecular interactions, thus representing the interplay between molecular 

conformation and intermolecular interactions which have been shown to be important for 

TA211. Conformational changes can optimise the directionality of strong interactions, 

such as H-bonding, and increase the packing density, and hence the stabilization of the 

structure by dispersion forces. Although, CSP methodologies have advanced to aid solid 

form screening in pharmaceutical development247-250, it is nevertheless desirable to 

calculate the relative free energies of organic polymorphs via molecular dynamics 

methods251-253. Although there has been a great push to include the kinetics and their 

ability to control the polymorphs formed1, a vital first step is to develop a sound 

understanding of thermodynamics. 

7.2. Towards more accurate force-fields for pharmaceutical molecules  
The challenge of extending the reliability and accuracy of quantum mechanical 

methods to larger molecules, which are more typical of pharmaceuticals and realistic 

biological molecules in isolation or condensed phases, is the subject of active research. 

This research ranges from empirical corrections to DFT methods to the use of better 
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functionals254, as well as implementing explicitly correlated wavefunction methods more 

effectively.  

Chapter 5 emphasized the challenges with using a sufficiently realistic method for the 

ab initio determination of conformational energies for larger molecules. For example, the 

HF method provides a qualitatively wrong and misleading conformational profile of FA 

and TA due to the absence of the dispersion (correlation effect) contribution. Dispersion 

also plays an important role in the barrier to rotation for the fenamates, especially when 

the aromatic rings are perpendicular to one another. The analysis of the fenamates’ 

torsional potential revealed that the origin of the torsional barrier of the fenamates is a 

combination of intrinsic intramolecular dispersion, electronic contribution and the steric 

repulsion. In addition, small changes to other conformational angles made significant 

contributions to the torsional profile of the fenamate molecules.  

In Chapter 6, a physically motivated analytical model––cos2 term combined with an 

intramolecular exp-6 atom–atom term for all atom pairs separated by three or more 

bonds––was derived using knowledge gained from Chapter 5. This model accurately fits 

the intramolecular energy profiles of FA and TA. This approach of modelling the 

conformational energies of the fenamates could be extended to pharmaceutical-like 

flexible organics. 

7.3. Future Work 
One can envisage a general scheme for determining the physically motivated potentials 

(Chapter 6) for a given molecule following a CSP study by an approach that is being 

developed127 and applied to pharmaceutical molecules247-249,255. The refinement of the 

molecular conformations simultaneously with the crystallographic cell using 

CrystalOptimizer72 involves the calculation and storage of a large database (LAMs) of ab 

initio conformational energies and forces for the molecule. For example, the CSP studies 

for FA and TA contain the results of hundreds of molecular wavefunction calculations 

with varying torsion and bond angles. 

The database generated in a CSP study will cover most of the  range of conformations 

that are likely to be sampled in a Molecular Dynamics study of the molecules in 

condensed phases, with a strong bias towards the conformations that occur in low-energy 

crystal structures, both observed and potential polymorphs1. The LAMs database could 

be used to improve the parameterization of the analytical conformational energy model, 

adapting the potential fitting routines (Appendix A) used in Chapter 6. An advantage of 

using an analytical functional form rather than the LAMs to interpolate between the ab 
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initio points in the CSP study is that the extrapolation to other conformations will be more 

realistic. The great benefit of this scheme of building up from a CSP study for a specific 

molecule is that the model intramolecular force field could be validated by ensuring that 

the model reproduces the crystal energy landscape, i.e. the energies of different packing, 

H-bonding and stacking modes are correctly balanced with the accompanying 

conformational changes.  

The application of separate analytical potentials for both intra- and intermolecular terms 

will require adaptation of molecular modelling codes. However, the coding for the 

energies, forces, and second derivatives of the proposed intramolecular force field 

(equation 6.7) is already present in most codes. After inserting the new parameters, the 

major adaptation that will be required for an existing code––one that uses traditional force 

fields such as DL_POLY251,256 for Molecular Dynamics simulations––is separating out 

the calculation of inter- and intramolecular terms. Accurate intramolecular forces are 

most needed in combination with the accurate anisotropic atom-atom intermolecular 

potentials for organic molecules, where the electrostatic term is represented by atomic 

multipoles, for example the static organic crystal structure modelling code, 

DMACRYS34, or the rigid molecule molecular dynamics code, DL_MULTI257. 

Furthermore, the adaptation of molecular modelling code would require an adequate 

representation for the conformation dependence of the distributed multipoles for specific 

molecules, but the dependency could be represented by an analytical model258. 

Although this change in approach to pharmaceutical force fields involves envisaging a 

specific model fitted for each molecule, the physical basis of the current model and the 

results from Chapter 6 suggest that a reasonably transferable set of atom-atom 

intramolecular exp-6 potentials could be fitted for families of molecules. Deriving a 

transferable model would require a very large dataset of ab initio conformational profiles 

of many molecules calculated at an appropriate accuracy. The transferability of the 

electronic term ( coefficients) would need investigating. However, the use of separate 

atom-atom models for the forces within and between molecules appears to provide a 

significant improvement in the realism of current force fields. In conclusion, this 

approach could potentially provide an affordable route for Molecular Dynamics 

simulations of flexible pharmaceuticals that have the accuracy of CSP.  
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Appendix A 
Contents of enclosed CD-ROM 

The CD-ROM attached to this thesis contains FORTRAN source codes of the analytical 

models presented in Chapter 6 as well as some of the input files. The input data for FA, 

TA, MFA, and ClFA that were used in conjunction with the source codes are in directory 

A1. The inputs files included for each molecule are as follows: 

a) The summary.r contains a summary of the flexible degree of freedom, ξ, and 

the intramolecular energy relative to the most stable conformation, ΔEintra. 

b) The geometries of all the optimised conformation in .mol2 file format. 

The source codes and example input files are in directories A2 (cosine model), A3 

(rescaled repulsion model), and A4 (physical model). The A2 directory contains 

a) an executable file (cos_model.exe), 

b) FORTRAN source code (cos_model.f90), 

c) input (summary.r) file, 

d) output (dominant.r) file.  

The A3 and A4 directories contain 

a) an executable file (.exe), 

b) FORTRAN source code (.f90), 

c) output (dominant.r) file, 

d) an input subdirectory that contains 

i. Gavezzotti’s exp-6 atom-atom parameters from Table 5.2 

ii. h03adfe subroutine computes the nearest neighbour of two atoms, and 

iii. summary.r file. 

The A5 directory contains a utility file (extract_mol2.sh) that extracts the input data 

(summary.r and all the optimised conformations in .mol2) from the GAUSSIAN0353 

(.log) file. 
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