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Abstract of the thesis

As an extension of wireless Ad Hoc [1] and sensor [2] networks, wire-
less mesh networks (WMN) [3] have recently been developed as a key solution
to provide high-quality multimedia services and applications, such as voice,
data and video, over wireless personal area networks (WPAN) [4], wireless local
area network (WLAN) [5] and wireless metropolitan area network (WMAN) [6].
A WMN usually has a hierarchical network infrastructure with backbone and
access networks operated in both Ad Hoc and centralized modes with self-
organization and self-configuration capabilities. Along with flexibilities, WMN
brings several problems and requirements at the same time. In this thesis,
problems and challenges such as packet collisions, interference and secu-
rity issues are initialized discussed with existing solutions reviewed. After
that, three innovative random access MAC protocols are proposed for wireless
mesh access networks with comprehensive analysis and discussion followed.
Moreover, in order to detect misbehaviors of wireless terminals and abnormal
performance of applications, the network traffic flow concept in wired IP net-
work is extended to WMN with “Meshflow” defined. Based on this new concept,
a comprehensive framework is designed for wireless mesh backbone network
to monitor users, routers, applications and services so as to achieve abnormal

or intrusion detection, malicious user identification and traceback.
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Chapter 1

Introduction

1.1 Thesis structure

Wireless mesh network [7; 8] consists of a group of self-organized client and
router devices which construct a flexible network architecture. Both central-
ized and distributed access modes are utilized to manage the wireless access
from a mesh client. This flexibility provides advantages as well as induces
disadvantages.

Chapter 1 In this chapter, a brief introduction of the thesis is provided. It
contains summaries of each chapter, major contributions and a list of publi-
cations.

Chapter 2

In Chapter 2, the infrastructure of wireless mesh access and backbone
network are both introduced at the beginning. Router meshing interconnec-
tion constructs the wireless mesh backbone network. The network is able
to be self-configured when new routers join in or existing routers leave the
backbone network. In the access network, client meshing enables the client-
to-client communication in a distributed manner without the support from

the mesh router. It is a good supplementary access method for the conven-
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tional centralized access method and makes the mesh access network become
a hybrid architecture. As a result, the coverage range of the access network
is enlarged because of packet relaying, and traffic load on the mesh router is
released because of direct link among mesh clients. On the other hand, the hy-
brid infrastructure and distributed network architecture makes the collision
avoidance very difficult to be achieved on the medium access control (MAC)
layer. Furthermore, the open network structure and hybrid operation mode
increase the possibility for malicious users or attackers to sneak in, disguise
as legitimate users, compromise mesh routers or clients, misbehave with com-
munication protocols and launch a variety of attacks against different wireless

functionalities, services and applications.
Chapter 3

As a promising techology of wireless mesh network, IEEE 802.11a,b,g
MAC and physical layer specification [18; 19; 20]is reviewed comprehensively
in Chapter 3 in terms of radio technology, access mechanism and signal prop-
agation characteristics. In particular, the “hidden terminal problem” and its
solution: distributed coordination function (DCF) request to send - clear to
send (RTS-CTS) handshake mechanism are emphasized and analyzed in de-

tails.
Chapter 4

In Chapter 4, a number of problems and challenges in wireless mesh net-
work are reviewed and discussed, e.g. packet collision, energy conservation,
interference aware transmission, etc. These problems are clearly illustrated
and analyzed by a set of examples which also provides a general solution for
each of the problems. Anumber of existing solutions that try to resolve these

problems or satisty these requirements are also discussed with open research
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issues provided.

It is known that the collision avoidance capability is the basic require-
ment on MAC protocols. Thus, several collision avoidance MAC protocols,
e.g. [32; 33; 34; 35; 40] are reviewed first. Second, as mesh clients always
have constraints on energy supply, energy conservation, e.g. [51; 54] capa-
bility is also a common requirement that can be achieved by several different
ways. Third, from the physical layer’s perspective, packet level collision be-
comes the signal interference. The intended signal will be failed (collided), if
the power ratio between this signal and the interference plus the background
noise is smaller than the required threshold. By carefully adjust the packet
transmission power, the interference can be efficiently controlled, e.g. [61].
And the transmission rate is also able to adapt with the reduced signal to
interference plus noise ratio (SINR) and thus be maximized, e.g. [59]. Forth,
in wireless mesh access networks, clients are enabled to flexibly choose their
transmission route, as well as the corresponding transmission power level.
The network topology will be affected accordingly. In order to reduce the trans-
mission interference and energy consumption, and improve the throughput
performance, the best route and topology should be selected according to the
link propagation quality, link traffic load and transmission delay. Finally, in
both wireless mesh backbone and access network, the open network structure
makes it easy for malicious users or attackers to misbehave existing network
protocols and functionalities, or even launch an attack, e.g. [71; 73; 74]. How
to detect a misbehavior or attacking action in real-time and reduce the harm

to the network as far as possible is a very challenging topic.
Chapter 5

In wireless mesh access network, wireless connections usually consist of
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client-to-client (CC) and client-to-router (CR) links. For a CC communication,
both the sender and the receiver are mesh clients. Each of them has limited
resource on signal processing and wireless communication. To satisfy this
constraint, a simple “double sense” mechanism is proposed specifically for CC
communication in Chapter 5. Based on this mechanism, a random access
MAC protocol, Double Sense Multiple Access - Double Channel (DSMA-D) is
proposed to resolve or alleviate the packet collision problem summarized in
Chapter 4. As indicated by the name, the protocol operates on two sepa-
rated channels for control message and data payload transmission respec-
tively. As a result, the control-data packet collision is avoided inherently.
The ““double sense” mechanism is implemented on the control channel at the
sender side to avoid the data-data collision. After that, another random ac-
cess MAC protocol is proposed based on this “double sense” mechanism on a
single shared wireless channel, namely, Double Sense Multiple Access -Single
Channel (DSMA-S). The data-data collision avoidance can still be achieved by
the “double sense” mechanism while the control-data collision is avoided by
a newly proposed “mandatory waiting” mechanism. Apart from the collision
avoidance, the DSMA-S is able to improve the energy conservation capability
by introducing a “mandatory clearance” mechanism to mandatory clear the
channel when collision happens. A precise mathematic model is constructed
to analyze the throughput, delay and blocking probability of DSMA-D and
DSMA-S with simulation results verified. Comparison between the two proto-
cols, as well as with another newly proposed protocol (RSMA) is conducted in

chapter 6.
Chapter 6

According to the architecture of wireless mesh access network, CR com-
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munication usually has a large amount of packet to transmit and very sensi-
tive to packet collisions. The collision period analysis in Chapter 5 (Appendix
A) illustrates that frequent collision among control packets will also severely
affect the network performance. In Chapter 6, another innovative random
access MAC protocol, Receiver Sense Multiple Access (RSMA), is proposed to
resolve the packet collision as far as possible. With this protocol, both the
control packet and the data packet transmission are partially or completely
protected by busy tone signals. As a result, the data-data and control-data
collisions are completely avoided and the control-control collision is also effi-
ciently alleviated. A more precise performance analysis is conducted by tak-
ing the physical layer propagation model into account. DSMA-D, DSMA-S
and RSMA are then compared among each other. These protocols are further
compared with an existing random access protocol, Dual Busy Tone Multiple

Access (DBTMA) [40], to illustrate the performance improvement.
Chapter 7

In Chapter 7, a network monitoring framework is constructed for the wire-
less mesh backbone network to monitor the network performance. The net-
work traffic flow concept for conventional wired network is extended to the
wireless mesh network with the “Meshflow” defined. A ‘“Meshflow” record con-
tains the general information of several packets that share the same charac-
teristics, e.g. source and destination address, next hop address, transport
protocol, etc. The “Meshflow” function generate ‘“Meshflow” records continu-
ously when network operates. These records are exported to a dedicated server
at every time interval for further analysis. As “Meshflow” records can reflect
the real-time network performance, e.g. who is generating packets, who is

receiving packets, how many packets are being transmitted, etc., the network
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can be monitored by simply generating and analyzing the “Meshflow” records.
As a result, intrusion detection, terminal, application and service monitoring

or even attacker/malicious user traceback can be achieved.
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1.2 Contributions

In wireless mesh access network, both the centralized and decentralized (dis-
tributed) network architectures are used to supply wireless connections for
mesh clients. A packet usually travels through a multi-hop wireless link be-
fore reaching its final destination, e.g. a mesh router or another mesh client.
The hybrid multi-hop wireless link makes the collision avoidance and energy
conservation very difficult to be achieved. The dynamic and open architecture

makes the network more vulnerable to malicious usage and attacking.

1. We first of all discuss problems on physical, MAC and routing layer in
both wireless mesh access and backbone network. A number of exist-
ing solutions that target at these problems are reviewed, analyzed and

classified with open research issues summarized.

2. Two innovative MAC protocols are proposed to manage the access pro-
cedure of CC communications: DSMA-D (Double Sense Multiple Access
— Double Channel) and DSMA-S (Double Sense Multiple Access — Single
Channel). As DSMA-D suggested, control messages and data payload
are transmitted separately on the two wireless channels so as to avoid
control-data collisions. Data-data collision avoidance is achieved by the
newly proposed “double sense” mechanism which is simple enough and
suitable for CC communications. The DSMA-S protocol follows the same
line of ““double sense’” mechanism and improves the access one step fur-
ther. The “‘double sense”” mechanism performs on a single shared chan-
nel in DSMA-S along with the “mandatory waiting” mechanism. Further
more, energy conservation ability is provided by the “mandatory clear-

ance” mechanism to clear channel when packet collision happens.
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3. Another MAC protocol RSMA (Receiver Sense Multiple Access) is pro-
posed for the CR communication. RSMA efficiently manage the CR com-
munication and achieve excellent collision avoidance property by taking
good advantage of mesh router to advertise an ongoing packet transmis-

sion (control or data) to all contending mesh clients.

4. These MAC protocols are precisely analyzed by a newly constructed
mathematic model based on the conventional busy period analysis
method. With this model, the system throughput, expected access delay,
blocking probability and energy consumption are mathematical analyzed

with the simulation results precisely matching the analytical curves.

5. On each layer of wireless mesh network protocol stack, a number of mis-
behaviors, attacks might happen since there is no sufficient network
monitoring and protection mechanisms implemented in the backbone
network. In this area, the conventional “network traffic flow” concept is
extended and implemented in the wireless mesh network. Anew concept
“Meshflow” is defined for the purpose of intrusion detection, terminal
monitoring, application profiling and traceback. A “Meshflow” record in-
dicates a number of packets that share the same characteristics such
as source and destination address, type of service, transport protocols,
etc. Services, terminals, protocols can all be profiled by the “Meshflow”
based functionalities and thus be monitored. As a result, any abnormal
protocol performance, terminal misbehavior can be detected immediately
when by real-time monitored “Meshflow” records. Furthermore, by uti-
lizing a recursive mechanism, attackers or malicious users can be traced

back from the victim according to the Meshflow records.
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Chapter 2

Wireless Mesh Networks

In recent years, wireless mesh networksIMWN) [7; 8], together with related
applications and services, have been actively researched. New applications
include digital home, broadband and wireless home Internet access, commu-
nity and neighborhood networking, enterprise networking, metropolitan area
networks, building automation, heath and medical systems, public safety and
security surveillance systems, intelligent transportation systems, emergency
and disaster networking, etc [9]. Generally speaking, a WMN is a group of self-
organized and self-configured mesh clients and mesh routers interconnected
via wireless links (Fig. 2.1). Mesh clients can be different kinds of user de-
vices with wireless network interface cards (NIC), such as PCs, laptops, PDAs
and mobile phones. They have limited resources and capabilities in terms of
energy supply, processing ability, radio coverage range, etc. Wireless mesh
routers can be access points (AP) of wireless local area network (WLAN), sink
nodes of wireless sensor network, base stations (BS) of cellular network, or
furthermore, a special kind of hardware device that has multiple types of ra-
dio technologies and able to work properly in each of these networks. Mesh

routers are usually much more powerful than clients in terms of computation
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Figure 2.1: Infrastructure of Wireless Mesh Networks [7]

and communication capabilities, and have continuous power supply. They

usually stay static and supply connections and services for mesh clients.

Ad Hoc mode interconnections via wireless meshing among mesh routers
(router-to-router RR links) construct the wireless mesh backbone network.
There are several Internet gateways locate at the edge of the backbone net-
work so as to provide Internet access for the mesh network. For efficient rea-
sons, wired line connections are usually utilized for these gateways between
a gateway and the Internet, as well as between a gateway and mesh routers.
An universal radio technology is usually used for the entire backbone network
although there might be a number of heterogeneous networks, e.g. WLAN,
cellular, WPAN. In order to join in an existing mesh network that using a dif-
ferent radio technology, one additional wireless interface has to be equipped

on the mesh router that does not use the common radio. On the other hand,
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Figure 2.2; Infrastructure of Centralized Networks

multiple radio technologies coexisting in one wireless mesh backbone network
is also possible. However, difficulty in implementation and costly requirement
on hardware make it less attractive in real network. When a new/existing
router joins/leaves the backbone, the network will be self-organized and self-
configured accordingly. Asthe mesh routers usually stay static, and the back-
bone topology changes only when new routers join in and existing routers fail
or leave.

The structure of wireless mesh access network is very different from the
backbone network. Fig. 2.2 illustrates the conventional centralized network
structure wherein clients access to WMN through via client-to-router (CR)
wireless link. The mesh router manages all access requests from clients within
that access network, and supplies Internet connection for them. The access
procedure fi*om clients to the router follows the corresponding access mecha-
nisms of that access network, e.g. CSMA/CA.

On the other hand, wireless mesh access network enables Ad Hoc mode

peer-to-peer interconnections among mesh clients, namely “client meshing”.
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Figure 2.3: Client Meshing in Wireless Mesh Access Networks

It can be achieved among any type ofclients that share the same radio technol-
ogy. As shown in Fig, 2.3, with “client meshing” mesh clients that stay outside
of the radio coverage range of a mesh router can rely on other intermediate
clients to relay packets for them to get WMN access network connections.
Thus, packets from a mesh client that stay far away from the mesh router
have to travel through a multi-hop hybrid client-to-client (CC) and client-to-
router (CR) wireless link before reaching its destination. The number of hops
is determined by the geographic position of the mesh client and organiza-
tion structure ofthe access network. In this case, wireless mesh access net-
work operates in a hybrid Ad Hoc and infrastructure modes. Client meshing
enlarges the coverage range of WMN access network, improves flexibility for
clients to access a WMN. More importantly, it enables direct interconnections
among mesh clients without the support from mesh routers.

As illustrated in Fig. 2.4, a mesh client, e.g. client Cl, can communicate
with a client within the same access network, e.g. C2 via direct CC link. C1 —
C2, rather than a two hop CR link of C1 —R1 and R1 —C2. A multi-hop CC

link enables direct access to a mesh client that stays within another access
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network, e.g. Cl —C2 —C3. As a result, traffic load on mesh routers can
be efficiently released especially when network traffic load is heavy. However,
mesh routers are usually strong enough to handle huge amount of requests
and supply simultaneous service for clients. But mesh clients are relatively
weak and have constraints on processing ability, power supply, etc. Thus,
they are not suitable for relaying too much traffic for other clients unless client
meshing connection has less hops, e.g. traffic from client C1 to C2. According
to the research in [10], transport capability, especially the TCP throughput,
drops dramatically when the number of CC hop increases. Therefore, too long
a multi-hop CC connection in WMN is not attractive at all. In other words,
within a wireless mesh access network, the mesh router still takes the ma-
jor role to manage the access and packet transmission procedures for mesh
clients. Client meshing is an efficient supplementary access method for neigh-
boring clients, e.g. Cl and C2 or C2 and C3 in Fig. 2.4. Pure client meshing
constructs a complete distributed network that has the identical characteristic
with the conventional Ad Hoc network and is less attractive in WMN.

The WMN network structure and connection characteristics determine a
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number of problems and challenges in medium access control process. In
WMN backbone network, mesh routers are usually powerful enough and have
no constraints on computation, communication and energy supply. Thus,
multi-radio, cognitive radio, multi-channel medium access control method-
ologies [11; 12; 13]are quite possible to be implemented to supply flexible and
robust WMNbackbone interconnection with good fault tolerant and QoS capa-
bilities. In WMN access network, MAC protocols have to manage both CC and
CR access procedures with as less cost as possible. Generally speaking, mesh
clients are relatively weaker than mesh routers, so that simple but efficient
medium access solutions with collision avoidance and energy conservation
capabilities are more attractive in WMN access networks. Fig. 2.5 illustrates a
typical wireless mesh access network with seven mesh clients (A — G) and one
mesh router (R). The radio coverage area of a mesh router is larger than that
of a mesh client, which are bounded by circles with radius r; and ry (r; > r3)
respectively. The two hop transmission path from client D to router R contains
one CC and one CR connection. Therefore, the intermediate mesh client, i.e.
client C, on the path has to relay traffic for its neighboring clients, as well as
transmitting its own packets. During the CC communication procedure, the
“hidden terminal” problem [14] still has not been well addressed and severely
degrades the access successful probability and system throughput. Terminals
that stand within the radio coverage range of the receiver (client C) but out of
the coverage of the sender (client D), are hidden terminals of the sender (client
B). Transmission from client D to Cis interrupted if client B transmits packets
to client C during the same period. On the other hand, traffic will be accu-
mulated from multiple directions when it traverses through the network until

it reaches the mesh router. This phenomenon makes the clients closer to the
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router become traffic hot-spots and thus induces some critical problems such
as unbalanced resource utilization and unsustainable system connectivity.
Together with the hidden terminal problem, constraints of energy supply and
limitations on computation and communication capabilities on mesh clients,
make medium access control (MAQ protocols quite challenge to address these

problems for CC and CR communications in wireless mesh access networks.

The open network structure and hybrid operation mode of WMN make it
possible for malicious users or attackers to sneak in, disguise as legitimate
users, compromise mesh routers or clients, misbehave with communication
protocols and launch a variety of attacks against different wireless functional-
ities, services and applications. On physical layer, attackers can make use of
the inherent vulnerability of radio frequency (RF) transmission and generate
jamming signals to interfere with communications on wireless channels. On
MAC layer, continuously broadcasting the request packets makes the common

access channel be occupied at all times and deny the service for legitimate
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request. On network layer, interrupting the route discovery and maintenance
processes or tampering with routing tables can fail any routing process. These
attacks become more severe if target at critical clients and routers.

As illustrated in Fig. 2.6, if there is an attacking target at a mesh client
that stays one hop away from a mesh router, the relaying capability on it is
crippled. Transmissions from clients that stays far away and within the same
access network will be interrupted. Similarly, attacking the mesh router next
to the Internet gateway will severely affect the Internet access of the entire
mesh network. Therefore, it is quite necessary and challenging to develop an
abnormal monitoring and protection mechanism to alleviate the harm caused

by misbehavior, malicious usage and attacking.



Chapter 3

Background - The IEEE 802.11

MA C/Physical Specification

IEEE 802.11 technology is widely accepted as a promising solution in realizing
wireless mesh networking. It can be optimized and upgraded to enable a
hybrid Ad hoc and centralized structure and provide the access networking
for wireless mesh network. In this chapter, the background knowledge of
IEEE 802.11 physical and medium access control (MAC) characteristics, and

the conventional “hidden terminal problem” are comprehensively reviewed.

IEEE 802.11 refers to a series of wireless local area network standards
developed by IEEE standard committee working group 11 [16]. It includes
both MAC and physical layers protocol specifications. The most popular and
widely used standards are IEEE 802.11a, b and g whose major characteristics
are summarized in Tab. 3.1.

902-928 MHz 2.4000-2.4835 GHz 5.725-5.875 GHz
1

’{ 26MHz ’1 ll 83.5MHz |' '| 125MHz |‘

Figure 3.1: ISM Frequency Band
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Table 3.1: IEEE 802.11 a, b and g [17]

Protocol | Release | Frequency Channels | Modulation Max
Rate
802.11a | 1999 5.15-5.35/5.47- 19 OFDM 54
5.725/5.725-5.875 (5 /PSK&QAM | Mbps
GHz)
802.11b | 1999 2.4-25GHz(2.4GHz) | 11 DSSS/CCK 11
Mbps
802.11g | 2003 2.4-25GHz(24GHz) | 11 OFDM/CCK | 54
Mbps

3.1 Radio Techology

The basic difference among IEEE 802.11a, b and g is that the IEEE
802.11a [18] operates on the 5GHz UNII (Universal Networking Information
Infrastructure) frequency band while the IEEE 802.11b [19] and g [20] use
the 2.4GHz ISM (industrial, scientific, medical) band (Fig. 3.1). The SGHz fre-
quency band is much looser and does not have too many other technologies
operating on the same band. Thus, it makes IEEE 802.11a technology that
performs on this frequency band has little interference. However, most of UNII
frequency bands are not international license free, which makes the 802.11a
technology difficult to be adopted for commercial used. The OFDM (Orthogo-
nal frequency-division multiplexing) [21] technology is utilized in 802.11a and
12 non-overlapping OFDM channels are available for parallel transmission, 8
for data payload and 4 for pilot. OFDM is a digital multi-carrier modulation
scheme. And each sub-carrier is modulated with a conventional modulation

algorithm (e.g. quadrature plitude modulation) at a low rate. Together with
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the OFDM technology, IEEE 802.11a is able to achieve a maximum data rate
of 54Mbps. The data rate is reduced to 48 Mbps, 36 Mbps, 24 Mbps, 12 Mbps,
9 Mbps, 6 Mbps and recursively back according to the wireless link quality.
Different data rate can be achieved by different coding/modulation technolo-
gies, e.g. BPSK, QPSK, 16-QAM, 64-QAM [22], and the corresponding coding

rate.

Because of using the license free 2.4GHz ISM frequency band (Fig. 3.1),
IEEE 802.11b/g technologies are widely accepted and widely implemented.
Unfortunately, there are a number of other technologies such as Bluetooth
and Microwave which use this frequency band as well. This induces several
interference source and reduces the operation efficiency of 802.11b/g. The
IEEE 802.11b adopts spreading spectrum technologies [24], i.e. DSSS (Direct-
sequence spread spectrum) and FHSS (Frequency-hopping spread spectrum)
on the physical layer to improve the anti-interference property. With the DSSS
mechanism, 11-14 channels (depending on different countries) are available
for communication, wherein there are only 3 non-overlapping ones. The re-
dundantly coded base-band data is multiplied with a PN (pseudo-noise) se-
quence and thus modulated to a wide spectrum band. Together with the
CCK (complementary code keying) [25], it can achieve a maximum data rate
of 11Mbps. This rate reduces to 5.5Mbps, 2 Mbps and 1 Mbps according to
the signal and link quality by using less efficient modulation schemes such as
QPSK and BPSK. The FHSS mechanism enables all wireless terminals operate
on several of the overall 75 narrowband carrier frequencies which occupy sep-
arated frequency regions and referred as channels. Terminals select a list of
channels, and periodically use one of selected channels then hop to another

for only short period. This mechanism provides robust and secure transmis-
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sion and it is preferred in military communication scenarios. However, mod-
ulation on narrowband restricts the transmission data rate and makes it not
exceed 2Mbps. The IEEE 802.11g technology employs the OFDM mechanism
rather than the DSSS or FHSS as in 802.11b, and thus reaches a maximum
data rate up to 54Mbps like 802.11a. Fortunately, an IEEE 802.11g device is
compatible with a 802.11b device which provides a significant advantage over

the 802.11a technology.

3.2 Access Mechanism

The IEEE 802.11a, b and g protocols share the same MAC mechanism to pro-
vide reliable data transmission for upper layers. Two types of medium access
mechanisms are defined: PCF (point coordination functions) and DCF (dis-
tributed coordination functions). PCF provides non-contention based access
services via polling based mechanism with quality of service (QoS) guaran-
teed. The DCF functionality provides contention based random access service
for asynchronous packet transmissions. In other words, packets transmis-
sion procedures are expected to be successful but not guaranteed in advance.
In IEEE 802.11, PCF function is optional and can only implemented in the
infrastructure mode, while the DCF function is mandatory and can be imple-
mented in both infrastructure and Ad Hoc mode. The infrastructure and Ad
Hoc network architecture is illustrated in Fig. 3.2. Without losing generality,

the detailed access mechanisms of DCF and PCF are discussed based on it.

3.2.1 Distributed Coordination Function

3.2.1.1 Carrier Sense Multiple Access/ Collision Avoidance (CSMA/CA)

The CSMA/CA (carrier sense multiple access with collision avoidance) [15] is

the basic access mechanism of DCF. Generally speaking, CSMA mechanism
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Figure 3.2: Infrastructure and Ad Hoc Network Architecture

refers to a “listen before talk” access procedure. It requires each mobile termi-
nal listen to the radio channel ofthat BSS (basic service set) before transm it-
ting. The carrier sensing is achieved by the clear channel assignment (GCA)
algorithm to determine whether the carrier is occupied or idle according to
power level of that channel. Transmission is only permitted if the channel is
sensed idle. Ifthe channel is busy, the terminal has to defer its transmission
until the channel becomes idle again. According to the analysis in [96] and
[97], CSMA greatly improves the channel utilization compared to the ALOHA
mechanism (terminals transmit as soon as their data packets are ready). As
an example in Fig. 3.2, if access point (AP) is sending a packet to terminal B,
terminal A can sense a busy channel before a transmission. As a result, it is

not allowed to send its packet(s) to the AP.
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3.2.1.2 Hidden/Exposed Terminal Problem

However, the conventional hidden and exposed terminal problems may
severely degrade the 802.11 system performance even though CSMA/CA
mechanism is implemented. A hidden terminal is defined as a contending
terminal that stays within the receiver’s radio coverage area but outside a
sender’s coverage. As an example in Fig. 3.2, terminal A stays within the cov-
erage of the access point (receiver) but outside the coverage of another sender,
terminal C. Thus, terminal A is the hidden terminal of C, and vice versa. On
the other hand, an exposed terminal is defined as a terminal that stays within
the radio coverage area of a sender but outside the coverage of the receiver
that is the target of that sender. In Fig. 3.2, if terminal G is the intended
receiver of terminal F, terminal H becomes the exposed terminal of terminal

F.

As an example in Fig. 3.2, if terminal Csends a packet to the access point,
as a hidden terminal of it, terminal A will sense the channel of this BSS and
conclude an idle medium. Terminal A will then transmit its packet simulta-
neously and interrupt with the ongoing transmission from terminal C at the
access point. This phenomenon is known as the “hidden terminal problem™
which can not be alleviated by the CSMA mechanism. The “hidden terminal
problem” severely degrades the CSMA random access performance and affects
functionalities of a 802.11 system. On the other hand, the “exposed terminal
problem” degrades the system performance as well, especially in the Ad Hoc
environment. In Fig. 3.2, if these is an ongoing packet transmission from ter-
minal F to G, the terminal H will keep silence and defer its transmission to

terminal I although it will not interfere the F to G communication.
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3.2.1.3 802.11 DCF Basic Access Mechanism

The IEEE 802.11 DCF function includes two access mechanisms, one is the
basic access mechanism and the other is the RTS-CTS access mechanism. As
illustrated in Fig. 3.3, the basic access mechanism requires a terminal that
has the packet transmission attempt sense the channel activity before trans-
mitting packets. If the channel is idle for a period of DIFS (distributed inter-
frame space) which is a protocol defined fixed value, packet transmission is
permitted. Otherwise, the transmission is deferred until an entire DIFS period
of idle channel is sensed. Then the sender generates a random backoff du-
ration before transmitting payload according to the backoff mechanism, e.g.
uniform distributed, binary exponential distributed [103], etc. Furthermore,
terminals that finish a transmission have to enter the backoff state as well
before transmitting another packet. This procedure is used to avoid contin-
uously capturing the channel by some extreme active terminals. Every time
the backoff mechanism is performed, terminals choose an initial value in the
range between 0 and 2! - w-1 wherein the w is known as minimum contention
window (CW), and the ‘9 refers to the number of failed transmissions of one
attempt. After each unsuccessful transmission, the CW of that terminal is
doubled until reach the maximum value, CW,,,,,=2"CW,,;,. The backoff timer
is decremented as soon as the initial value is chosen and the channel activ-
ity is sensed idle. The decrement is suspended when the channel becomes
busy, and reactivated again when the channel is idle for more than a DIFS
period. In IEEE 802.11, the discrete time exponential backoff mechanism is
used. As a result, the time during the backoff stage is slotted and transmis-
sion is performed at the beginning of the time slot immediately after backoff

is finished. The duration of a time slot is determined by the 802.11 MAC
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and physical layer characteristics, i.e. the summation of a clear channel as-
sessment (CCA), a transmit-receive turn around time, a MAC processing delay
and a radio propagation delay. When a sender finishes the packet transmis-
sion, it waits for the acknowledgement (ACK) packet until a specified timeout,
ACK Timeout. Ifthe sender does not correctly receive the ACK within the time-
out, it considers the transmission is failed and schedules a retransmission for
that packet after a backoff process. If the packet is correctly received by the
receiver, an ACK packet is transmitted back to the sender immediately after a
short interframe space (SIFS) delay which is also a protocol defined value.
Unfortunately, the DCF basic access mechanism is severely threatened by
the “hidden terminal problem™. In Fig. 3.3, ifa hidden terminal of sender 1 has
a transmission attempt as well, it spends a DIFS period for channel sensing.
Then packet is transmitted from the hidden sender and a collision occurs at
the receiver side. In order to avoid this problem, IEEE DCF function defines
a more reliable access mechanism, RTS-CTS-DATA-ACK four-way handshake

mechanism.

3.2.1.4 802.11 DCF RTS-CTS Access Mechanism

The key components and major characteristics of the RTS-CTS based access
mechanism are RTS, CTS and NAV. A terminal that has a packet transmis-
sion attempt follows the same access procedures of a DIFS waiting and backoff
stages. After that, a short frame control packet, request to send (RTS) packet,
is transmitted to handshake with the receiver and reserve the subsequent
channel for payload transmission. The intended receiver will respond with
another control packet, clear to send (CTS) packet, if it is able to receive the
subsequent payload. Both the RTS and CTS packets contain basic informa-

tion of the outgoing payload transmission, such as source and destination
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terminals, the duration of the payload, etc. As a result, all listening terminals
can get the latest updated network allocation vector (NAV) information which
contains how long the channel will remain busy. As a result, the “hidden ter-
minal problem” is well addressed as CTS packets from the receiver can update
the NAV of hidden terminals and make them keep silence for a certain period

(Fig. 3.4).

3.2.2 Point Coordination Function

Apart from the DCF function, the IEEE 802.11 MAC layer contains another
access mechanism, namely point coordination function (PCF). PCF targets at
providing contention-free multiple access service for real-time programs by
polling mechanism with quality of service (QoS) supported [26]. IEEE 802.11
determines the PCF function as an optional mode while the DCF is manda-
tory. PCF divides the access procedure into separated contention based and
contention-free based stages which severely degrades the system capacity.
More importantly, a large percentage, around 90%, of non-real-time traffic
within the current network [27] makes the PCF function less attractive and

little implemented.

3.3 Signal Propagation Characteristics

The IEEE 802.11 DCF defines a pure packet level contending, (re)transmission
and receiving process regardless of physical layer parameters. Packet trans-
missions are considered as fail when more than one packet arrive at the same
receiver at the same time or within a certain period. From the physical layer’s
perspective, packets experience a radio propagation path loss [28], shadowing
and Rayleigh fast fading [29] before reaching the receiver. At the receiver side,

packets are demodulated against interference and noise. If the ratio of the
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intended signal versus the interference plus the noise (SINR) is larger than
the minimum SINR requirement of the receiver, the intended packet is able to

succeed even there are other contending packets arrives at the same time.

3.3.1 Transmission Path Loss

When radio signal propagate, the power level degrades. The transmission
path loss model predicts the area mean power of the radio at the distance d,
denoted by W,(d). A close-in power value W(dy) is utilized as a reference to

calculate the W,(d) [22]:

v~ (2)

The W(dy) is calculated according to the line-of-sight path free space prop-

agation path loss model [22].

W, - A2

W = G

3.2)

wherein the A is the wavelength and W, is transmission power level. The
equation 3.2 describes the radio propagation characteristics in an ideal en-
vironment without considering the multi-path propagation, shadowing and
fading effect. Therefore, the value of dg has to be selected carefully. The 3
in equation 3.1 is knows as the path loss exponent which is an empirical
parameter of the radio signal propagation environment listed in Table. 3.2.
The area mean power level at distance d is usually measured in dB and

expressed by equation 3.3:

(m(d)) _ —1051095- (3.3)
0
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Table 3.2: Path Loss Exponent [30]

Environment 3

Free Space 2
Outdoor

Shadowed Area 2.7 -5

Line-of-Sight 1.6 -1.8
Indoor

Obstructed 4 -8

Radio propagation path loss model predicts the power level at distance d

as a deterministic function of d rather than a random variable.

3.3.2 Log-normal Shadowing

Shadowing occurs if the line-of-sight radio propagation is obstructed by some
objects and induces the power at the receiver side slowly fluctuates over the
area mean power. The fluctuation is an additive random variable on the area
mean power level which follows a log-normal distribution. When expressed
in dB, the local mean power with an additive Gaussian distributed random

variable is shown in equation 3.4:

Wo(d) _ d
<VV(dQ)) = —IOﬁlogd—O + X4B 3.4

The random variable X;g has zero-mean and standard derivation §;5. This
standard derivation measures the depth of shadowing which can be consid-
ered as irregularity of the radio propagation procedure. Some empirical value
of d4p is listed in Tab. 3.3.

The probability density function of the local mean power W;(d) can be

rewritten by:
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Table 3.3: Log-normal Shadowing Standard Derivation [30]

Environment ddB
Outdoor 4-12
Indoor (Office) 7 -9.6
Line-of-Sight 3-6
Indoor (Factory)
Obstructed 6.8
1 1 Wi (d) ))
Wi(d)) = ——— -exp | — 102< 3.5

3.3.3 Rayleigh fading

The Rayleigh fading phenomenon is a fast statistical power fluctuation over
the local mean power level which determined by the shadowing. It determines
the instantaneous power level at the receiver side. The Rayleigh fading is
mainly caused by movement of receiver, ratio of transmission bandwidth to
the channel bandwidth and multiple transmission paths. In mathematics, the

instantaneous power level w probability density function is expressed as:

1
flw) = W, &P (—%) (3.6)

3.3.4 Capture Model

The instantaneous power at the receiver side is the aggregation from several
transmitters, say N, when simultaneous transmission happens. However, one
of them may succeed if its power level is much larger than the summation of
others plus the additive Gaussian while noise. This phenomenon is known
as the capture effect [49] with the minimum required SINR 7, as the capture

threshold . Signal i to interference plus noise ratio is usually expressed as:
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Wy

SINR = ——
2 i Wi + 1o

3.7

wherein ng is known as the power of the additive Gaussian white noise and w;
is power of signal j. If the concerned signal w; has larger SINR than the re-
quired value at the receiver side, this radio signal can be received successfully.

Thus the capture probability density function is expressed as:

Wi
flw;)) =P (m > Tc) (3.8)

3.4 Summary

This chapter provides background knowledge of IEEE 802.11 DCF, the hid-
den terminal problem and radio propagation characteristics. These topics are
highly related with the subsequent chapters of random access MAC protocol
design and cross layer analysis. In the next chapter, a number of existing
MAC solutions are reviewed. They are also classified according to the func-
tionalities of them, such as collision avoidance capability, energy conservation

capability, etc.



Chapter 4

Literature review — Problems and

Solutions

As the wireless mesh access network has a hybrid structure of centralized and
Ad Hoc architecture, the MAC layer access mechanisms proposed for wireless
Ad Hoc, sensor and wireless local area network are potentially suitable for
mesh networks. There are a number of papers that study the possibility of
implementing existing MAC protocols to WMN. For example, [31] discusses
the problems and perspectives of implementing the IEEE 802.11 MAC into
WMN. The existing MAC protocols have been well studied and analyzed by
many researchers, and classified by several methods. From the aspect of
channel division, they are classified into single channel and dual/multiple
channels, while from the aspect of session initiator, they are classified into
sender initialized and receiver initialized. In this chapter, we study the targets
of MAC protocols and provide a general solution to achieve that. Then a num-
ber of contention based MAC protocols are reviewed, discussed and classified

according to the functionalities of the protocols and the problems resolved.
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Figure 4.1: Contending Environment

4.1 Collision Avoidance

On MAC layer, packet level collisions usually happen when more than one
packet arrives on the same channel, at the same receiver and at the same
time (or within a certain period of time). The basic functionality of a MAC
protocol is to avoid and resolve packet collisions as much as possible. As
the “hidden terminal problem” is the major collision causer, most of existing
protocols attempt to resolve this problem, e.g. RTS/CTS handshake based [32;

33; 34; 35] and busy tone based mechanisms [40].

In order to illustrate the access mechanism clearly, we take a hypothetic
conversation scenario as an example and describe the general access proce-
dure according to this example. In Fig. 4.1, when more than one speaker
(A, B and C), who speak the same language (packet transmitted on the same
channel) try to speak to the same listener (R), MAC protocols coordinate their

transmissions and try to avoid collisions among them.

When A, B and C intend to speak to R, they listen to the environment
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for any ongoing conversations (carrier sense). If any ongoing conversation is
heard they know some other person is speaking, and they will keep silence
until the environment become silence again (the CSMA/CA [15] mechanism).
When A is talking to R, B can rely on this mechanism to prevent from in-
terrupting the conversation from A to R Because of limited coverage range
of voice, C can not hear both A and B as it stay’s quite far away from them,
and vice versa (the “hidden terminal problem’). In order to resolve the “hid-
den terminal problem”, packets are separated into control message (RTS and
CTS) and data payload (DATA). In order to reserve the channel, RTS is usually
transmitted without enough protection and easy to fail. In this example, the
control message refers to the “hello” word, and the data payload refers to the
content of conversations. The “hello” word contains the brief information of
the outgoing conversation content, such as location of the speaker and lis-
tener (source and destination address), conversation duration (packet length),
etc. There are a number of protocols that operated based on the RTS/CTS

handshake to reserve the channel for safe DATA transmission.

4.1.1 RTS/CTS Handshake Based MAC

The MACA (Multiple Access Collision Avoidance) [32] MAC protocol is pro-
posed in the early 90s of the last century. The RTS/CTS handshake process
is proposed in it to improve the payload transmission successful probability
in packet radio networks. The general access procedure of this series of pro-
tocols is illustrated in the Fig. 4.2. When a speaker has something to talk,
he transmits a “hello” message (RTS) first of all instead of the conversation
content directly. This “hello” message is used to contend for the conversation
opportunity. In Fig. 4.2, speaker C succeeds in the contending phase and

gets the right to talk to the listener R. He then receives a short “yes” message
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Figure 4.2: RTS/CTS Handshake

(CTS) from R The GTS contains similar information with RTS such as source
and destination address and duration of the transmission. When the CTS
packet arrives at other contending senders (speaker A and B), they are aware
of the busy period length of that listener and keep silence for corresponding
duration. When the CTS arrives at the successful sender (speaker C), he re-

3

gards the “yes” message as the permission of talking and start transmitting
his DATA A confirmation message (ACK) is sent back from the listener when

the transmission is finished.

The existing MAC protocols with sender initialized RTS/CTS based hand-
shake process follow the general procedure described above. The MACAW
(multiple access collision avoidance wireless) [33] protocol tries to adapt the
MACA in the unreliable wireless network by introducing an acknowledgement
control message, ACK. The ACK is transmitted back from the DATA receiver
to the sender to confirm a successful payload transmission. The access pro-

cedure of MACAW is improved to a RTS-CTS-DATA-ACK four way handshake.
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Then, the FAMA (floor acquisition multiple access) [34] further improves this
four way handshake by perform the CSMA before transmitting the RTS packet.
The analysis in [35] indicates that the system performance is greatly improved
when implementing the RTS-CTS handshake into CSMA/CA.

The separation of control message and data payload greatly improves the
successful probability of data payload. The system performance is then im-
proved as the payload is usually longer in transmission duration and more
vulnerable in collisions. Vital drawbacks still exist in the RTS/CTS based
MAC protocols as RTS packets are usually transmitted without efficient pro-
tections. Collision among RTS packets is very difficult to avoid. According
to the analysis in [36], frequent RTS collisions can also severely degrade the
system performance. How to avoid or alleviate RTS-RTS collision as much as

possible becomes an open issue of MAC protocol design and optimization.

4.1.2 Receiver Initialized MAC

There are a number of protocols that let the receiver to initialize the com-
munication process rather than the sender. When the receiver become free,
a control message named RTR (ready to receive) is transmitted to encourage
potential senders to access the receiver one by one. These polling based pro-
tocols follow a general access procedure as illustrated in Fig. 4.3 as follows.

The invitation message is dedicated to one of the neighboring speakers
of the listener, say RTR-C in Fig. 4.3. Non-intended speakers will hear the
invitation message and then keep silence according to the information con-
tained, e.g. speaker A. After exchanging DATA between the speaker and the
listener, an acknowledgement message is sent to the speaker and the listener
will continue to invite other speakers to talk.

The MACA-BI (multiple access collision avoidance by invitation) proposes
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Figure 4.3: Receiver Initialized Protocols

the receiver initialized mechanism based on the MACA protocol. This polling
based access mechanism has excellent collision avoidance capability. Data
payload collision is completely avoided and control message collision is also ef-
ficiently alleviated. Unfortunately, the collision among control messages (RTR)
still exists. In Fig. 4.3, if listener R and R’ transmit invitation packet at the
same time, the RTR packets (RTR-B and RTR-C) will collide with each other at
speaker B and failed. The RIMA-SP/DP /BP (receiver initialized multiple ac-
cess —simple polling /dual polling/ broadcast polling) [38; 39] follow the same
line ofreceiver invitation and improve this kind ofmechanism one step further.
The RIMA-SP mechanism employs a RTR-DATA-ACK handshake. And the
RIMA-DP mechanism further improves the protocol by change handshake pro-
cess to RTR-DATA-DATA-ACK or RTS-CTS-DATA-ACK. The first DATA trans-
mission is sent from the RTR receiver while the second DATA is sent from the
RTR sender. More payload transmission is enabled by allowing a reverse pay-

load transmission from the RTR sender to the RTR receiver. Ifthe invited RTR
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receiver does not have packet to transmit, it replies with a CTS packet to wait
for the upcoming DATA. REVLA-BP utilizes a broadcast polling mode and the
RTR receivers have to transmit RTS to further reserve the channel. When RTS
collision happens, a NTR (No-Transmission-Request) is broadcasted to forbid

the subsequent DATA transmission.

4.1.3 Dual/Multiple Channel Based MAC

Compared with single channel based MAC protocols discussed above, there
are a number of protocols that utilizing more than one wireless channels for
each wireless user to exclusively transmit their own packets. Two channels
separation is another important implementation issue wherein both channels
are used to transmit control messages and data packets separately and shared
by each terminal. This type of protocols has inherent collision avoidance abil-
ity between control and data packets. By implementing random access MAC
protocol on control channel only, the contending process happens on control
channel only, so as to achieve collision free data payload transmission. One
typical multi-channel implementation issue is assigning separated channel to
each user for exclusive usage. There are usually several channels in a sys-
tem which can be achieved by multiple access mechanisms like TDMA, FDMA
and CDMA. As a result, collisions and interference among different users are
efficiently alleviated or even avoided.

The IEEE 802.11 DCF (distributed coordination function) can be classi-
fied to a CDMA based multiple channel solution realized by a spread spec-
trum mechanism namely DSSS. Each node that communicates with the ac-
cess point is assigned a pseudo noise (PN) code. The base band signal is then
spread to a wide transmission band. The PN codes are orthogonal with each

other so as to avoid interfere among users. Each PN code is then considered
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as a separated channel.

Busy tone based MAC protocols are usually regarded as a special type
of multiple channel issue. Busy tone signals occupy a separated and small
(compared to the data transmission channel bandwidth) range of total avail-
able frequency bandwidth (Fig. 4.4). As a result, busy tone detection time
is on the microsecond (ms) level. Busy tone signals can be transmitted with
very simple method, for example a power impulse to indicate a busy tone is
on without the conventional modulation and coding process. Thus, busy tone
setting up and detecting time is considered as the major cost of busy tone
based MAC protocols. Busy tone signals have only two statuses “on” and “‘off”
so as to indicate the status of the channel(s) or indicate the state of individual
terminals, “busy” and “idle”. As an example in Fig. 4.5, a general access proce-
dure of busy tone base random access MAC mechanism is provided. Speakers
still use “hello”” messages (RTS packets) to contend the listener. When one
of them succeeds, instead of CTS, the listener broadcast a busy tone signal
which can be considered as ‘“wave hand” by the listener. This action indicates
the RTS transmission is successful and the listener is waiting for the conver-
sation. Note that the “wave hand” action can be performed along with the
packet transmission. Thus, busy tone is able to be continuously broadcasted
when the sender (speaker C) transmitting DATA until finished. Any other po-

tential speakers (A or B) will then recognize the ‘“wave hand” action and gets
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Figure 4.5: Busy Tone Based Protocols

aware of the busy status ofthe listener. They will keep silence and try to send

RTS again until the busy tone is set off.

One of the most successful busy tone based MAC protocols is known as
the dual busy tone multiple access (DBTMA) protocol [40]. In DBTMA, the
control and data packets are transmitted on a single shared wireless channel.
Two out ofband busy tone signals are employed to indicate the status oftermi-
nal. BT* indicates a terminal is transmitting RTS message and is broadcasted
along with RTS transmission; while the BT" indicates the terminal is receiving
the data payload and is broadcasted when receiving DATA. According to the
analysis, it is shown that the performance of DBTMA is much better than the
RTS/CTS based protocols. The network performance is able to be greatly im-
proved because ofthe busy tone assistance. In [41], the authors prove that the
IEEE 802.11 MAC can be improved by busy tones; while in [42], it is proved
that the TCP performance over wireless ad hoc networks is also improved be-

cause of busy tone assistance. Busy tone assisted MAC mechanism draws
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more and more attention recently. It can be combined with the interference
aware [45], energy aware [46] [47], and QoS aware [43] [44] mechanisms to

further improve the network performance.

Unfortunately, busy tone based MAC protocols have not been widely im-
plemented so far. This is because how to define the out-of-band channel for
busy tones is not well addressed. Further more, busy tone based MAC proto-
cols usually require full-duplex communication. But this functionally is not
enabled on every NIC card. However, good performance of the busy tone based

MAC protocols makes the implementation issue become an attractive topic.

4.2 Energy conservation

In the wireless communication environment, mobile terminals always have
limited energy supply which makes the energy conservation become a contin-
uous requirement. Generally speaking, the energy conservation capability is
able to be optimized on each layer of protocol stack [51]. Here we consider the

energy conservation only from the MAC/physical layer’s perspective.

On mesh clients, energy is mainly spent on computation and communi-
cation, wherein the communication energy consumption takes the major part.
The medium access procedure should be carefully designed to reduce the en-
ergy cost during the communication process: first of all, packet collision is
the major energy waster, especially when traffic load is heavy [52; 53]. If col-
lision happens, all involved packets are failed when capture effect [49] is not
taken into account (from the pure MAC layer’s perspective). They are sched-
uled for retransmission after a random backoff delay and contend to access
the channel again. This involves a complicated process of sending, receiving,

rescheduling and resending which waste a large amount of energy at the both
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sides of senders and receivers. Thus, the packet collision is expected to be

avoided as far as possible.

Second, mesh clients have to keep active and continuously sense carrier
at all times to avoid missing any possible incoming packet (control or data).
Thus, the idle listening procedure consumes a large amount of communication
energy, e.g. the Idle: Receive: Send ratio is measured by 1:1.05:1.4 in [50].
The idle listening energy waste can be tackled by making mobile terminals
wake up and sleep alternatively [54]. Thus, energy conservation can be alle-
viated with the cost of increasing access delay. Time slot scheme [55] is also
able to reduce the energy cost on idle listening by dividing the time into equal
sized slots and let the transmission be conducted at the beginning ofeach time
slot. Then, packet receivers do not have to keep active all the time, but only
at the beginning ofeach time slot. Time slot scheme requires the system to be
perfectly synchronized. Thus, it is more suitable for the centralized structure

networks rather the distributed ones.
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Third, the packet overhearing problem is another energy waster illustrated
in Fig. 4.6. When speaker A is talking to the listener R, speaker B stays within
the radio coverage range of both the sender and the receiver. Therefore, it has
to keep silence during the conversation period of A and R. However, it is quite
unnecessary for B to keep active during this period which would make it over-
hear the packet sent by A and waste energy on packet receiving. The PAMAS
(power aware medium access with signaling) [56] protocol is designed to avoid
overhearing unnecessary packet transmission by letting mobile terminals to
switch off according to their own judgment: if a terminal can hear both the
busy tone from the listener and the DATA from the transmitter, he can then
confirm he is not the intended receiver of the DATA packet. That terminal will
then power itself off until the DATA transmission is finished so as to solve the

overhearing problem.

From the physical layer’s perspective, if the transmission power level is
appropriately set, the packet is then able to arrive at the intended terminal
with minimum power level required. Then the energy spent on packet trans-
mission is reduced and at the same time the interference to other terminals
which might induce collisions is reduced as well. With this methodology, MAC
protocols are usually designed along with physical layer parameters, such
as capture effect, SINR (signal to interference plus noise ratio), taken into ac-
count. This type of MAC protocol is summarized and discussed in the following

part.

4.3 Interference Resistance

From the pure MAC layer’s perspective, any simultaneous transmission that

more than one packet arrive at the same receiver at the same time on the
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same channel will induce a packet collision. The unwanted packet is con-
sidered as the interference of the intended packet as illustrated in Fig. 4.7.
This phenomenon will make the transmission from speaker A to listener R1
failed. However, while considering the radio propagation characteristics, the
power level of packets and signals will progressively fade when transmitted
further. Thus, if the speaker B that transmits interfering packets stays far
away from the listener R1, the interference is somehow tolerable. The inter-
ference tolerance capability highly depends on the signal to interference plus
noise ratio (SINR). Interference is regarded as tolerable if the ratio between
the intended signal and the interference plus noise has larger value than the

required threshold.

According to this characteristic, carefully designing the transmission
power level can reduce the interference among mobile terminals. One typical
implementation is utilizing the power adaptive/interference aware mechanism
over the pure MAC protocol, e.g. [61], As an example in Fig. 4.7, when the lis-

tener R1 is receiving DATA from the speaker 4, he is able to hear another
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DATA transmission from speaker B. If the speaker B carefully adjusts his vol-
ume to make sure only the listener R2 can hear clearly his speech rather
than too loud to interfere the listener R1. This type of design methodology
is based on the assumption that R, (the transmission range of a packet to
be correctly received), R;,;; (the range to cause interfere) and R,e, (the range
to be sensed) follow a general inequation Rrec < Rypif < Rgen. The PCM (power
control medium access control) [57] protocol is designed based on the MACAW
RTS-CTS-DATA-ACK four way handshake mechanism. Atthe sender side, the
RTS is transmitted at the maximum power level. This power level is reduced
to necessary level when transmitting DATA according to information included
in the CTS packet sent back. The receiver transmits the CTS with the maxi-
mum power level as well and transmits ACK with reduced level according to
the information included in DATA packet. This mechanism let the packet lis-
tener feedback to the speaker to inform minimum power volume required, and
vice versa. As a result, radio transmission energy consumption is efficiently
controlled with interference reduced at the same time. In [58], the DBTMA
protocol is improved by selecting the appropriate transmission power level for
busy tone signals and data packets. Busy tone signals broadcasted by the re-
ceiver are transmitted on the maximum power level to provide good protection
of DATA protection during the packet receiving phase. The RTS and DATA
packets are transmitted on the minimum power level to avoid interrupting

other transmissions.

4.4 Rate Adaptation

When packets are transmitted on the unstable wireless links, unpredictable

link fluctuation and interference determines the transmission rate is not able
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to be fixed to a constant value. The rate usually varies according to the link
quality and network environment. Generally speaking, a bad radio propaga-
tion environment requires packets be modulated by a more redundant mecha-
nism to improve the interference resistance capability. The transmission rate
is reduced at the same time. As an example in Fig. 4.8, if there are two on-
going transmissions from speaker A to listener R1 and from B to listener R2,
their transmission will be affected by the speaker C. Ifpackets are transmitted
on the same power level, the listener R1 suffers more serious interference as
it stays nearer to the interférer (speaker Q and farther to the intended sender
(speaker A). As a result, speaker A has to transmit packet with much lower

rate than speaker B to reduce error rate and retransmission times.

In order to deal with this problem, a number of solutions try to adapt
the transmission rate according to the real-time SINR ratio at the receiver

side. By monitoring the SINR, the optimal transmission rate can be selected
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to maintain the system throughput and minimize the transmission error rate.
In [59], the authors propose a power control mechanism (distributed power
control with active link protection) combinated with the rate control (adaptive
probing) and flow control (pipelining) mechanism. The first control frame is
transmitted with an initial power level which is progressively upgraded until
reach the required SINR ratio. Then the transmission data rate is selected
according to the SINR determined. Paper [62] proposes a rate adaptive MAC
protocol for WPAN. The sender and receiver negotiate for the data rate of next

transmission according to the current channel condition.

Rate adaptive MAC protocols try to reflect the physical layer radio channel
quality to the MAC layer and adjust the modulation method to satisfy physi-
cal layer requirements. Using a more redundant modulation mechanism will
increase the packet transmission delay at the same time. As a result, the vul-
nerable period of packet transmission increase when transmission error rate
decrease. Therefore, in order to balance transmission error rate and access
delay, an appropriate modulation and coding mechanism should be carefully

select.

4.5 Topology and Routing Control

In wireless mesh access networks, ad hoc and infrastructure modes are usu-
ally both used to support multi-hop data transmission from mesh clients to a
mesh router. However, in case that all mesh clients stay within the radio cov-
erage of the mesh router, they can communicate with the mesh router directly.
The network topology is then a pure centralized architecture, as illustrated in
Fig. 4.9(1), rather than the hybrid structure. Ifthe transmission power of some

clients, say client C3, is lowered down, the number of reachable neighbouring
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terminals of C3 is decreasing. If the communication range of C3 is not able to
cover the mesh router, some intermediate clients have to relay packet for it.
Then, the network topology becomes a hybrid structure. By carefully adjust
the power level of several clients within a WMAN, the network topology and

packet transmission route are indirectly affected and controlled.

Anumber of benefits can be provided by the topology and routing control.
As an example in Fig. 4.9(1), client C3 and C4 stay quite far away from the
mesh router. Thus, their packet transmissions are quite sensitive to interfer-
ence and noise at the receiver side and they usually have lower transmission
data rate. If they transmit their packet through a multi-hop path of C3-C1-R
and C4-C2-R respectively with radio coverage reduced, several benefits can
be achieved: the transmission rate is improved with the interference reduced,
the transmission successful rate is enhanced, and the traffic load on the mesh

router is released.

This topology and routing control methodology can be achieved by both
distributed and centralized manners. In the distributed manner, each client
has to find the best route and the appropriate transmission power and rate
by themselves. In order to achieve that, they have to monitor all transmis-
sions of their neighbouring terminals to get enough information and make the
decision. The centralized manner lets the mesh router to gather the informa-
tion such as network traffic load, link quality, transmission successful rate,
interference, etc. Then the mesh router is able to find an optimized network
topology according to the information collected. Each mesh client can then be

assigned with the transmission route and corresponding path.

With topology control scheme, the wireless mesh access network can be

reconstructed to the architecture required, i.e. centralized or hybrid. Both
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the centralized and hybrid network topologies have their advantages, disad-
vantages and requirements. For the centralized topology scenario (Fig. 4.9(1)),
near-far effect damages the network severely and hence leads the clients stay-
ing further have lower successful access probability. However, each client can
reach the mesh router via a one hop wireless connection which makes the
access control easier to be performed and the access delay reduce quite a lot.
The hybrid topology (Fig. 4.9(2)) is a good supplementary for the centralized
mode. For communications between clients that stay one hop away from the
mesh router, e.g. Cl and C2, C1-C2 client meshing is able to reduce traffic
load and improve access successful rate on mesh router. For clients that stay
far away from the mesh router, e.g. C6 and C7, direct CC communication
is obviously an optimized routing path for communications between them,
i.e. the C6-C7 link in Fig. 4.9(2). In order to decide the appropriate network
topology, network traffic load situation on routing layer and the link quality on
physical layer should be monitored in real time. As a result, network operation

cost will increase unavoidably.

To the best of my knowledge, topology and routing control in wireless
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mesh access network in not well studied so far. In wireless Ad Hoc net-
works, topology control usually considers the interference resistance capabil-
ity [63; 64], energy efficient capability [65], QoS aware transmissions [66; 67],
etc. The power controlled dual channel protocol [60] provides topology con-
trol mechanism in the conventional wireless Ad Hoc network by control the
power level of RREQ (route request) packets. The interference-limited trans-
mission is enabled by monitoring the SINR in real time. These mechanisms
usually perform on a complete distributed manner with non-neglectable oper-
ation overhead in both computation and communication process. In wireless
mesh access network, it is a better choice to let the mesh router to gather the
network operation parameters and calculate the optimized network topology
as well as implementing corresponding routing control mechanism based on
that. The most challenging topic is to achieve efficient topology control with

as little overhead as possible.

4.6 Physical/ MAC/Routing layer Misbehaviors and

Countermeasures

The open network structure and ad hoc operation mode of WMNs make it pos-
sible for malicious attackers to sneak in, disguise as legitimate users, compro-
mise mesh routers or clients, misbehave with communication protocols and
launch a variety of attacks against different wireless functionalities, services
and devices. Complicated authentication and data encryption algorithms [70]
can prevent external attackers from entering the network and stealing valu-
able information. Besides, we need to use other techniques to address differ-

ent security challenges and attacks in physical, MAC and network layers.
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4.6.1 RF Jamming

In physical layer, attackers can make use of the inherent vulnerability of radio
frequency (RF) transmission and generate jamming signals to interfere with
communications between wireless users. Compared with mesh routers, wire-
less mesh clients have much less hardware resources (e.g. radio interface,
power supply and data storage), processing power and communication capa-
bility. So they are more vulnerable to RF jamming attack. To generate strong
interference at targeted users and wireless devices, RF jamming signal are
usually narrow-band and have limited radio coverage range. So we can use
wideband communication techniques, such as Direct Sequence Spread Spec-
trum (DSSS) and Frequency Hopping Spread Spectrum (FHSS) to combat the
interference of jamming signals. In additional, Orthogonal Frequency Division
Multiplexing (OFDM) and Multiple-Input Multiple-Output (MIMO) techniques
can be adapted to further improve the reliability and efficiency of data trans-

mission over dynamic fading radio channels.

4.6.2 MAC Abusing

Contention-based MAC protocols are usually adopted in WMNs for wireless
users to share the common wireless channel. In MAC layer, misbehaviors
and attacks on the MAC layer [71] include selfish actions, misuse of access
protocols and transmission forged packets/signals, so as to unfairly occupy
wireless channel and resources. For example, a small backoff interval gives
the corresponding user the advantages of getting access to the wireless chan-
nel quickly. The carrier sensing mechanism in many MAC protocols can be
abused by falsely increasing waiting time in network allocate vector (NAV) or
continuously broadcasting busy tone signals. As a result, the neighboring

users will be kept in the silent/waiting status for long period and cannot ac-
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cess the network for data transmission and reception. By Overhearing the
NAV information and busy tone signals, an attacker can deliberately interrupt
ongoing packet transmissions and resend forged packet to make the intended
victim users and machines assuming their previous packet transmissions are
not successful. In doing so, the victim users will be kept in working sta-
tus and cannot enter the idle/sleep mode for saving energy. Forged packets
with broadcasting address as the source will trigger all the listening users to
broadcast these packets through the network, thus to waste energy and even
jam normal packet transmissions. Such attacks are particularly damaging in
wireless mesh access networks, because it can easily drain a mesh client of
its limited battery power and destroy a multi-hop wireless path. To prevent
MAC-layer abuses, misbehaviors and attacks, one solution is to use sophis-
ticated authentication and encryption algorithms to enhance the handshake

process in MAC protocols [72].

4.6.3 Routing Misbehavior

In network layer, typical routing misbehavior and attacks are to inter-
rupt route discovery and maintenance process and tamper with routing
table [73; 74). For reactive on-demand routing protocols, such as Dy-
namic Source Routing (DSR) [75] and Ad hoc On-demand Distance Vector
(AODV) [76], the source route and node list information in the Route Request
(RREQ) and Route Reply (RREP) packets can be fabricated, replaced or deleted.
An attacker can also advertise a route with false distance (shorter or longer)
instead of the actual one in AODV to fail the routing protocol, reduce its effi-
ciency, or even re-route important user data to somewhere else. For proactive
table based routing protocols, such as Destination Sequenced Distance Vector

(DSDV) [77]) and Optimized Link State Routing (OLSR) [78], an attacker can
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advertise modified routing table to lead all network traffic moving towards an
intended address that might not exist, or generate routing loops. The attacker
can then steal all packets and produce a sinkhole by selectively discarding any
packets to disrupt the transmission of the network. Routing loop will cause
data packets not be transmitted to their destinations, as well as waste many
network resources, e.g. energy and storage, along the routing path. To ad-
dress these routing misbehaviors and attacks, we can use the spanning tree
protocol (STP) defined in IEEE 802.1D [79] to eliminate routing loops; and use
geographic routing protocols to solve the routing table abusing problem by
broadcasting geographic information. For on-demand routing protocols, un-
realistic routes can be identified by a comprehensive routing discovering pro-
cedure with multiple neighboring machines and/or a comparison procedure of
the time stamp and geographic information between source and destination.
As a router behavior monitoring scheme, the ‘““watchdog’ [80] solution can
identify malicious/compromised routers by monitoring the relaying or other
behaviors, and apply the “path-rater’” scheme to jump misbehaving routers.
In order to deal with the threat of incorrect route temptation to on demand
routing protocols, comprehensive routing discovering procedure is provided
in [81]. By comparing the time stamp and geographic location information be-
tween route discovering packet’s sender and receiver, a unrealistic route can
be efficiently revealed. There are also a number secure routing protocols such

as SRP [82], SEAD [83], Aridne [84], ARAN [85], SAODV [86; 87].

4.6.4 Flooding Attack

Among all these network security threat, Denial of Service (DoS) attack [88]
and its derivation Distributed Denial of Service (DDoS) [89] are two classical

attacking approaches which is easy to launch and hard to defend on almost
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every layer of WMN. DoS/DDoS attack aims at the network resources (e.g. net-
work bandwidth, energy [90]) and router/client resources (e.g. router/client
memory, processing resource) to prevent them from providing good service to
legitimate users [91]. Handshake messages, or other access control and col-
lision avoidance packets on MAC layer, routing tables and route discovering
packets on network layer, can be easily falsified to exclude some vital fields,
include inexistent source or destination, or completely replaced by malformed
ones. Normal operation of MAC message exchanging, route discovering and
maintenance procedure will be suspended by these completely unreadable
packets and tables. As a result, any additional requests from other network
devices will not be replied by these terminals which struggle to resolve the
received packets and tables. On the other hand, DoS can much easier be
achieved by the well-known flooding attacks (TCP SYN flooding [92], ICMP
flooding and UDP flooding). A DoS flooding makes use of overwhelming pack-
ets to exhaust resources on victim network, such as processing capability on
individual devices and connection ability among network terminals. In WMN,
DoS flooding is more damaging because of unstable wireless link, unbalanced
usage of network resource and weaker network devices: mesh clients always
have constraints on processing and energy capability; mesh routers next to the
gateway and mesh clients close to the access point (mesh router) are normally
heavier loaded; RF transmission is not able to supply satisfied bandwidth.
A number of countermeasures [93; 94; 95] are developed to mitigate harms
caused by DoS flooding: SYN cookies optimizes the TCP protocol by delaying
the allocation of resource until the address of every client sent the request is
verified; implementing firewall, rate-limiting and Access Control List (ACL) on

routers to slow down an ongoing attack and prevent a outgoing DoS attack by
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querying for enough information before processing requests. End-to-end au-
thentication is suggested as well to make sure every user have a certification

before using any network resource or access the wireless channel.



Chapter 5

Double Sense Multiple Access (IDSMA)

In wireless mesh access network, wireless connections are consisted of CC
(client-to-client) and CR (client-to-router) links. According to the network in-
frastructure illustrated in Fig. 2.5, this hybrid multi-hop system can be sum-
marized as a spanning tree like transmission model shown in Fig. 5.1. In the
model, mesh clients stay in geographic positions that are fanned-out. It is
quite possible that more than one client on the boundary of sector (e.g. D, E
and F) send their packets to the client/router (e.g. A) on the center. Both the
CC and CR communications can be summarized as a multiple-sender-single-

receiver random access process.

For CC communications, either the sender or the receiver are mesh
clients. Each of them has limited resource on signal processing and wireless
communication. According to this requirement, a simple mechanism ‘“dou-
ble sense” is proposed specifically for CC communications. Based on this
mechanism, we propose two innovative busy tone based random access MAC
protocols to deal with the packet collision problem, namely DSMA-D (double
sense multiple access — double channel) and DSMA-S (double sense multiple

access —single channel).
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Figure 5.1: System Model
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In DSMA (DSMA-D and DSMA-S), packets are separated and classified as
control message and data payload. A control message represents an outgoing
data payload transmission and contains brief information of it. The size of
a data payload is much larger than a control message, thus it is longer in
transmission time and more vulnerable for packet collisions. Therefore, it
is extremely critical to guarantee a successful data payload transmission by
avoiding control-data and data-data collisions. There are some presumptions

given as follows:

1. Each mesh client has the same capability in terms of energy storage,

power level, communication range and signal processing ability;

2. A full-duplex antenna is available on mesh clients which enables busy

tone broadcasting along with packet transmission;

3. The mesh router is assumed to have no constraint on communication
and processing ability, it has one dedicated full-duplex antenna for mesh

access network.

Besides the above assumptions, channel efficiency and system through-
put can be further improved by dividing both wireless channel(s) into time-
synchronized slots. Transmitters are time synchronized with their intended
receivers and transmit their packets only at the beginnings of time slots. Time
synchronization can be achieved by using a common clock source from the
mesh router within each wireless mesh access network. The length of a time
slot, denoted by 7, should be set at least equal to the summation of the rise
up and detection time of a busy tone signal, the maximum signal propagation
delay within a terminal’s radio coverage area, and the maximum packet pro-

cessing delay. For the clients or the router with shorter signal propagation
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and processing delay, they should wait until the beginning of the next time
slot for further actions, e.g. sensing the busy tone signals and transmitting
a new packet. In real implementations, slot length is selected slightly larger
than the calculated or estimated value for the sake of system stability and reli-
ability. For the sake of analysis, we choose to follow the tradition and assume

T is equal to the maximum propagation delay.

5.1 Double Sense Multiple Access — Double Channel

(DSMA-D)
5.1.1 Access Mechanism of DSMA-D

The DSMA-D protocol uses two out-of-band busy tone signals BT; and BT, at
the sender and the receiver side respectively, to indicate an occupied wireless
channel. Acontrol packet, request-to-send (RTS), is transmitted to reserve the
channel for data payload (DATA) transmission. It contains brief information of
the outgoing payload, such as the source and intended terminal ID, number
of packets, priority level, etc. In order to avoid collisions between these two
kinds of packets, RTS and DATA are transmitted through control and data
channels, respectively. Channel is divided by using frequency or time division
multiplexing (FDM or TDM). DATA-DATA collision avoidance can be achieved
by the ““double sense’” mechanism , so as to guarantee the throughput per-
formance. Access delay can be reduced by carefully specifying an appropriate
retransmission policy (including a random backoff delay scheme), so as to
avoid unnecessary time slot wastage. Note the improvement of channel effi-
ciency and system throughput results in the reduction of access delay, and
vice versa. The detailed algorithm of DSMA-D is analyzed step-by-step as fol-

lows.
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Table 5.1: Access Mechanism of DSMA-D

DSMA-D Algorithm

Sender Side:

INPUT: a transmission attempt and the receiver’s identity.
OUTPUT: the transmission attempt is failed or successful.

1. Check the status of both BT, and BT; at the beginning of next time slot.
2. IF either BT, or BT; is sensed, i.e. BT, = 1 or BT; =1, THEN return failed.
3. ELSE do the following: (Both BT, and BT, signals are not sensed, i.e. BT, =0 and
BT; =0.)

3.1 Send a RTS packet (including the receiver’s identity) through the control channel
and turn on the BT; signal during the same period of time.

3.2 Check the status of BT, signal at the beginning of next slot. Two time slots later,
check it again. (The “double sense” mechanism.)

3.3 IF the BT, signal is not sensed for the first time and sensed for the second time,
i.e. BT. =0 and BT? = 1, THEN do the following:

3.3.1 Send the DATA packet (including the receiver’s identity) through the data
channel and turn on the BT; signal during the same period of time.
3.3.2 Return successful.

3.4 ELSE return failed.
Receiver Side:
INPUT: a RTS packet.
OUTPUT: a RTS transmission is successful or failed.
4. Keep receiving until the control channel become idle.
5. IF one RTS can be unpacked, setup BT, signal; THEN return successful.
6. ELSE return failed.
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Upon receiving a transmission attempt, i.e. a data packet and the re-
ceiver’s identity, the transmitter follows the procedure in each data transmis-
sion or retransmission attempt as shown in Table 5.1. Atransmitter will sense
both busy tone signals BT; and BT, at the beginning of next time slot (step 1).
If neither BT, nor BT, is sensed, the RTS transmission is permitted (step 3).
Otherwise, this attempt is regarded as fail (step 2). Note that the transmitter
sends out a RTS packet (step 3.1) and then senses the BT, signal twice (step
3.2) before making the decision (step 3.3) whether or not to send out its data
packet through the data channel. If the attempt is failed, the corresponding
data packet will be retransmitted after a random backoff delay. According to
the specific QoS requirements for different real applications, the data packet
may be discarded (blocked) after a certain number of failed retransmissions,
or when the accumulated access delay exceeds the packet’s life time. The re-
cetver stays on the control channel and keeps listening any possible incoming
RTS packets until this channel become idle again (step 4). If an intact RTS
can be unpacked, BT, signal is set up (step 5). Note that the two-slot gap be-
tween the double sensing actions of BT, signal in step 3.2 is for compensating
round-trip propagation delay. So the proposed DSMA-D protocol makes use
of propagation delay to effectively prevent hidden terminals from generating

DATA packet that collides with the existing DATA transmission.

As illustrated in Fig. 5.2, two mathematic models are constructed which
are diverted from the Fig. 5.1 under two critical environments: all-hidden-
sender and non-hidden-sender. In the all-hidden-sender environment, all
packet senders stay out of the radio coverage of each other. Thus, they can not
sense the BT, signals broadcasted by senders, but the BT, signal only that is

broadcasted by the common receiver. In the non-hidden-sender environment,
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packet senders stay within the radio coverage range of each other. As a result,

all packet senders are able to sense both the BT, and all BT; signals.

As an example, Fig. 5.3 shows the key features of DSMA-D access pro-
cedure in the all-hidden-sender environment. There are one receiver client
R and seven transmitters, namely clients A to G. Senders cannot discover
(sense) any BT, signals, which are therefore omitted in the figure, from other
transmitters so they always have BT; = 0 in this case. Under the symmet-
ric radio channel condition, the BT, signal from the common packet receiver
client R can be sensed by all those seven transmitters during a period of time,
which is denoted by “BT, Period” in the figure. As packet collisions occur only
at the receiver, the channel status and access mechanism shown in Fig. 5.3
are from client R’s viewpoint. Hence, we observe one-slot propagation delay
between ‘BT, ON” and the beginning of a ‘BT, Period”’, and between “BT, OFF”’

and the end of a “BT, Period”. In this example, the lengths (transmission time)
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Figure 5.3: Access Procedure of DSMA-D, All-Hidden-Sender Environment.
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of RTS and DATA are set to be four and seven time slots, respectively. In
Fig. 5.3, a data transmission request arrives at client A within the third time
slot. Since neither BT; nor BT, signal is sensed at the beginning of the fourth
slot, A turns on its BT; signal (not shown) and sends out a RTS packet, de-
noted by RTS-A. After one slot propagation delay, RTS-A arrives at the receiver
client R. As soon as the whole RTS-A packet is correctly received (no packet
collision), R turns on its BT, signal at the end of the eighth slot as an ac-
knowledgement. One-slot later, this BT, signal can definitely be sensed by R’s
neighboring clients (including the other six transmitters). Client A completes
the transmission of RTS-A by the end of the seventh slot, it senses the BT,
signal twice at the beginnings of the eighth and tenth slots. The corresponding
sensing results are “BT: =0” and “BT? = 1. So client A knows that RTS-A has
been correctly received by client R and the data channel has been reserved
for DATA-A transmission (collision-free). It starts at the beginning of the tenth
slot and arrives at client R after one-slot delay. Client B and C send their
RTS at the beginning of eighth and ninth slots, respectively. They will not
transmit their data packets because their double sensing results are “BT. = 1~
and “BT? = 1”. Clients F cannot even send out its RTS packets because it can
sense the BT, signal before the transmission attempt, i.e. BT, =1 in step 2 of
the DSMA-D Algorithm. Clients G, E and C schedule their transmission and
retransmission attempts at the 20" and 22"¢ slots. As senders are hidden to
each other, they cannot discover other’s BT; signals so that send out their RTS
packets. Acollision occurs at the receiver R and those overlapped RTS packets
are all destroyed. The three involved transmitters G, E and C will then obtain
the same double sensing result, i.e. *BT. = 0, BT2 = 0”. Retransmission of B

and D has the same access result of G, E and C: packet collision occurs and
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the double sense results are “BT: = 0, BT? =0”. In the above cases, the trans-
mission/retransmission attempts are failed and the corresponding terminals
need to access the channel again after a random backoff delay, e.g. client
C reschedule its first retransmission attempts during the 227 slot, but fail
again. As illustrated in these examples, with the “double sense” mechanism
and channel separation solution, DSMA-D provides sufficient information for
packet transmitters. Thus they can make the right decision whether or not
their DATA packet should be sent out immediately. In this way, DSMA-D com-
pletely solves the hidden terminal problem on data channel and guarantees

collision free DATA transmission.

Fig. 5.4 illustrates the DSMA-D access procedure in the non-hidden-
sender environment. Similarly, a data packet transmission request arrives
at A within the 37 time slot and no busy tones are sensed at the beginning
of the 4" time slot. Client A turns on BT, and start transmission RTS-A.
This BT; signal covers the channel from the beginning of the 5" slot till the
end of 8! slot. If the RTS succeeds, the successful access procedure follows
the same access steps of “double sense” and DATA transmission. The non-
hidden-sender environment makes the BT, signal be sensed by every contend-
ing client. Thus, client B and Cthat have transmission attempt arrive within
7th and 8! time slot are able to sense BT; signal at the beginning of 8" and
9th slot. As a result, they won’t transmit their RTS packets. In Fig. 5.4, client
D and E schedule their transmission within the 20" time slot. D can not
sense the BT; broadcasted by E since one time slot is required for BT, propa-
gation, and vice versa. Then, RTS collision happens and all involved packets
are failed, i.e. RTS-D and RTS-E. If additional transmission attempt arrives

within following part of collision period, e.g. client F schedules its transmis-
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sion at the beginning of 237¢ sot, but it can not send RTS packet because of
the BT; signal is sensed.

As illustrated in this two examples, the vulnerable period of RTS packet is
decreased in the non-hidden-environment. Thus, the DSMA-D performance
in this environment are much better than the performance in the all-hidden-
sender environment. However, in real applications, it is not reasonable to
assume there are no hidden terminals at all. Thus, the performance in the
all-hidden-sender and non-hidden sender environment actually indicate the

lower bound and upper bound performance of DSMA-D, respectively.

5.1.2 Throughput, Delay and Blocking Probability Analysis of
DSMA-D

In order to evaluate the efficiency of DSMA-D, a precise mathematic model is

constructed to analyze the throughput, delay and blocking probability perfor-

mance of DSMA-D in both all-hidden-sender and non-hidden-sender environ-

ment.
5.1.2.1 Throughput Analysis

Throughput performance is derived by using the conventional approach of
busy period analysis [96; 97; 98; 99]. In the throughput analysis, transmis-
sions are regarded as ‘“discarded” when collision happens. Thus, the backoff
state analysis and the Markov model in [100] is not taken into account. As
all packet collisions and successful data transmissions occur only on the re-
ceiver, system throughput is defined as the average channel utilization ratio
of receiver R As shown in Fig. 5.3 and 5.4, “Busy” and “Idle” periods are de-
fined by considering channel statuses. They appear alternatively and a pair of
them (adjacent to each other) constitutes a transmission cycle. Busy periods

can be further divided into “‘successful” and “failed” ones. With DSMA-D, a
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collision-free RTS transmission can absolutely guarantee a successful DATA
packet transmission. Therefore, a successful busy period contains a success-
ful RTS and DATA packet transmission period. While a failed busy period has
only overlapped, or collided, RTS packet transmissions. Let I, Bs; and By de-
note the lengths of idle, successful and failed busy periods, respectively. The
minimum value of [ is zero, which occurs when two failed busy periods are
adjacent neighbors. Within each successful busy period, the amount of time
spent on transmitting the data packet is the useful channel utilization and de-
noted by U. System throughput S is defined as the average channel utilization

over the average length of a transmission cycle, i.e.

_ __E[U] E[U]
" E[]+E[B]  E[]+ E[B,]-ps + E[Byf] - (1 — ps)

5.0

where p; is the success probability of a busy period or, equivalently, the suc-
cess probability of a RTS packet transmission. Assume the combined arrival
of new and delayed transmission attempts is a Poisson process with rate A
and assume no packet loss in radio transmission as well as no capture ef-
fect at the receiver. Without loss of generality, the transmission time of RTS
and DATA packets are set to be v and ¢ time slots (with the entire wireless
channel), respectively.

Throughput in the All-Hidden-Sender Environment.

In the all-hidden-sender environment, signals from any contending sender
can not be sensed by others. This makes the BT; signal that sent along with a
RTS packet loses its normal functionality. Thus, the entire transmission pe-
riod of a RTS packet is vulnerable of collisions from simultaneous contending
RTS transmissions. We assume the occupation ratio of control channel as C
which ranges between O and 1 while the data channel as D = 1- C. Therefore,

the transmission duration of RTS and DATA in DSMA-D are v = v/C and
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8’ = /D, respectively. The success probability ps can be derived as [96; 97]:

, AT e"”l’\T
DSMA-D _
Pya) T e (5-2)

wherein 7 refers to the length of a time slot.

The length distribution of an idle period is given by:
P{I=kr}=e™M.(1-e?) k=1,23,.... (5.3)

So the average length of an idle period is:

—AT |

DSMA-D _ € T

The length of a successful busy period is fixed and equal to the summation
of the transmission time of a RTS packet, a DATA packet, and two round-trip

propagation delay for turning on and off the BT, signal, i.e.
BRI P=( +6 +4)- 7. (5.5)

Each successful busy period contains a successful DATA packet transmission,

so the average channel utilization is simply given by:

E[U]{?SAIA—D -D.-§r .pﬁig“m—D ) (5.6)

The minimum length of a failed busy period is equal to the transmission time
of a RTS packet, i.e. B; > +'7. The distribution of By can be derived as (see

Appendix A):

(l—e"”—)\T-e"‘T)-e—“("/_” i~ 0
— 1 =U;
(l‘e—AT)(17p3§?[l4 D) ) )
P{By = (v +i)r} = (5.7)
e~ AT 1) (] _g=AT g% .
1_,DSMA-D ) i2>1;
\ Ps(a)
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wherein the 7' is equivalent to the v in Appendix A and o; (i>1) is an interim

variable and is defined as:

¢
1, 1<i<y —1;
o =91— e_’\T('Y,_l)’ 1= 'y, ; (58)
Qi1 - e~ AT(v =1) . (1 _ e—/\T) oy, 1> 'y’ +1.

As a check, Y%° P{B; = (y +1i)7} = 1. The detailed analysis of failed busy
period is given in Appendix A.

The average length of a failed busy period is given by (see Appendix A):

(1 _ e—AT’Y’) oy o7 pPSMA-D
E[Bf](EiSMA_D = - 13%41\)/1 - O
(e-)\r(’y’—l) _ e—/\T'y’) <1 — pﬁiguA'D) 1- ps(A) !

By substituting (5.2), (5.4), (5.5), (5.6) and (5.9) into (5.1), system throughput

is obtained as

SD‘?AIA—D _ D A7 8
(A - ! . =Ty At(y'-1) ?
(6" +4) - Are +e (5.10)
D.-§. .G

(0" +4) -G+ e@'-1G "
where G £ M7 is referred to as “offered traffic”.
Throughput in the Non-Hidden-Sender Environment.
In the non-hidden-sender environment, all RTS transmission is protected
by BT, signal after one slot propagation delay. Thus, the vulnerable period of
RTS packet is only one time slot and the transmission successful probability

is expressed as:

AT e AT
DSMA-D __
SN T T e .10
Thus, the average channel utilization is:
BUJGHY AP =D o'r -y AP (5.12)
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The length of a successful busy period is fixed and equal to the summation
of the transmission time of a RTS packet, a DATA packet, and two round-trip

propagation delay for turning on and off the BT, signal, i.e.
BONATP = (Y 48 +4) 7. (5.13)

Packet collision occurs only more than one RTS arrive within the same time

slot. So the failed transmission probability is known as:

DSMA-D _ DSMA-D
IS N 21N B -
1—e M Ar-e (5.14)
= 1 — e AT
and the collision period length is:
BN AP =q" 1 (5.15)

The average length of the idle period is the same with the all-hidden-
sender scenario:

DsMA-D _ €T

By substituting (5.11), (5.12), (5.15), (5.13) and (5.16) into (5.1), system

throughput is obtained as:

/ AT-e= AT
GDSMA-D _ Dom e
N - —AT. ’ ’ e AT —em AT Arem AT
(M) =L+ (Y +4 +4)T"}Z—:_—F+7/T'1—§T—?“L\YTT€__ (5.17)
D-§-G

(8 +4)- G+~ - (eF—1)+1"
where G £ A7 is referred to as “offered traffic”.
5.1.2.2 Access Delay and Blocking Probability Analysis

Access delay D is defined as the duration from the generation of a trans-
mission attempt to the moment it is successfully transmitted [103]. We as-

sume the synchronization process takes a fixed value of delay denoted by
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Dy in our analysis. A uniform distributed backoff procedure with (random
variable W and (W > 1)) is performed after every unsuccessful transmis-
sion/retransmission before reaching the maximum retransmission threshold,
say rmar- Apacket transmission attempt is discarded (blocked) when its failed
retransmissions reaches r,,,,. According to the access mechanism of DSMA-
D. the different duration of access delay is calculated after each packet trans-
mission or retransmission attempt.

Access Delay Distribution in All-Hidden-Sender Environment.

According to DSMA-D algorithm, a transmitter needs to check the status
of both BT; and BT, signals before sending out its RTS packet. In the all-
hidden-sender environment, as BT; from senders are not able to be sensed by
hidden terminals, the BT, status from receiver determines further actions.

CASE I: NO RTS PACKET IS TRANSMITTED.

Within one transmission cycle, the average length of BT, period is (§' +
)T -pf(flguA_D. It consists of a ¢’ period DATA transmission and a round-trip
propagation delay for BT, raising up and turning off (¢ + 2). The BT, period is
conditioned with a successful RTS transmission probability (pﬁi?M*D). So the
probability that the BT, signal is sensed (hence no RTS packet is transmitted)
is given by:

(¢ +2)7 -l AP

P1a) = EU](D;;J\/[A—D n E[BJggMA—D ) 5.18)
(0'+2)-G

(6 +4) -G +e-1G "

For this case, in order to avoid the transmitter sensing the same BT, signal

again, the corresponding backoff delay D; 4 before the next retransmission

attempt should be set longer than (9’'+ 1) time slots. We let:

Dyay=W+6+1) 7. (5.19)
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where W (W > 1)is a random variable selected according to the specific backoff
policy

CASE II: BT} = 1 AND BT? = 1.

Except for “Case I'’, a RTS packet is transmitted in the remaining three
cases. The “double sense” mechanism will then be used to determine whether
or not a data packet transmission should follow. The probability that the
double sensing results are “BT: = 1" and “BT? = 1" is given by:

o DSMA-D

P2a) = 'ps(A)
(A) E[I](DAS)MA-D N E[B]Z?SMA—D : (520)
2G

(6" +4) -G+ e@-1G"
In this case, the intended RTS packet transmission fails but the receiver has
successfully received a RTS packet from another transmitter. For example,
clients B and C in Fig. 5.3 experience this situation. To ensure the failed
transmitter’s next retransmission attempt not occurring within the same BT,

period, the corresponding backoff delay Dy 4 is set as:
Doy = (W +46 +3)-7. (5.21)

CASE III: BT! =0 AND BT? = 1.
This is the successful case for RTS and DATA transmissions. Within a
transmission cycle, in order to guarantee a successful RTS transmission, the

idle period should be more than one RTS duration. Thus, the average length

E[IS]DSAIA—-D

(4) of the idle period that guarantees a successful RTS (and DATA)

packet transmission can be derived as:

o0

E[Is]as;AIAAD =S i+ 07 -P{I=(+i)7},
g (5.22)
e_AV,G . T

T 1-—e G



Chapter 5. Double Sense Multiple Access (DSMA) 94

And the probability that the double sensing results are “BT: =0 and “BT? =
17 is simply given by:

E[I ]DSMA—D
pPSMA-D _ #1(4)
suc(A) E[I](DAS)'MA_D + E[B](DAS)'MA~D ’ (5.23)

1
(8 +4) -G+ e@'-DG

The corresponding delay D4 is equal to the summation of the transmission
times of RTS packet, data packet, and a two-slot round-trip propagation delay,
i.e.

Dyyy=(+6+2) 7. (5.24)

CASE IV: BT! = 0 AND BT? = 0.

In this case, RTS-RTS packet collision occurs. All the involved (over-
lapped) RTS packets are destroyed (cannot be correctly received by the re-
ceiver) and should be retransmitted. The probability of this case can be simply

calculated as:

Pyay=1—p1—p2— pﬁi%fﬁD
o2 -1)G _ 1 (5.25)

(6 +4) G+ e@-DG”
To avoid a repeated collision with the same RTS packets, the corresponding

backoff delay Dy, is set as:
Dyay=W+2y-2)-7. (5.26)

Access Delay Distribution in Non-Hidden-Sender Environment.

In the non-hidden-sender environment, as each BT; signal can be suc-
cessfully sensed by all packet senders. The busy tone coverage period in-
creases significantly in this scenario which affects the access delay distribu-

tion.
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CASE I: BT, IS SENSED.
Within one transmission cycle, the average length of BT, period is (¢’ +2)7-

pf(if;m_D. That is a ¢’ + 2 BT, coverage length, conditioned a successful RTS

transmission. So the probability that the BT, signal is sensed (hence no RTS
packet is transmitted) is given by:
(6, + 2)7_ _pZIAS\'/I;/IA—D

DSMA-D DSMA-D
E[PSMA=D + E[BIPS 527

(6 +2) -G
(8 +4)- G+~ -(eF—1)+1"

Piny =

For this case, in order to avoid the transmitter sensing the same BT, signal
again, the corresponding backoff delay D,y before the next retransmission

attempt should be set longer than (¢'+ 1) time slots. We let:
Dl(N) = (VV +68 + 1) T (5.28)

where W (W > 1) is a random variable selected according to the specific re-
transmission policy

CASE II: BT; IS SENSED.

The length of a BT, period is ¥'7 conditioned with at least one RTS arrive

within a time slot (1 — e™*7). Thus, the probability of sensing a BT; signal is:

» _ N7 (1—e )
2(N) E{I](Z?N.VS')}\]A—D_{_E[B](DNS)MA—D’

v (1-e9)?-eC
(0 +4) - G++ (e =1)+1"

(5.29)

In this case, in order to avoid the transmitter sensing the same BT; signal
again, the corresponding backoft delay D, y) before the next retransmission

attempt should be set longer than (¢’ - 1) time slots. D,y is set as:

D'Z(N) = (W+’)’/— 1) < T. (530)
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CASE III: BT: = 0 AND BT? = 1.

Apart from the above two cases, a RTS packet is transmitted in the re-
maining two cases. The ‘“‘double sense’” mechanism will then be used to de-
termine whether or not DATA transmission should follow. Double sensing
results of “BT. = 0” and “BT? = 1” indicates the successful case for RTS and
DATA transmissions. Within a transmission cycle, in order to guarantee a
successful RTS transmission, the idle period should be more than one time

DSMA-D

slot. Thus, the average length E[Is](N) of the idle period that guarantees

a successful RTS (and DATA) packet transmission can be derived as:

(oo}
E[LJQIMATP =Y i+ 1)r - P{I=(1+i)7},
i=0 (5.31)
_ e C.r
T 1—e G

And the probability that the double sensing results are “BT: = 0” and ‘BT2 =
1’ is simply given by:

DSMA-D _ E[Is]aiMA—D
suc(N) - DSMA-D DSMA-D
Elllgny "7 + ElBly) (5.32)

1
(6 +4)-G+v (e -1)+1"

The corresponding delay Dy is equal to the summation of the transmission
times of RTS packet, data packet, and a two-slot round-trip propagation delay,
ie.

Dyny=(+6+2) 7. (5.33)

CASE IV: BT! = 0 aND BT? = 0.
In this case, RTS-RTS packet collision occurs. All the involved (over-
lapped) RTS packets are destroyed (cannot be correctly received by the re-

ceiver) and should be retransmitted. The probability of this case can be simply
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calculated as:

DSMA-D
Pany =1 =PL=P2 = Pyye(nvy >

2G ++'-(1-e7%)
(6 +4)- G+~ - (eF—1)+1"

(5.34)

When “‘double sense” is finished, the collision period has also finished as well.

The corresponding access delay Dy is simply equal to the backoff delay:
D4(N) =W.r. (5.35)

Average Access Delay and Blocking Probability

Let R denote the total number of retransmissions needed before a success-
ful RTS/DATA packet transmission. When the backoff delay range is much
larger than DATA transmission time slots, packet transmissions and retrans-
missions are “almost” independent. Thus R can be accurately approximated
by a geometrically distributed random variable with the success transmission
probability pg,. as the parameter. Conditioning on R < 7,4, the retransmis-
sion distribution of those successful data packets is given by

DSMA-D (1 DSM’A-—D)T

Psuc — Psuc
P{R=r|R<Tmau} = =
1= (1= R A Dyrmart]

, r=0,1,2,... ;" (5.36)
And the blocking probability Pg is defined as
Pg = P{R > rpqz} = (1 — pRSMA=Dyrmartl (5.37)

Thus, the access blocking probability in the all-hidden-sender and the non-

hidden-sender environments are given by:

Ppgay = P{R > o} = (L= plalig=Pyrmes ™1, (5.38)
and
Pg(n) = P{R > ryna} = (1= pha iy~ P)rmestt, (5.39)



Chapter 5. Double Sense Multiple Access (DSMA) 98

The mean value of R is given by:

A= 1A - mazx
pagpstia-p _ (L= pBEAD) = GRINAD 1 1)1 pHNA=Dy et

[1 -(1 pDSMA-D)rme} . pDSMA-D

- Msuc

(5.40)

There are four cases of access delay D;, Dy, D3 and D4 with corresponding

probabilities py, ps, p23MA-D and ps. So we let M and N(©O < M + N < R)

denote the numbers of failed transmission attempts due to the Cases I and II,
respectively. The joint distribution of R, Mand Nis given by

/," —_—
P{R=7r,M =m,N =n} = DAMA=D pprpy ™™™, (5.41)

pS’UC

The mean values of M and N can be derived as

() — (Bt 1) - (i)™
E[]W]DSMA'D= P1+Psuc P1+Psuc P1+Psuc ,
[1 3 ( . )Tmaﬂ-l] | pbsma-bp
p1+pﬁ)3cM‘i”t pitpai AP
(5.42)
and
( 2 ) _ ( sDuSCMA—DTmax + 1) ) ( ) )Tmaz+1
E[N]PSMA-D _ p2+p?:3¢“"“D p2+pRe AP pz+p?:3c““‘5
{1 3 ( ) )rmaﬁ-ljl . pbsma-p
pz+p3:3c“:“D p2+pie AP
(5.43)

Let D) ;, Dy and Dy denote the i, j'* and k" backoff delay due to the Cases

I, I and IV, respectively. The total access delay D is given by

M N R
DPSMA-D _ p 1 D, 4+ Z Dy + Z Dy + Z Dy
i=1 . j=1 k=M+N+1 (5.44)

=Dy+Ds+7 Y Wi+M-Dy+N-Da+(R—M~-N)-Dy
=1

where W, represents the random backoff delay value due to the {** failed trans-

mission. In this chapter, the distribution of W, is assumed the same for all



5.1. Double Sense Multiple Access — Double Channel (DSMA-D) 99

transmitting terminals and all retransmission attempts. So we obtain the
same average value E[W)] = E[W], irrespective of different terminals and re-

transmission times. The average of access delay is therefore

E[D]DSA[4 D = Do+ D3 + E[W] [R]DSMA—D_+_ D, .E[]VI]DSMAfD
+ D2 . E[N]DSI\IA*D + D4 . (E[R]DSIUA—D (545)

_ E[A[]DS‘”A*D _ E[N]DSAIA—D)

By substituting equation (5.18), (5.20) and (5.23) into (5.40), (5.42) and
(5.43) the E[R|PSMA-D EIM|PSMA-D and E[N]PSMA-D in the all-hidden-

DSMA-D E[AJ]DSAIA Dand

sender environment are derived, and we have E[R](A) (A)

E[N]DSMA D Further more, substituting these values as well as using (5.19),
(5.21), (5.24) and (5.26) to replace the D;, Dy, D3 and Dy in (5.45), we get the

expected delay as:

E[D]a.S)’AIA—D — DO+ D3(A) + E[W] i E[R](DAS)AIA—D + Dl _E[]\J](DAS)'IUA-—D

+ Dy(ay - EIN]OSMA™P + Dy - (BIR] M AP
_ E[AI]€45;;\IA—D E[N]DSAM Dy

(5.46)
= (,y/+5l +3)T +E[‘V]E[R]8‘S)VAJA—D + E[AJ](DAS;I\JA—D((S/ + l)T

+E[ }D§A[4 D(51+3 T+ E[R]DSAIA D

_ E[J[]gis;f\fA—D E[]V](D451UA D)(2 r_ 2)7_ )

Using the same method, the average access delay in the non-hidden-
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sender environment is known as:

EDIGM AP = Do+ Dy + EWW] - E[RIGAM AP + Dy - E[M]0M AP

+ D2(N) i E[N](DI\}S')A/[A~D 4 D4(N) . (E[R}(DA./S')A/IA—D
- E[MIQ3M AP - EINIG3MAP) (5.47)
== (,Yl +5/ +3)T+E[W]E[R](DA.IS')]\/IA—D + E[AI](I?VS)AJA-D((S’ + 1)7_

+ BIN|BSMA-P(y/ ~ 1)

5.1.2.3 Analytical/Simulation Results and Discussion

Analytical curves are plotted according to the equations of throughput, delay
and blocking probability, i.e. equation (5.10), (5.17), (5.38), (5.39), (5.46) and
(5.47). The simulation that operates on a C++ platform describes the random
access channel of a receiver when a number of transmission attempts try to
access this channel. The process of transmission attempt arrival follows the
Poisson distribution. For concept prove, the DSMA-D is simulated only in the
all-hidden-sender environment to verity the accuracy of the throughput, delay
and blocking probability analysis.

In theory, the channel separation scheme of DSMA-D reduces the chan-
nel utilization ratio since the control and data packets are transmitted alter-
natively on dedicated control and data channels. The system throughput is
therefore severely affected and reduced. Without losing generality, we use
FDM to achieve the channel separation wherein control and data channel oc-
cupy fixed part of wireless spectrum bandwidth to transmit RTS and DATA,
respectively. Thus the channel separation refers to the wireless spectrum
bandwidth division for control and data channels in our simulation.

Fig. 5.5 illustrates the DSMA-D channel throughput versus offered load



5.1. Double Sense Multiple Access — Double Channel (DSMA-D) 101

0.35 —— ——r e ——— ey —

03r Simulation e e e e e e

Numerical

o
o N
N &
T T

Throughput
o
>
T

005

0 h rusr SR L s . Lo 2 PO

1072 107 10°
Offered Load

Figure 5.5: Throughput DSMA-D, v = 3, § = 20, D = 0.25,0.5,0.75, All-Hidden-Sender Environ-

ment.

with the data channel bandwidth occupation ratio (D) as the parameter in the
all-hidden-sender environment. Packet sizes of RTS and DATA are fixed to 3
and 20 time slots transmission times, respectively. With DSMA-D, the RTS
and DATA transmission time are closely related to the channel separation ra-
tio which are 3/(1-D) and 20/D, respectively. The analytical results shown
in solid lines, plotted according to equation (5.10), are perfectly verified by
the simulation results given in marks. If less bandwidth is spent on DATA
transmission, RTS can be transmitted within shorter duration which reduces
the vulnerable time of access procedure. In Fig. 5.5, the D=0.25 curve shows
this kind of channel separation scenario which makes system more tolerable
on heavier offered load. Unfortunately, at the same time, the control channel
keeps idle during the long term DATA transmission period. It greatly reduces

the wireless spectrum utilization ratio and is not attractive in real applica-
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Figure 5.6: Throughput DSMA-D, v = 3, § = 20, D = 0.25,0.5,0.75, Non-Hidden-Sender Envi-

ronment.

tions. On the other hand, if large bandwidth is spent on data channel, e.g.
D=0.75, RTS packet have to be transmitted for a long period. This severely
increases the vulnerable time of RTS transmission and affects the successful
probability of it. Thus the channel throughput performance is severely de-
graded. If similar bandwidth is spent on control and data channels, RTS suc-
cessful probability and data transmission time are balanced. Better channel
throughput is obtained as illustrated by the D=0.5 curve in Fig. 5.5. Therefore
in real applications, by carefully set the channel separation ratio, system can

be adjusted to satisty different requirements.

Fig. 5.6 illustrates the numerical results of DSMA-D throughput in the
non-hidden-sender environment calculated according to equation (5.17). The
major difference with the throughput in the all-hidden sender environment

is that the channel division case of D=0.75 has the best throughput perfor-



5.1. Double Sense Multiple Access — Double Channel (DSMA-D) 103

0.4

035 = = = = All-Hidden
Non-Hidden

03

o

n

o
T

02r-

Throughput

o
=
T

L . T el 2o e gl

107 107° 107 10™ 10°

Offered Load

Figure 5.7: Throughput DSMA-D, D = 0.5, ¥ = 2, § = 20, All-hidden and Non-hidden Sender

Environments.

mance. This is because in the non-hidden-sender environment, the BT; signal
that broadcasted by the RTS sender can be successfully sensed by all con-
tending senders. As a result, the vulnerable period of the RTS transmission
reduces to only one time slot in any kinds of channel division cases. If more
channel resource is provided to the data transmission, e.g. D=0.75, better

channel utilization and system throughput can be achieved.

Fig. 5.7 compares the throughput performance of DSMA-D in all-hidden-
sender and non-hidden-sender environments. The all-hidden-sender environ-
ment essentially describes the worst network scenario in real applications
while the non-hidden-sender environment is the idea scenario. The DSMA-
D performs quite different in these two environments because the BT; signal
is broadcasted by RTS senders: in the non-hidden-sender environment, BT,

is able to reach all contending terminals while in the all-hidden-sender envi-




Chapter 5. Double Sense Multiple Access (IDSMA) 104

250 T T —T T
1
’
—— Non-Hidden ,I
= = = « All-Hidden ,,

200 , —
) ’
— .7
9 7’
(=] '/

r'd
'8 150 ’ .
D /s
3} P s
@ ’
& .
M 7
”
100} _= < -
- -
= -
50 1 1L 1 1 1 1
0 0.05 0.1 0.15 0.2 0.25 0.3
Throughput

Figure 5.8: Delay DSMA-D, D = 0.5, v = 3, § = 20, rmaz=5, E[W] = 50, All-Hidden and Non-

Hidden Sender Environments.

ronment, BT; from any terminal can not be sensed by one another. The two
curves in Fig. 5.7 (plotted according to equation (5.10) and (5.17)) indicate the
throughput upper bound and lower bound of DSMA-D. Similarly, the Fig. 5.8
(plotted according to equation (5.46) and (5.47)) and 5.9 (plotted according
to equation (5.38) and (5.39)) illustrate the boundaries of Delay and blocking
probability performance, respectively. In real applications, the throughput,
delay and blocking probability performance will locate at the area between the

solid line and dashed line.

Fig. 5.10 and Fig. 5.11, both plotted according to equation (5.10), show the
channel throughput versus the offered traffic G of DSMA-D in the all-hidden-
sender environment with RTS and DATA packet sizes (y and §) as parameters,
respectively; while Fig. 5.12 and Fig. 5.13, calculated according to equation

(5.17), show the throughput performance in the non-hidden-sender environ-

0.35
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ment. The analytical results shown in solid lines are perfectly verified by the
simulation results shown in marks. Asexpected, the throughput performance
is closely related to the ratio between v and §. Generally speaking, a larger
throughput can be obtained with a larger ratio of 4/ v. However, transmitting
very long data packets may not be appropriate in many cases, especially when
the radio channel condition is not stable enough. Obviously, using effective
access control protocol to transfer small data packet (comparable with the size
of RTS) is not attractive at all. Therefore, the obtained curves in the two fig-
ures are very useful for traffic sizing in real applications, wherein the tradeoff
relationship between the throughput, packet size, power consumption, and

radio channel condition should be considered.

Fig. 5.14 and Fig. 5.15, plotted according to equation (5.46) and (5.38)

respectively, illustrate the expected (average) access delay and blocking prob-

0.35
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ability performance with maximum retransmission 7,4, as a parameter in the
all-hidden-sender environment. While Fig. 5.16 and Fig. 5.17, plotted accord-
ing to equation (5.47) and (5.39) respectively, illustrate the expected (average)
access delay and blocking probability performance in the non-hidden-sender
environment. It is shown that larger value of 7,4, is related to longer access
delay and smaller blocking probability. This indicates the tradeoffs between
system access delay performance and blocking probability. If the transmission
attempts are keen to be transmitted, larger value of r,,, has to be set. The
system average access delay increases at the same time, unavoidably. On the
other hand, if the system expected delay is the key feature, better performance
could be achieved by decreasing the maximum retransmission limitation 7,4, .
As a result, transmission attempts are more likely to be discarded (blocked)

after a number of failure transmissions.
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5.2 Double Sense Multiple Access — Single Channel
(DSMA-S)

As introduced in the Chapter 4, mesh clients spend their energy on packet
(re)transmitting and receiving during a communication process. When packet
collision happens, a large amount of energy is wasted on packet transmission,
retransmission and receiving on both sides of senders and receivers. As the
major energy waster, packet collision is expected to be avoided or alleviated
by several random access protocols. However, collision among control pack-
ets is quite difficult to be avoided since control packets are transmitted to
reserve the channel without guarantee of success. The throughput analysis of
DSMA-D illustrates that frequent collision among control packet will induce
a very large duration of collision period. System throughput is severely de-

graded, especially when traffic is heavy. DSMA-S utilizes the ‘““double sense”
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mechanism along with a novel ‘“mandatory waiting”” mechanism to avoid RTS-
DATA collision and proposes a ‘“mandatory clearance” mechanism to resolve
the RTS-RTS collision problem and alleviate the harm caused by RTS-RTS
collision. This mechanism makes contending terminals aware of a packet col-
lision situation, stopping transmitting additional packets that destine to fail
and increasing the collision period length. As a result, both senders and re-
ceivers are rescued from the collision state and the energy waste because of

packet collision is greatly reduced.

5.2.1 Access Mechanism of DSMA-S

The DSMA-S protocol uses two out-of-band busy tone signals BT, and BT,
signal at the receiver side only. Thus, both of the two signals can be efficiently
sensed by all contending senders. BT, indicates a packet collision among RTS

packets while the BT, signal indicates a successful RTS transmission. In order
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= 20, E[W] = 50, All-Hidden-

to maximize the channel utilization ratio, both control and data packets are

transmitted on a shared wireless channel. With ““double sense’ mechanism,

DSMA-S can inherently eliminate DATA-DATA collisions. In addition, there is

a “mandatory waiting”” mechanism (collision avoidance) at the sender side to

protect transmissions against RTS-DATA collisions and a “mandatory chan-

nel clearance” mechanism (collision resolution) at the receiver side to alleviate

damages from RTS-RTS collisions.

This single channel collision avoidance

and collision resolution mechanisms can greatly improve channel efficiency,

system throughput and access delay performance. The detailed access mech-

anism of DSMA-S is analyzed step-by-step as follows.

Note that the busy

tone signals, BT, and BT, , are broadcasted by the common receiver. Thus,

busy tone signals can be sensed by every sender regardless it is a hidden ter-

minal or not. As a result, the DSMA-S protocol performs the same in both
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all-hidden-sender and non-hidden-sender environments.

The DSMA-S algorithm is summarized in Table 5.2. The transmitter sends
out a RTS packet (step 3.1) and then senses BT, signal twice (step 3.2) before
making the decision (step 3.3) whether or not to send out its DATA packet. A
“mandatory waiting” (step 3.3.1) is carried out before transmitting the DATA
to consume other contending RTS packets initialized during the round-trip
propagation period, so as to avoid RTS-DATA collisions. The receiver keep
listening incoming control packets for only one RTS transmission period (step
4). Then it tries to unpack the information received and setup busy tone
signals accordingly. Successful RTS resolving indicates a collision free control
packet transmission. Then BT, is setup to inform the sender to transmit DATA
(step 5). On the other hand, if no intact control packet that can be resolved, it
indicates a RTS-RTS collision occurs. BT, is setup for a certain period of time
to cancel other outgoing RTS transmissions (step 6), so as to avoid continuous
RTS-RTS collision. Thus, the DSMA-S protocol can effectively prevent hidden
terminals from generating contending RTS during DATA transmission and

minimize the RTS-RTS collision period.

As an example, Fig. 5.18 shows the access mechanism of DSMA-S for
one receiver client R and seven transmitters, namely clients A to G. Under
the symmetric radio channel condition, the BT, (BT,) signal from the common
packet receiver client R can be sensed by all the seven transmitters during
a period of time, which is denoted by “BT,(BT.) Period” in the figure. There
is one-slot propagation delay between “BT,.(BT.) ON” and the beginning of a
“BT,(BT,) Period”, and between “BT,(BT.) OFF” and the end of a “BT, (BT,) Pe-
riod”. In Fig. 5.18, a transmission attempt request arrives at client A within

the third time slot. Since neither BT, nor BT, signal is sensed at the begin-
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Table 5.2: Access Mechanism of DSMA-S

DSMA-S Algorithm
Sender Side:
INPUT: a data packet and the receiver’s identity.

OUTPUT: a transmission attempt is failed or successful.
1. Check the status of BT, and BT, signals at the beginning of next time slot.
2. IF either BT, or BT, signal is sensed, i.e. BI.=1 or BT, =1, THEN return failed.
3. ELSE do the following: (Both BT, and BT, signals are not sensed, i.e. BT, =0 and
BT, =0.)

3.1 Send a RTS packet (including the receiver’s identity).

3.2 Check the status of BT, signal at the beginning of next slot. Two time slots later,
check it again. (The “double sense” mechanism.)

3.3 IF the BT, signal is not sensed for the first time and sensed for the second time,
i.e. “BT: =0”and “BT? = 1, THEN do the following:

3.3.1 “Mandatory waiting” and then Send the data packet (including the receiver’s
identity).
3.3.2 Return successful.

3.4 ELSE return failed.
Receiver Side:
INPUT: a RTS packet.
OUTPUT: a RTS transmission is successful or failed.
4. Unpack RTS packet(s) received after one RTS transmission time (i.e. receive RTS
packet for v slots).
5. IF the RTS is able to be unpacked, setup BT, signal; THEN return successful.

6. ELSE setup BT, signal, THEN return failed. (*“‘Mandatory clearance”)
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ning of the fourth slot, A sends out a RTS packet, denoted by RTS-A. After one
slot propagation delay, RTS-A arrives at the receiver client R. As soon as one
RTS transmission finishes at the end of eighth slot, client R unpacks control
packet(s) received and turns on its BT, signal at the beginning of the ninth
slot as an acknowledgement. One-slot later, this BT, signal can definitely be
sensed by R’s neighboring clients (including the seven transmitters). Client A
completes the transmission of RTS-A by the end of the seventh slot, it senses
BT, signal twice at the beginnings of the ninth and 11" slots. The corre-
sponding sensing results are “BT. = 0” and “BT2 = 1. Then client A knows
that RTS-A has been correctly received by R and the subsequent channel has
been reserved for its DATA packet transmission (collision-free). Then client
A enters the “mandatory waiting” state until the end of 12! slot to consume
other contending RTS transmissions initialized within the seventh and eighth
slots (RTS-B). Client B sends its RTS packet at the beginning of ninth slot
and will not transmit its DATA packets because its double sensing results are
“BT. =17, “BT? = 1”. Clients C(G) cannot even send out RTS packet when they
sense the BT, (BT,) signal before transmitting the attempt. Simultaneous RTS
transmissions results in a packet collision at the receiver R and those over-
lapped RTS packets are all destroyed. The four involved transmitters D, E,
F and C will then obtain the same BT, double sensing result, i.e. “BT. = 0",
“BT? = 0”. Note that client R keeps listening on incoming packets for only
one RTS transmission time then tries to unpack at the end of 29" slot. The
RTS-E is spitted and missed the final slot on client R. Thus the overlapped
transmissions of the RTS-D and part of RTS-E will be destroyed and none of
them can be successfully received by client R. As a result, BT, turns on at

the beginning of 30! time slot to inform the collision status on client R and
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mandatory cancel other outgoing contending RTS. In the above three cases
(case 1 client B, case 2 client Cand G, case 3 client D, E, F and O), the trans-
mission/retransmission attempts are failed and the corresponding terminals
need to access the channel again after a random backoff delay, e.g. client C
reschedule their first retransmission attempts at the 29" slot, but fail again.
As illustrated in these examples, with the ‘“mandatory waiting” mechanism,
the ““double sense” mechanism can also provide collision free DATA transmis-
sion, i.e. no DATA-RTS and DATA-DATA collisions, on the single wireless
channel. Unfortunately, RTS packets are sent out without guarantees of suc-
cess in order to reserve the wireless channel for subsequent DATA transmis-
sion and RTS-RTS collisions still exist. The “mandatory channel clearance”
mechanism provides a collision resolution solution to minimize the RTS-RTS

collision length. Throughput and access delay are therefore greatly improved.

5.2.2 Throughput, Delay and Blocking Probability Analysis of
DSMA-S

The general performance attributes such as throughput, delay and blocking
probability of DSMA-S are analyzed according to the mathematic model con-
structed for analyzing DSMA-D. We utilize the same analysis method and ob-
tain the throughput, delay and blocking probability performance results as

follows.

5.2.2.1 Throughput

In DSMA-S, a RTS packet is transmitted via the entire wireless channel with-
out any protection from busy tone signals. Therefore, the success probability

of a packet transmission attempt p; is

fAls AT e
SIMATS = S (5.48)
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The average length of an idle period is the same with that of DSMA-D, i.e.

—AT

_ _ e T
E[NPSMAZS = pPSMAD = —— . (5.49)

The length of a successful busy period is fixed and equal to the summation of
the transmission times of a RTS and DATA packet, a mandatory waiting time
and two round-trip propagation delay for turning on and off the BT, signal,
i.e.

BPSMA=S — (2.~ 41 6 4+3)-7. (5.50)
The average channel utilization is simply given by:

E[U]|PSMA=S — 57 . pPSMA=S (5.51)

As the receiver can discover a packet collision immediately when it happens,
the length of a fail busy period is fixed and contains the transmission time of
a RTS packet, mandatory channel clearance time (BT, duration) and a round-

trip propagation delay of BT, signal, i.e.
BPSMAS — (2.4 41) 7. (5.52)

By substituting (5.48), (5.49), (5.50), (5.51) and (5.52) into (5.1), the system

throughput is obtained as:

GDSMA-S _ AT - e AT
(0+2) - Ar-e AT+ 2y (1—eM)+1°

§5-G-e &
(0+2)-G-eGr+2y-(1-eC)+1"

(5.53)

where G £ A7 is referred to as “offered traffic”.

5.2.2.2 Access Delay and Blocking Probability

According to DSMA-S algorithm, a transmitter needs to check the status of

both BT, and BT, signals before sending out its RTS packet. It then relies
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on the “double sense” result of BT, to make decision of data transmission or
backoff.

CASE I: NO RTS PACKET IS TRANSMITTED.

Within one transmission cycle, the average lengths of BT, and BT, periods
are (§+v+1)7-pPSMA=S and (y—1)7- (1 - pPSMA=5) respectively. Therefore, the
probabilities that the BT, and BT, signals are sensed (hence no RTS packet is
transmitted) are given by:

(64~ + 1)7 - pPSMA=S
P = BIDSMA=S | E|B]DSMA-S ’

B (64+~7+1)-G-el-79 .
T (042 -G e +2y-(1—eG)+1
(v = D7 - (1~ pPM4~9)
P12 = Bl|DSMA-S | E[B]DSMA-S *
(5.55)

T (6+2) G e 42y (1—-eCG)+ 17

respectively.

For this case, in order to avoid sensing the same BT, and BT, signals
again, the corresponding backoff delays D;; and D;; before the next retrans-
mission attempt should be set longer than (0 +v) and (y — 2) time slots, respec-
tively. We let:

Dii=W+4d+7)-71. (5.56)
Dio= (W+~v—2)-7. (5.57)

CASE II: BT! = 1 aND BT? = 1.

In the remaining three cases, “double sense” mechanism will then be used
to determine whether or not a DATA transmission should follow. Within the
round-trip propagation time of RTS and BT, a contending RTS can be trans-

mitted collision free but it will fail because of the “double sense’ results are
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“BT! = 1”and “BT2 = 17, e.g. client B in Fig. 5.18. The corresponding proba-
bility is given by:
97 . pPSMA-S
_ s
b2 = E[I/PSMA-5 I~ F[B]|DSMA-S ’

2G - (=)
(64+2)-G-eC+2y-(1-eC)+1"

(5.58)

Retransmission are scheduled to avoid occurring within the same BT, period.

The corresponding backoff delay Ds is set as:
Do=(W+do+v+2) 7. (5.59)

CASE III: BT} = 0 AND BT? = 1.
This is the successful case for RTS and DATA transmissions. The average
length E[I,)PSMA-9 of the idle period that guarantees a successful RTS (and

DATA) packet transmission equals to that of DSMA-D

_'YG

[A— TA— € - T
E[IS]DSAIA S _ E[IS]DS.MA D _

. 5.60
= (5.60)

The probability that the double sensing results are ‘BT = 0” and ‘BT2 = 1”is
simply:
DSMA-S _ E[L,]PSMA-S
suc - E[I]DSMA~S 4 E[B]DSMA~S ’
e(—G)

(642)-G-e G +2y- (1—e %) +1°

(5.61)

The corresponding delay D3 equals to the summation of the transmission time
of RTS packet, DATA packet, a mandatory waiting time, and a two-slot round-

trip propagation delay, i.e.
Dy=(+2-v+1) 7. (5.62)

CASE 1V: BT! = 0 AND BT? = 0.
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In this last case, packet collision occurs among RTS packets. All the in-
volved (overlapped) RTS packets are destroyed (cannot be correctly received by
the receiver) and should be retransmitted. The BT, signal is setup to announce
this situation and to perform a mandatory channel clear so as to prevent con-

tinuous collision. The probability of this case can be simply calculated as

pi=1—p11 — pia — pg — pLIMA=S (5.63)

To avoid a repeated overlap with the same collision period, the corresponding

access delay Dy is set as:
Di=(W+2-v+1)-71. (5.64)

Average Access Delay and Blocking Probability

There are five cases of access delay Dy;, D12, D3, D3 and Dy with cor-

responding probabilities p1;, p12, P2, pﬁ;ﬁ“’m_s and ps. Let R denote the to-

tal number of retransmissions needed before a successful RTS/DATA packet
transmission. Conditioning on R < 7,4, the retransmission distribution of

those successful data packets is given by

DS]WA-D(I DSMA~D)T

Psuc — Psuc
P{R=r|R<rpu} = ,
{ ! mar} 1— (1 _ pgg}\]A—D)rmaI+l

, 7=0,1,2,...,"maz- (5.65)
And the blocking probability Py is defined as
Pé)S’MA—S — P{R > T'maz} — (1 _ pspuiAJA—S)Tmax+l ) (5.66)

The mean value of R is given by:

AlA- MA- MA- mazx
E[R]PSMA=S (1 = p2RMA=S) — (LM A= g 4+ 1)(1 = pRaMA=F)rmas 1

DSMA-S DSMA-S
[1 — (1 — Psue )Tnm,t'f'l * Dsue

(5.67)
We let L and M denote the numbers of failed transmission attempts due to

sensing the BT, and BT, signals in Cases I. And N denotes the number of
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failed transmissions due to the Cases II, wherein 0 < L+ M + N < R. The joint

distribution of R, L, M and N is given by

r r—1 r—1l—m
P{R=r,L=1,M=m,N=n}=
! m n (5.68)
paaMA=S pl ply ph py

Similarly, the mean values of L, M and N are derived as [23]:

_ 1
L ) _ (pEuSéMA S"'max + 1) ' ( u )rmax+
DSMAZS DSMA-35 . DSMA-3

E[L]DSMA—S — (pll+psuc P11+Psuc p11+p£‘cM

1 ( I )Tmaz+1 DSMA-S
— | —— s T L L o et
puitpsue T piitpsue

’

(5.69)

b

DSAMA-S Tmaz+1
( P12 ) _ ( suc - ”Tmaz + 1) . ( D121\/1 )
E[AI]DS]UA—S — Plz-i*pﬁch B P12+DPsuc. P12+Psuc B

) ( n )Tma1+1 DSMA—-S
- e L =
plQ"‘p.sDuclu B Pi12+Psuc -

(5.70)
and
( Dy ) _ (pS[L.iMA—STmaI + 1) . (—E%Tg)rmaz+l
E[N]DSMA_S—_- pa+plMA-S P p2tphi . (5.7D)

Tmaz+1 DSMA-S
1 — ( p2 ) . suc
~——DSMA=3 —szsﬂm —
P2+Psue P2+Psuc

Let Dy; 4, Dy2j, Doy and Dy, denote the i, jt*, kt*and o'* backoff delay due to

the Cases I (p11 and p11), I and IV, respectively. The total access delay D is

given by
L M N R
D = Do+ D; + Z Dy + Z Diaj+ > Doy + > Dy
i=1 j=1 k=1 k=L+M+N+1
R

= Do+ (Y + 6+ U +7- S Wi+ LG +y)r+ My — 2)7 5.72)

=1

+NO+~v+2)T+(R—L—M—N)(2y + 1)T.
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Figure 5.19: Throughput DSMA-S, v =1,2,3,4, § = 20.

The average of access delay is therefore

E[D)PSMA=S — (24 4+ 6 + 2)7 + E[W]E[R] - 7 + E[L](6 + )T
+ E[M)PSMAZS(y — 2)7 4 E[N)PSMAS (5 4y 4 2)r
(5.73)
+ (E[R]DS.’\IA—S _ E[L]DSJUA—S _ E[A,[]DSJVIA—S

— E[N]PSMA=Sy(2y 4 1)7.

5.2.2.3 Analytical/Simulation Results and Discussion

Fig. 5.19 and Fig. 5.20 illustrate the throughput performance of DSMA-S while
Fig. 5.21 and Fig. 5.22 illustrate the delay and blocking probability perfor-
mance. The solid lines in Fig. 5.19 and Fig. 5.20 are calculated according to
equation (5.53) and solid lines in Fig. 5.21 and Fig. 5.22 are calculated ac-
cording to equation (5.73) and (5.60), respectively. DSMA-S simulation also
operates on a C++ platform that describes the random access channel of a re-

ceiver when a number of transmission attempts try to access this channel. The
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simulation results are shown in markers in Fig. 5.21, 5.22 and Fig. 5.21(5.22)
which are obtained by setting different parameters, i.e. RTS packet length (v),
DATA length (§) and maximum retransmission times (nqz), respectively.
Similarly with DSMA-D, a larger ratio of é/ v can achieve a better through-
put performance illustrated by Fig. 5.19 and Fig. 5.20. In Fig. 5.21 and
Fig. 5.22, larger value of r,.; is able to achieve better blocking probability
performance but worse delay performance. The analytical results are illus-
trated in solid lines while the simulation results in marks. In Fig. 5.22, the
simulation results match better with the analytical curve when r,,, is smaller.
This is because for smaller 7,4, and larger E[W] (uniform-distributed random
backoff delay W with the mean value E[W], set to 50 in Fig. 5.21 and Fig. 5.22)
values, the combined new and retransmitted traffic is less “bursting”. There-

fore, the arrival correlation of retransmitted packets is greatly reduced and the

combined new and retransmitted traffic is more Poisson-like, which results in

0.5
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a better match between simulation and analytical results for DSMA-S. Simi-
larly, by comparing the Fig. 5.22 and Fig. 5.15, it is found that the simulation
marks match with the analytical curves better in DSMA-S than in DSMA-D.
In Fig. 5.15, with the same size of RTS and DATA packets, DSMA-D takes 6
and 40 slots to transmit RTS and DATA respectively under the channel sep-
aration ratio of D=0.5. The DATA duration of DSMA-D is closer to E[W] than
DSMA-S which makes the combined traffic in DSMA-D much less Poisson-
like. Thus, simulation results in Fig. 5.15 deviate more from analytical ones

than in Fig. 5.22.

5.2.3 Energy Consumption of DSMA-S

As discussed in Chapter 4, energy consumption on each mesh client during a
communication process is spent on useful packet sending and receiving, col-
liding packet sending and receiving as well as terminal idle listening. Among
them, energy cost during a packet collision process occupies a large amount
of total energy wastage. Existing MAC solutions are usually able to protect
the data payload transmissions against collisions. But unfortunately, control
packet collisions are very difficult to be completely avoided. How to alleviate
the control packet collision problem as far as possible, reduce the cost when
packet collision occurs, prevent from severe damage on system performance
and rescue both senders and receiver from the collision status become very
important topics to be resolved.

DSMA-S is proposed with the target of energy conservation. First of all,
slotted time is used which lets every action be performed at the beginning of
time slots so as to reduce the idle listening energy consumption. Secondly,
each packet receiver switches on its antenna and try to receive contending

control packet for only v slots, which just covers the duration of a control
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packet. By doing that, the packet receiver is able to determine a collided con-
trol packet transmission after vy slots listening period. Unnecessary listening
of subsequent collided control packets is avoided so as to save the energy con-
sumption on the packet receiver side. Thirdly, when control packet collision
happens, the receiver will not be able to correctly resolve a control packet after
a ~ slots’ listening. Then, the BT, signal is setup to let all contending terminals
be aware of an ongoing packet collision and cancel their outgoing transmis-
sions. According to this access principle, the system energy consumption

distribution is analyzed in details as follows.
Energy Consumption Distribution.

According to the access mechanism of DSMA-S, when RTS is correctly re-
ceived, collision free DATA transmission is guaranteed. Energy consumption
E is defined as the average system energy cost on succeeding a RTS trans-
mission. It includes energy spent on sending and receiving packet, as well as
energy spent on broadcasting and sensing busy tone signals. On a per time
slot basis, they are denoted by F_Send, E_Rec, E_BT_Bro and E_BT _Sense, re-
spectively. Successful or failed RTS transmission will induce different steps of
access procedure and consequently different amounts of energy consumption

of the system.
CASE 1. SUCCESSFUL TRANSMISSION

According to the access mechanism, a RTS packet is sent out if the pream-
ble busy tone sense is free (e.g. In Fig. 5.18, client A senses for any busy tone
signal at the beginning of 4'* slot), and the transmission succeeds if there is
no contending RTS arrives within the vulnerable period (i.e. from the begin-
ning of 3" till the end of 6" slot). Therefore, the probability of guaranteeing a

successful RTS transmission is:
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AT - e AT

PL=Ps= T 5.74)

A succeed RTS transmission involves a pair of RTS-DATA sending and
receiving, busy tone sense, double sense and a BT, broadcasting and sensing

process. Thus, the corresponding energy consumption is:

E, = (E_Send + E_Rec) - (v + 0) + E_BT _Bro-
(5.75)

(y+d+1)+3- E_LBT Sense.

CASE II. FAILED TRANSMISSION

During last slot of the first RTS and the slot immediately after (e.g. 7" and
8" slots in In Fig. 5.18), contending RTSs (e.g. RTS-B) will not interrupt the
existing RTS and subsequent DATA transmission because of the ‘“mandatory
waiting” mechanism. All contending RTS transmissions are failed because of
a ‘BT = 1” and “BT? = 1” double sense result. If there are ¢ RTS packets

involved in this status, the probabiltiy is given by:

[31’ . (/\T)i-H '67(7+K3+1))‘T
(1 —e=A7) 4!

D2i = (5.76)

wherein 8(=27) indicates 7" and 8" slots in In Fig. 5.18.

Since the receiver stops receiving RTS packets after v slots’ receiving pe-
riod, energy consumption in this case includes only the energy spent on the
senders. Each sender will experience a preamble busy tone sense, RTS trans-
mission and double sense process. Thus, the corresponding energy consump-

tion is:

E> = (y-E_Send + 3 - E_BT _Sense) - i. (5.77)
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CASE III. COLLIDED TRANSMISSION

If there are other contending RTS packets transmitted during the vul-
nerable period (e.g. RTS-D and RTS-E), a packet collision happens and all
overlapped RTS packets are failed. Assuming there are j overlapping RTS

packets involved in a collision period, the probability is given by:

(/\T)j-H . e~ (Y B+ AT
(1 —e77)-j!

p3j = A((v+ BY - ). (5.78)

When a packet collision happens, a mesh client spends energy on busy
tone sense, RTS sending and double sense at the sender side. While at the
receiver side, a RTS period (y slots) receiving and BT, broadcasting (y — 1
slots) process minimizes the energy spent on receiving damaged packets. The

system energy consumption is given by:

Es=(y-FE.Send+ 3 - E_BT_Sense) - (j + 1)+
(5.79)

v-E_Rec+ (y—1)- E.BT_Bro.

Average Energy Consumption.

In order to succeed a RTS-DATA transmission, the system may experience
RTS failed transmission (collision) and useless transmission (no response).
Thus, the average system energy cost is defined as the non-successful RTS
transmission energy consumption in succeeding one RTS-DATA procedure,

which can be shown as:
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[e.o] [e.e]
E[E] = (D pai-E2+) _psi-Es) /py
i=1 =1

1
= —-(y-E.Send + 3 - E_BT _Sense)-

p1 (5.80)

o0

[e o]
. , l-p
(Zl'p2i+'2(]+1)-p3j)+ pll

i=1 j=1

(y-E_Rec+ (y—1)- E_BT_Bro)

Simulation e e e e e o
Numerical

v=4, 8=20

v=3, 8=20

Energy Cost
o
T

y=2, 8=20

0 0.1 0.2 0.3 0.4 0.5
Throughput

Figure 5.23: Energy Cost DSMA-S, v = 2,3,4, § = 20.

Fig. 5.23 illustrates the system energy cost versus channel throughput
for DSMA-S with v and ¢ as parameters wherein the analytical curves are cal-
culated according to equation (5.80). According to the performance value of
Lucent 15dbm 2.4GHz Wavelane PCMCIA card, 1.82W is spent on transmis-
sion mode, 1.80W in receiving mode and 0.18W on standby mode. We assume
that the energy consumed on sending packets per time slot is the energy unit

(E_send = 1). The E_Rec, E_BT_Bro and E_BT _Sense can reasonably be as-
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sumed to 1, 0.5 and 0.5, respectively. The results in Fig. 5.23 indicates that
the system energy cost is closely related to the é/ v ratio. Larger 4/ v ratio can

achieve better energy conservation to obtain the same system throughput.

DETMA o —o- w—9 =¢ ~o

w
T

Energy Cost
E-N
T

w
T

0.5

Figure 5.24: Energy Cost Comparison DSMA-S and DBTMA, v = 3, § = 20.

Fig. 5.24 compares the energy cost performance for DSMA-S and DBTMA.
Around 25% on average of energy conservation can be achieved by DSMA-S
protocol. The collision period analysis in Appendix A indicates that the fail
busy period is able to reach an extreme long period, even to infinity. By fixing
the listening period of receiver to only v slots, fault listening to collided packets
is avoided without the possibility of missing any useful packet transmission.
With the “mandatory channel clearance” mechanism, the RTS collision pe-
riod are controlled and not larger than a fixed length. It greatly reduces the

contending energy spent by senders and listening energy by receiver.
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5.3 Summary

In this chapter, we propose a collision avoidance mechanism, “double sense”,
on random access channel to tackle the hidden terminal problem and avoid
the collision among data payload. Two random access protocols, DSMA-D and
DSMA-S that utilize the “double sense” mechanism on dual channel and sin-
gle channel basis, respectively, are designed and analyzed. The performance
comparison between them, as well as with another newly proposed random

access protocol RSMA, is conducted in the next chapter.



Chapter 6

Receiver Sense Multiple Access

(RSMA)

In wireless mesh access networks, ad hoc and infrastructure modes are usu-
ally both used to support multiple hop data transmission from mesh clients
to a mesh router. Traffic will accumulate along the path towards the mesh
router. The mesh clients close to the router will have more data to transmit
and these packets are more likely to collide with each other. Thus, the final
hop CR communication is usually heavily loaded and very sensitive to packet
collisions. In this chapter, a collision avoidance random access MAC protocol
“receiver sense multiple access” (RSMA) is proposed exclusively for the last-

hop CR communication.

6.1 Receiver Sense Multiple Access (RSMA)
6.1.1 Access Mechanism of RSMA

CR communications are operated in a centralized basis with the mesh router
as the common receiver. As mesh router is much more powerful in terms of
communication and processing abilities, RSMA lets the mesh router to act a

vital role in random access control. In RSMA, two out-of-band busy tone sig-
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nals BT; and BT, are setup by the mesh router (receiver) only, to indicate an
ongoing transmission of RTS and DATA, respectively. The BT; is turned on
immediately when a RTS packet arrives. BT, is set up only if RTS is received
successfully. As a result, the entire transmission time of DATA and part of
RTS is covered and protected by busy tone signals. Transmission success-
ful probability is greatly enlarged, which results in throughput improvement
and delay reduction. The detailed algorithm of RSMA is given step-by-step in

table 6.1.

A transmitter sends out a RTS packet (step 3.1) when channel becomes
idle. Then it senses BT, signal at the beginning of two slots later (step 3.2)
before making the decision (step 3.3) whether to send out its DATA packet.
The two time slots gap is to consume a round-trip propagation delay for RTS
sending and BT, arriving. The receiver (mesh router) keeps monitoring the
common wireless channel activity for any possible incoming control packets
from the mesh clients one hop away. It broadcasts BT; signal (step 4) when
start receiving a RTS packet without considering whether the RTS will suc-
ceed or not. By doing this, all terminals that have transmission attempts are
silenced and the on-going RTS transmission is protected by BT, signal. If the
transmission is successful, the mesh router switches off the BT; signal and
turns on the BT, signal (steps 5) so as to inform the RTS sender to transmit

its DATA packet and provide continuous protection for it.

Fig. 6.1 takes an example of access mechanism and illustrates the access
procedures of RTS for one receiver router R and seven transmitters, namely
client A to client G. In Fig. 6.1, a data transmission request arrives at client
A within the third time slot. Since neither BT; nor BT, signal is sensed at the

beginning the next (forth) time slot, client A sends a RTS packet, denoted by
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Table 6.1: Access Mechanism of RSMA

RSMA Algorithm
Sender Side (Mesh Client).
INPUT: a transmission attempt and the receiver’s identity.

OUTPUT: the transmission attempt is failed or successful.
1. Check the status of both BT, and BT, signals at the beginning of next time slot.
2. IF either BT, or BT, signal is sensed, i.e. BT;=1 or BT, =1, THEN return failed.
3. ELSE do the following: (Both BT, and BT,signals are not sensed, i.e. BT; =0 and
BT, =0.)
3.1 Send a RTS packet (including the receiver’s identity).
3.2 Check the status of BT, signal at the beginning of two time-slot later.
3.3 IF the BT, signal is not sensed, i.e. BT, =1, THEN do the following:
3.3.1 Send the DATA packet (including the receiver’s identity).
3.3.2 Return successful.
3.4 ELSE return failed.
Receiver Side (Mesh Router):
INPUT: a RTS packet.
OUTPUT: a RTS transmission is successful or failed.
4. Turn on BT, UPON start receiving RTS.
5. IF the RTS is correctly received.
5.1 Switch off BT;, turn on BT, and wait for DATA packets,
5.2 Return successful.

6. ELSE return failed.
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RTS-A. RTS-A arrives at the receiver, router R, after a one-slot propagation
delay. Upon the arrival of the RTS-A packet, router R turns on its BT; signal,
at the beginning of the fifth slot. One slot later, the BT; signal can definitely
sensed by router R’s neighboring terminals (the seven transmitters). Thus, the
subsequent part of RTS-A transmission is protected. Client A completes the
transmission of RTS-A by the end of the seventh slot and the whole RTS packet
arrives at the receiver by the end of eighth time slot. Since RTS-A is correctly
received, router R switches off the BT, signal and turns on the BT, signal at
the beginning of ninth time slot. After sending out the RTS-A, client A waits
for the notification from the receiver to send its data packets. Atthe beginning
of the 10" time slot, the BT, signal is sensed by client A and at the same time,
client A sends its data packets, DATA-A. During the ‘“BT; Period” plus ‘BT,
Period”, clients with their transmission/retransmission attempts scheduled,
senses a busy tone signal before transmission and then keep silence. In other
words, clients having transmission attempts from the beginning of fifth time
slot till the end of 17" time slot are not permitted to send their RTS, e.g.
client B at the fifth time slot and client C at the 11" time slot. They schedule
their retransmission attempts after a random backoff delay at 23™¢ and 31
slots respectively. Clients D and E have their packet transmission attempts
arriving within 18" and 19" slot respectively, while client F and G with in the
27" slot. They send their RTS packets since there is no busy tone reserve
the channel at that time. Unfortunately, RTS-RTS collision occurs at router
R and all involved RTS packets are failed. As a result, the BT, signal will not
be turned on since no correct RTS packet is received. This vulnerable period
of an RTS packet is just a round-trip, two-slot gap, equal to the summation

of one slot for RTS arriving and another slot for BT; signal propagating time.
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When collision happens, the transmission (retransmission) attempts are failed
and the corresponding clients have to reschedule their retransmissions after a
random backoffdelay. Asthe BT; signal is set up anyway, and the rescheduled
transmission from B (237%) and C (31%!) are both silenced since BT, is sensed
before transmitting their RTS packets.

6.1.2 Pure MAC layer Performance Analysis

In this section, we construct a precise mathematic model to analyze the
throughput, delay and blocking probability performance of RSMA.

6.1.2.1 Throughput Analysis

In RSMA, part of RTS transmission is protected by BT; signal except first two
slots, which is a round-trip propagation delay including the RTS sending and
BT; arriving duration. Thus the success probability of a packet transmission

attempt p; is given by:

AT - e 2T
RSMA _
A P (6.1)
The average length of an Idle period E[I]SM4 is given by:
—AT
, 1A 1A- e T
E[I|RSMA = E[[|PSMA-S _ g[[|PSMA-D _ =T (6.2)

The length of a successful busy period equals to the summation of the trans-
mission times of a RTS packet, a DATA packet and two periods of round-trip

propagation delay for turning on and off the BT, signals, i.e.
E[BFSMA = (y 454+ 4) - 7. (6.3)
The average channel utilization is simply given by:
E[U]RSMA = §r - pRSMA, (6.4)

Since the BT, signal is turned on while the first RTS packet arrives at the

receiver, the channel is covered by BT; signal for v time slots even though a
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Figure 6.2: Throughput RSMA, v =1,2,3,4, § = 20.

collision may happen. Therefore, with the round-trip signal propagation delay

included, the length of a fail busy period is fixed to v+2 time slots, i.e.
E[B*M A = (y +2) 7. (6.5)

Substituting (5.74), (6.2), (6.3), (6.4) and (6.5) into (5.1), we get the system

throughput expression as:

S (6+2) AT e T4 (v 4+ 1) (1—er)+ 1]
§5-G-e 26
(0+2) G- e+ (v+1)- (1-e ) +1

—2A
GRSMA AT - deT T

(6.6)

where G £ A7 is referred to as “offered traffic”.

Fig. 6.2 and Fig. 6.3 illustrate the analytical throughput curves of RSMA
plotted according to the equation (2 ?) while the simulation results are shown
in markers. RSMA simulation also operates on a C++ platform that describes

the random access channel of a receiver when a number of transmission at-
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Figure 6.3: Throughput RSMA, v = 3, § = 20, 40, 60, 80.

tempts try to access this channel. Similar with DSMA-D and DSMA-S, the

throughput performance has a direct link to the ratio ¢/~.

6.1.2.2 Access Delay and Blocking Probability Analysis

Access Delay Distribution of RSMA.

According to the RSMA algorithm, a transmitter needs to check the status
of BT, and BT, signals before sending out its RTS packet. Two time slots
after the RTS transmission, BT, is sensed to make further decision of sending

DATA or backoff.
CASE I: NO RTS PACKET IS TRANSMITTED.

Within one transmission cycle, the average length of BT, and BT, period
are y7-pf¥Y A and (6+2)7 pfSMA respectively. So the probability that the BT, or

BT, signal is sensed (hence no RTS packet is transmitted) is given respectively
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by:

ot = T ,p§SMA

E[I]RSMA + E[BS]RSMA .pffSMA + E[Bf]RSMA . (1 _ pé?,Sz\IA) ’ 67
ﬂy . G . e(~2G) )
(042G e+ (v+1)-(1-eC)+1°
(§ + 2)7 - pRSMA

P12 = > - S

E[[]RSMA + E[BS]RSMA _pﬁ?SMA + E[B/]R*SMA R (1 _ p§SA1A) (6 8)

(64+2)-Gel720)
(0+2) -G e+ (y+1)-(1—-eC)+1"

It BT; is sensed, a DATA transmission may be followed. The corresponding

waiting time Dj; has to be set larger than (0 + v + 1) slots, i.e.

In order to avoid the transmitter sensing the same BT, signal again, the cor-
responding backoff delay D;, before the next retransmission attempt should

be set longer than (§ + 1) time slots, i.e.
Dip=(W+6+1) 7. (6.10)

CASE II: SUCCESSFUL TRANSMISSION.
This is the successful case for RTS and DATA transmission. In this case,
in order to guarantee a successful RTS packet transmission, the transmission

attempt inter-arrival time should be no less than two time slots. Thus, the

average length E[I]®3*4 of the idle period is given by:
o0
E[IJFMA =N "(i+ 1)1 - P{I = (2+i)7} ,
i=0 6.1D)
e 26 . ¢
C1-e G
The probability of a successful transmission is simply:
CRSALA _ E[I,)R5MA
Psue = prpJRSMA | E[B|RSMA"
A (6.12)

(642)-G- e+ (y+1)-(1—eC)+1"
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The corresponding delay D, is equal to the summation of the transmission
times of RTS packet, DATA packet and a two time-slot round-trip propagation
delay, i.e.

Dy=(+v+2) 7. (6.13)

CASE III: COLLISION.

A packet collision will be noticed by void sensing result of BT, signal (BT,
=0) after RTS transmission. In this situation, the client is set to retransmit its
RTS after a (v + 2) slots plus a random backoff period, which must ensure has
no chance to collide with the same RTS overlapped period. The probability of

this case can be simply calculated as

p3 =1-pi1 —p12 — p2, (6.14)

and the corresponding delay Ds is set as

Dy=(W+4+~v+2) 7. (6.15)

Average Access Delay and Blocking Probability

There are four cases of access delays, Dy}, Dis, D and D3 with corre-
sponding probabilities p11, p12, p?uﬁM‘"'S and p3. Let R denote the total number
of retransmissions needed before a successful RTS/DATA packet transmis-

sion. Conditioning on R < 7,4, the retransmission distribution of those suc-

cessful data packets is given by

1= r
P{R=r|R<rnat= 1—S(ulc£p p;;‘:lix+l7 r=0,1,2,... . "maa, (6.16)
suc

and the blocking probability Pp is defined as

PgSMA = P{R > Tma.w:} = (1 - pquC'MA)rmaz+l ' (6.17)
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The mean value of R is given by

E[R]FSMA = (1 — pBEMA) — (pRIMA pge + 1)(1 — pRSMA)Tmas+1 (6.18)
- (1 — (1 — pRSMA)rmas+1] . pRSMA :

We let M and N denote the numbers of failed transmission attempts due to
sensing the BT; and BT, in Cases I, wherein 0 < M + N < R. The joint distri-

bution of R, M and Nis given by:

T r—m
P{R=r,M =m,N =n} = pRSMA pm i py (6.19)
m n

The mean values of M and N can be derived as:

RSA Tmaz 1 Tmaz+1
EU\[]RSMA _ (P11+PR3”:‘) (P11+PR3W[ + ) < RSMH)

suc suc P11+Pse (6 20)
Tmazr+1 RSMA ’
1 _ ( P11 ) . Psuc
o RSAMA
p11+psuc P11+P5uc
and
( 2 ) _ (pnszxmrm” + 1) . ( 12 )r771a.r+1
E[N]RSMA = p12+plSATA pi12+pRSMA pra+pR3MA 6.21)
- Tmazr+1 RSAMA ’ )
1—- (—%m> - Pelerra
p12+psuc p12+psuc‘
respectively.

Let D1;; and D3 j denote the jth andj”l access delay due to sensing the BT;
and BT, in Cases I; D3 denotes the access delay due to Case II; Dy denotes
the synchronization delay. The total access delay D and its mean value is
given by

N

D= D0+D2+ZDIM+ZD12J+ Z Ds
i=1 ]1 k=M+N+1

=Do+ (1 +6+ 2747 ZW,+MO+1) (6.22)

+NO+7+ )7+ (R=M—N)2y+ )7
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Figure 6.4: Delay RSMA, v = 3, § = 20, E[W] = 50.

and

E[D] = (v + 6 + 3)7 + E[W|E[R)FSMA .+ 4 EANRIMA(5 + 1)7
+ E[N]RSMA(5 4 5 4 )7 + (E[R]RSMA — E[M]|RSMA (6.23)
~ BINJRSYA) 2y 4 1)r,
respectively.
Fig. 6.4 and Fig. 6.5 illustrate the delay and blocking probability per-
formance of RSMA wherein the analytical curves are calculated according to
equation (6.17) and (6.23), respectively. Similar with DSMA-D and DSMA-S,

there is tradeoff between the delay and blocking probability with r,,., as the

parameter.

6.1.3 Cross-layer Throughput Analysis of RSMA

The MAC-physical cross-layer throughput analysis refers to the access model

on the MAC layer and the radio propagation model, capture model on the

0.6
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Figure 6.5: Blocking Probability RSMA, v = 3, § = 20, E[W] = 50.

physical layer. From the pure MAC layer’s perspective, a RTS transmission is
able to succeed if there are no contending arrivals during the vulnerable period
(27) of it. On the other hand, it fails if there are additional RTS arrivals (say
n RTS packets). Thus, the MAC layer successtul and fail access probabilities

are expressed as:

G- 6_2G
RSMA(MAC
Ps (MAC) — 1_eC" (6.24)

and
G(n+1)e—2G

pRSA!A(A[AC){A, _ Tl} _

f n>1, (6.25)

(1—-eC)(n+1) -
respectively, wherein G = A7 is known as the offered traffic.

The physical layer performance analysis follows the conventional method
in [105], [106] and [107]. According to the radio propagation principle de-

scribed in chapter 3, a RTS packet will encounter three propagation phenom-

06
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ena before reaching the packet receiver: path loss, log-normal shadowing and
Rayleigh fast fading. The instantaneous RTS power level transmitted from
mesh client i at the mesh router r is a random variable. It is Rayleigh dis-
tributed over the local mean power (W;). The probability density function (pdf)

is knows as:

Flun W) = ——eap (= (6.26)
W) = ¢t \ Ty ) '

If the ideal power control is enabled, the mean power (local and area mean)
of each transmitted packet at the recetver (mesh router) is identical. This value
is assumed to i and the instantaneous power level of mesh clients at the mesh

router is rewritten to:

flw;) = —exp (——) . (6.27)

From the physical layer’s perspective, the access successful probability
is highly related to the signal to noise and interference ratio (SINR) at the
receiver side. If there is only one RTS arrival, it is still quite possible that
the transmission fails because of the background noise. Thus, the successful

probability is expressed as:

RSMA(PHY Wi
Py )=P(—’2Tc>

fonier(55)
= —exp | —— |dw;
Teng 2

wherein ng is the power of the additive white Gaussian noise (AWGN) and 7. is

(6.28)

the minimum SINR (signal to noise interference ratio) at the mesh router.
On the other hand, if there are n contending RTS arriving within the vul-

nerable period of the intended RTS transmission, the successful probability of



Chapter 6. Receiver Sense Multiple Access (RSMA) 146

the intended RTS is given by:

psRéS'I\/[A(PHY){N = n} =P (in——w—l— Z Tc> n Z 1. (629)

j=1Wj + ng
Wherein the Z}Ll w; is the power aggregation of n interfering RTS trans-
mission and ng is the power of the background noise. All RTS transmissions
are regarded as independent, thus the total received power Z;lej has a

Gamma distribution [102], and equation (6.29) is rewritten by:

RSMA(PHY)

N=nl=P >T
Psa { n} un_xwp(fgf) = ¢
m-nir T 1o
) S oy L (6.30)
= / / wh lerp _i}_) —e( M )du}i ——e( T‘L)d’UJ]
0 ( T 1),“,1” +ng | H
n>1

Therefore, we can define the cross-layer successful probability as the ag-

gregation of the MAC and physical layer successful access rate:

RSAMA(Cro)

oo
A RSMA(PHY RSMA(MAC) _RSMA(PHY
! RSMA(MAC) pl ( ) + Zp ( ) p ( )

:ps f ey

n=1

G . o2 s q w) ) G+ —2G
T 1-e0C / i (‘Z) wit ), 1-e%n+1)! (63D

n=1

[ L) quy | L)
Ly e

n—1)'u

The throughput of the MAC layer is known to be

SRSI\IA(/\[A(') _ RSMAMAC),
= Ps
5 (6.32)

E[Bj|RSMA (1 — pfSA[A(MAC)) + E[B,RSMA _pfSMA(MAC)
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while the throughput of the cross-layer is given by

SRSMA(CTO) — pSRSMA(Cro)_
ot (6.33)
E[Bf]RSMA (11— pf’SMA(Cro)) + E[B,]RSMA _pfSMA(Cro)
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Figure 6.6: Throughput Comparison, Pure MAC and Cross Layer (u=1 dBm, T.=1,n0=0.1 dBm).

Table 6.2: Values of Parameters

Local Mean Power Level i (dBm) 1
Average Background Noise ng (dBm) 0.1, 0.3, 0.5
Power Capture Ratio T, 1 (0dB), 3 (4.8dB), 5 (7.0 dB)

To varify these analytical results, numerical results are generated accord-
ing to the values given by Tab. 6.2. Fig. 6.6 compares the numerical curves
of the pure MAC layer and the cross-layer throughput performance. It is indi-

cated that the pure MAC layer throughput performance is always better than
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the cross layer throughput performance. When the traffic load is light, data
packets have high probability to succeed on MAC layer. However, Rayleigh
fading phenomenon on the transmission path decreases the successful prob-
ability of these packets. Thus, the cross layer throughput is lower than the
pure MAC layer throughput. When the traffic load is heavy, successful trans-
mission on MAC layer will also quite possible to fail because of physical layer
propagation loss. However, packets collided on the MAC layer still have chance
to be rescued by the capture effect and this improves the successful rate. As
a result, in Fig. 6.6, the deviation between the pure MAC and cross layer
throughput becomes smaller when traffic load gets heavier. Fig. 6.7 com-
pares the cross layer throughput when the mean value of background noise
ng varies. Fig. 6.8 compares the cross layer throughput when the capture ratio
T, varies. As expected, the throughput performance becomes worse when the
ng or T, get larger. The intended packet is able to be captured if its signal power
level is T, times larger than the interference plus the mean background noise
no that totally depends on the environment. The capture ratio 7; indicates the
interference resistance ability of the receiver and smaller value means more
powerful capture ability. T,=1 (0dB) is the perfect capture scenario wherein
the intended signal power level just has to be equal to the interference plus
the noise to be successful received. Unfortunately, in real applications, the

capture ratio is usually much larger than this value.

6.2 MAC Protocols Comparison

6.2.1 Comparison Among DSMA-D, DSMA-S and RSMA

Figs. 6.9, 6.10 and 6.11 illustrate the access successful rate, channel

throughput and average access delay comparison, respectively, for the DSMA-
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D, DSMA-S and RSMA protocols. RTS and DATA packet size is set to v =3
and ¢ = 20, respectively, while the maximum transmission limitation is set to
Tmaz = 5. Since the channel separation ratio is set to D=0.5 , the RTS and
DATA transmission time are 7' = 6 and ¢’ = 40 slots in DSMA-D. The curves
of access successful rate in Fig. 6.9 are calculated according to equation (5.2)
(pﬁi‘;‘m”l)), equation (5.11) (pf(js\,];M'D), equation (5.48) (pP3*4-%) and equation
(6.1) (p?SMA). The curves of throughput (Fig. 6.10) and access delay (Fig. 6.11)
are cutted from previous figures (Figs. 5.5, 5.6, 5.14, 5.16, 5.19, 5.21, 6.2
and 6.4).

As illustrated in Fig. 6.9, the DSMA-D has the best access successful
rate among the three protocols in the non-hidden-sender environment. How-
ever, DSMA-D also has the worst successful rate performance in the all-

hidden-sender environment. This is because the vulnerable periods (V) of

the DSMA-D non-hidden, RSMA, DSMA-S and DSMA-D all-hidden are 7, 27,
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y7 and 5'r respectively, where Vpsara—p(ali—hidden) > VDsma-s > VrRsma >
VDSA A= D(non—hidden)- In Figs. 6.10 and 6.11, the RSMA and DSMA-S have
much better throughput and delay performance than the DSMA-D all-hidden
and non-hidden sender environments although the three protocols have the
same ¢/ 7y ratio and r,,,; value. This phenomenon indicates clearly that the
channel separation collision avoidance mechanism consumes too much chan-
nel resource. Extra operation difficulties and latency are induced when the
protocol switches among different channels which makes it less attractive and
practical for real-life implementation. Theoretically, both RSMA and DSMA-
S can achieve collision free DATA transmission as well as alleviate RTS-RTS
collision. Figs. 6.10 and 6.11 illustrate that RSMA performs more efficiently
by broadcasting BT; upon receiving RTS. Not only there is no DATA-DATA
and DATA-RTS collision, more importantly, RTS-RTS collision probability is
efficiently controlled and minimized. However, the immediate BT; broadcast-
ing may jitter and interrupt other communications which makes the RSMA
suitable only for the final hop CR communication. DSMA-S conducts good
balance between collision avoidance and resource conservation. By using the
“mandatory waiting” mechanism, DATA-RTS collision is avoided; and by us-
ing the ‘“‘mandatory clearance” mechanism, RTS-RTS collision is alleviated.
All these solutions can be carried out on single wireless channel. These char-
acteristics make the DSMA-S suitable for resource limited and traffic heavy

loaded peer-to-peer communications.

6.2.2 Comparison with DBTMA

When mentioning the busy tone based random access MAC, it is unavoidable
to recall the DBTMA (dual busy tone multiple access) [40] protocol. In [40],

the authors compare the DBTMA protocol with several existing random access
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protocols such as IEEE 802.11 DCF, MACA, FAMA, etc., and illustrate the su-
perior performance of it. As briefly introduced in Chapter 4, the DBTMA pro-
tocol targets at resolving the packet collision problem by employing two out of
band busy tone signals, BT; and BT,, to indicate the status of transmitting a
RTS packet and receiving a DATA packet, respectively. Packets are transmit-
ted if both the two busy tone signals are idle. In other words, the transmitter
protects the RTS transmission with the BT; signal and the receiver protects
the DATA receiving with the BT, signal. Because of the hidden terminal prob-
lem, the BT, signal can not sensed by the contending terminals that are hid-
den from the intended transmitter. As a result, the DBTMA performs quite
differently in the all-hidden and non-hidden sender environments.

In the non-hidden-sender environment (Fig. 6.12), the BT, signal is broad-
casted by RTS sender and it can be sensed by contending transmitters. Thus,

the vulnerable period of RTS is known as one way propagation delay plus busy
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tone detection time (7+ tpr). Then the subsequent transmission is completely
protected by the BT, signal and collision free. In the all-hidden-sender envi-
ronment(Fig. 6.13), each contending sender stays out of the busy tone cover-
age of other senders. Thus the RTS transmission is totally unprotected and
the vulnerable period of RTS transmission becomes the entire RTS duration
trrs plus the signal propagation delay 7 (t+ tgps) which is much longer than
(+ tgr). For a simple comparison, DBTMA simulation throughput results are
illustrated in Fig. 6.14 in comparison with the DSMA-D, DSMA-S and RSMA
throughput curves. Since the DBTMA also lets the RTS sender to broadcast
a busy tone signal, there are two different throughput performances in all-
hidden and non-hidden sender environments like the DSMA-D protocol. They

indicates the upper and lower bounds of throughput performance.

There is another major disadvantage with the DBTMA as illustrated in
Fig. 6.13. When the RTS transmission is successfully finished, the BT; is
setoff and the BT, is setup to inform the intended sender to transmit DATA
and provide continuous protection on DATA transmission. However, there is
a round-trip propagation delay for RTS transmission and BT, arriving plus
the BT, detection time denoted by ‘“‘canceling period” in Fig. 6.13. During
this period, contending RTS will not collide with existing RTS packet but col-
lide with the subsequent DATA transmission later. The DBTMA introduces
a “mandatory canceling and waiting” mechanism to resolve this problem. All
RTS transmissions should perform three simultaneous actions: transmit RTS,
broadcast BT; and sense busy tone when transmitting. If a busy tone signal is
sensed during the RTS transmission period, this RTS transmission is manda-
tory cancelled to avoid collisions. The mandatory waiting period at the sender

side is used to consume the cancellation duration. As a result, RTS-DATA
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collision is resolved at heavy cost: every transmitter has to hold three si-
multaneous radio signals to perform RTS transmission, BT, broadcasting and
busy tone sensing at the same time. It induces strict hardware requirement

which makes this mechanism less practical in real implementations.



Chapter 7

Meshflow Based Monitoring

Framework

In the wireless mesh backbone networks, when traffic travels towards the
Internet gateways, network resource consumption will be unbalanced. Anet-
work bottleneck appears on each mesh router neighboring an Internet gate-
way. Internet connections can be damaged easily by jamming the limited
radio channel resource, exhausting computation ability or simply a flooding
attack. In the access network, disruption on critical links (CR link) would to-
tally disable the access network; MAC abusing will reduce probability of suc-
cessful transmission; and flooding attacks can easily drain the limited energy
supply. All these vulnerabilities and security challenges require a compre-
hensive network-monitoring framework to achieve real-time awareness, im-
mediate response and even traceback to malicious users. Pre-active security
design should be investigated to eliminate existing and emerging security vul-
nerabilities to avoid expensive add-on solutions, thus enhancing the system
security.

The concept of network traffic flow has been well researched and im-

plemented by a number of network device providers like Cisco [68] and Ju-



159

Internet Internet
Meshflow Collector
Anal"iter >"\V/
kA
McsRik”*kbonc RR Lnk
Netttork" " -
CC link y /""wCMAcccesr'"X / Wireless Sensor \
'V Network \ Access Network
McMAcfcss Y
Network
Wireless Channels Mesh Client Mesh Router

Figure 7.1: Contending Environment

niper [69] in IP networks. Consequently, great improvement of network per-
formance efficiency, as well as comprehensive network securing, monitor-
ing [104] and accounting, can be achieved. Generally speaking, a traffic flow
consists ofa number ofdata packets that share common or similar properties,
such as source and destination addresses, type of services, port numbers, etc.
In this chapter, we extend the traffic flow concept to wireless mesh network
and design a comprehensive monitoring framework including user and router
monitoring, application and service profiling, network security analysis and
protection. A flow based security framework is designed and implemented on
a centralized controller (Fig. 7.1) to real-timely monitor the terminals, appli-

cations and services in wireless mesh networks.
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7.1 Meshflow Framework

In WMN, the concept of network traffic flow is extended and defined as ‘“Mesh-
flow”. Based on this new concept, a Meshflow framework is designed to gen-
erate, transmit and analyze Meshflow records. Thus, network performance
monitoring such as user monitoring, application and service profiling, secu-
rity guarantee enforcement etc. can be efficiently achieved in real time. The
framework includes several components: Meshflow record structure defini-
tion, record creation, record management, record exportation, record collec-

tion, record aggregation and analysis.

7.1.1 Meshflow Definition

A Meshflow record is a special kind of packet and contains a summary of
common properties of data packets passing a mesh router. The fields in-
cluded in a Meshflow records are source address, destination address, next
hop address, number of bytes, number of packets, transport protocols, and
previous transmission delay summation. These fields can be flexibly extended
to include more information in later Meshflow versions according to specific
network requirements. More precise traffic information can be monitored in
real time. However, extra performance overhead is introduced at the same
time, when generating longer records and holding/transmitting larger pack-
ets. Existing record format can also be dynamically shortened to exclude

unnecessary fields.

7.1.2 Meshflow Creation

On each mesh router, part of memory size is separated to construct a Mesh-
flow cache dedicated to Meshflow record creation and maintenance. The size

of Meshflow cache is flexibly determined by individual mesh routers accord-
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Figure 7.2: Meshflow Framework

ing to available memory or other limitations and requirements. As shown in
Fig. 7.2, when a packet travels through a mesh router, its transmission infor-
mation is extracted and comprises a Meshflow record. Iftwo packets have the
same source, destination, next hop address and the same transport protocol,
their transmission information can be arranged in one Meshflow record by

aggregating the number of packets, bytes and delay duration.

7.1.3 Meshflow Management

As soon as a Meshflow record is created, it is stamped to indicate the start-
ing time ofthe record. An aging mechanism is then implemented to calculate
the overall active duration of the Meshflow record. No additional process-
ing of Meshflow records on mesh routers is suggested, since it will occupy
a large part of CPU capability and interfere with basic functionality of mesh

routers, e.g. routing, access control, etc. Meshflow records are then exported
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to a dedicated collector and analyzer and permanently deleted from Meshflow
cache. Note that there are a number of different methodologies for Meshflow
exportation and collection, i.e. dedicated cable lines, distributed antenna and
multi-hop relaying. Network carriers can choose any one of these according

to implementation scenario and network preference.

7.1.4 Meshflow Analysis

After Meshflow records of each router are exported to the collector, an entire
network traffic picture can be constructed. By analyzing these records, net-
work application and service performance, bandwidth utilities, user actions,
virus and intrusion can be monitored and discovered without deploying hard-

ware sniffers.

7.1.4.1 User Monitoring

When a packet travels through a multi-hop path consists of mesh routers,
Meshflow records are created on every one of these routers. By aggregating
these records, a complete transportation path of a particular packet can be
precisely derived. This path includes the source and destination clients, and
every intermediate router. Other parameters such as transport protocol and
number of bytes can also be reported. As a result, comprehensive investiga-
tion of each traffic flow is achieved, including where it comes from, where to

go, what kind of traffic in it and how many packets are transmitted.

7.1.4.2 Router Monitoring

In WMN, mesh routers are responsible for supplying access to clients and
relaying packets for other routers. Therefore, there are three kinds of traf-
fic on a mesh router: traffic originated from its own access network, incom-

ing/outgoing traffic from/to other routers. These traffics can be transmitted
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simultaneously if there are three separated channels. When Meshflow records
are aggregated based on mesh routers, traffic transported on each channel
can be illustrated clearly. As a result, access situation of wireless mesh ac-
cess networks and bandwidth utilization of mesh routers can be mapped on

the Meshflow collector and reflected in Meshflow record fields.

With router and client based aggregation mechanisms, a comprehensive

traffic structure is constructed for subsequent monitoring and analysis.

7.1.4.3 Security Protection

In WMN, security issues include detecting abnormal traffic, identifying abus-
ing or attacking scenarios and preventing continuous damage to the network.
Compared with usual network traffic pattern, abnormal traffic is defined as
any kind of traffic that may interrupt, damage or disable network functional-
ities. As they are usually very different from the general network traffic pat-
tern, detection and identification can be achieved by matching corresponding
abnormal/attacking signatures. For example, in a flooding attack, the most
obvious characteristic (signature) is a burst traffic towards the same desti-
nation; a worm virus will let one user send hundreds and thousands of TCP
connection requests within a short time period; MAC abusing or RF jamming
in an access network will prohibit successful transmissions for clients and
consequently no traffic generated from that access network. All these abnor-
mal situations can be detected by analyzing the Meshflow records and match-
ing with signatures. Then network protection can be achieved with further
actions, e.g. letting the flooding generating router block the corresponding

attack traffic, or finding the attacker and disabling its connectivity.
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7.1.4.4 Application and Service Monitoring

Different network applications and services are usually performed by separate
and dedicated transport protocols. Based on the aggregated Meshflow records
of each router, performance data of each application on a router can be fur-
ther fused. Current router resource utilization such as bandwidth, processing
capabilities by individual applications and services can be clearly seen. Inap-
propriate resource utilization is reallocated to balance different applications
performed on each mesh router. For example, P2P (peer to peer Protocol) ap-
plications usually grab a large share of network bandwidth. If a VoIP (real
time transmission Protocol) service is deployed as well which is very sensi-
tive to transmission delay and packet loss, it might be severely affected by
the P2P application. The Meshflow records can clearly reflect this situation:
large numbers of packets transmitted with peer-to-peer protocol, plus unac-
ceptable transmission delay under real time transport protocol. Then network
resource can be reallocated and balanced by preventing the P2P taking too

much network bandwidth.

7.2 Implementation Issues

There are many possible ways of implementing the Meshflow framework in
real networks. Unavoidably, the Meshflow framework will induce extra per-
formance overheads and influence on several aspects of networks. Carefully
designing the implementation details can make Meshflow much more suitable
for specific network scenarios and induce little operation cost. If Meshflow is
implemented without appropriate original (default) settings and induces un-
wanted network damage, self-configuration and self-optimization mechanisms

will be activated to reset the related parameters.
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As illustrated in Fig. 7.3, when deploying the Meshflow framework in a
WMN, two static settings have first to be determined: Meshflow record struc-
ture and Meshflow collection method. As different fields within a Meshflow
record are used for different monitoring and analysis purposes, it is not nec-
essary to generate a complete record in each scenario. Unnecessary operation
overhead can be efficiently avoided by carefully investigating the network re-
quirement and defining a appropriate Meshflow record structure that includes
only necessary fields. During the Meshflow exportation process, records are

transmitted to the collector by three different methods:

1. Dedicated cable line: each mesh router has a dedicated cable line for

Meshflow record transmission exclusively;

2. Distributed antenna: the Meshflow collector has a number of antennas

deployed around the entire backbone network;

3. Multi-hop relaying: Meshflow record exportation is performed as for nor-
mal packet transmissions via a multi-hop router-to-router wireless link,

finally reaching the collector.
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The first two methods guarantee the reliability of Meshflow record trans-
mission but require more strict hardware devices on the Meshflow collector.
If the multi-hop relaying method is employed, the collection process might in-
terfere with normal network traffic transport. In this situation, resource has
to be carefully allocated to balance the transmission of normal packets and
Meshflow records.

There are another two dynamic parameters of the Meshflow framework:
packets sampling rate and record exportation time interval. They have stan-
dard settings as original values. On each mesh router, when there is an in-
coming packet, information required by Meshflow is extracted immediately or
ignored depending on a predefined sampling rate. Sampling is originally per-
formed on a “‘complete” mode to collect all incoming packet information. The
original methodology may not be suitable for each mesh router depending on
CPU and memory availability. By analyzing the Meshflow records generated,
the original “complete” sampling method may be replaced by the “incomplete”

sampling on some mesh routers to save limited processing resource:

1. Time based: extract information from an incoming packet between a

certain time interval;

2. Packet based: sample one packet after ignoring a certain number of

them;

3. Terminal based: capture more frequent or complete packets from a num-

ber of particular terminals that have bad or “criminal” histories.

After generating more and more Meshflow records, some of them should
be exported and erased from the dynamic Meshflow cache. By defining three

scenarios, Meshflow records are exported accordingly:
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1. Idle: if a Meshflow record is idle for a certain period;
2. Active: if a Meshflow record is active for too long a time;
3. Oldest: oldest record in the Meshflow cache when heavily/fully loaded.

Processing and storage load on each mesh router can be efficiently alle-
viated by exporting records in a very frequent manner. It can be achieved by
setting the “Idle”, “Active’” and “Oldest” time to a small value so as to prevent
the mesh router from holding Meshflow records for too long a period. How-
ever, limited wireless bandwidth will be sacrificed to support the over-frequent
Meshflow records exportation. Therefore, it is quite critical to investigate bal-
ancing these parameters according to the feedback from the Meshflow records

under the original settings.

7.3 An Example: Flooding Attack Detection and Trace-

back

As an example shown in Fig. 7.4, the Meshflow framework is implemented in a
network. Considering a UDP flooding attack (from client A) launched against
client B, two mesh routers (1 and 3) are on this 3-hop path. A complete
procedure for network monitoring, attack detection and traceback is shown in
Fig. 7.5 and described as follows:

Step 1: Real-time Monitoring — Mesh routers 1-5 should export their
MeshFlow records to the Meshflow collector and analyzer with default and
standard Meshflow settings. The Meshflow collector always aggregates the
Meshflow records on a per router basis. Application based Meshflow fusion is
then further performed according to the different transport protocols. Then,

applications and their resource usage on each mesh router are monitored in
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real time.

Step 2: Attack Detection —Thresholds and alarms are specified for each
application to control their resource utilization. A feasible threshold value
should be determined based on the long-term monitoring of traffic statistics,
the capability of a mesh router and sensitivity of its local access network to
traffic bursts. Abnormal traffic bursts generated by a flooding attack can then
be easily detected by comparing their instantaneous traffic statistics against
normal operational records and traffic thresholds. This simple method is re-
liable and can also prevent some selfish users from degrading overall system
performance and network functionality by transmitting and receiving a huge
number of packets within a short period of time. If needed, high-level secur-
ing devices, such as Intrusion Detection System (IDS), can be implemented to
distinguish abnormal traffic bursts caused by a flooding attack from those by

selfish users.

Step 3: Network Protection — By detecting and analyzing MeshFlow
records of a flooding attack, we can use source and destination addresses in
the same Meshflow records to identify the corresponding mesh access sub-
networks of the attacker and victim machine. Some protecting actions can
then be taken to protect the network against flooding attack. For the example
shown in Fig. 7.4, the Meshflow collector will let mesh router 3 to stop de-
livering any packets from the attacker address to the victim, client B. On the
attacker side, mesh router 1 will be required to stop inserting any packets from
the attacker address to the mesh backbone network. This can be achieved by
executing traffic filtering and rate limiting schemes at the outgoing and the

incoming channels of the corresponding routers.

Step 4: Traceback —Experienced attackers can use spoofing techniques
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to place incorrect source addresses in their transmitted packets for a flooding
attack. This makes it very difficult to traceback and locate the real attacker.
With MeshFlow, we can find out the real source of spoofed attacking packets
by aggregating the records based on individual users. When a flooding attack
is detected, the Meshflow collector can determine the victim (client B) address
and suspicious (spoofed) addresses without any ambiguity. Meshflow records
on each router that related to these two addresses and have the same direction
(towards the victim) are extracted and fused. Then the entire traffic path is
constructed and the original mesh router that holding the attacker is located.
This method can be further utilized to construct a comprehensive profile for
each user including basic information such as transport path, protocol and
bytes transmitted. By monitoring these profiles, abnormal or selfish actions
such as IP spoofing and huge traffic generation can be detected and eliminated

from the very beginning.



Chapter 8

Conclusion and Future Work

8.1 Conclusion

The thesis summarizes Feiyi Huang’s four-year Ph.D research on MAC pro-
tocol analysis and design, and network monitoring framework design in wire-
less mesh networks. After comprehensively reviewing the problems and ex-
isting solutions on MAC layer, three innovative random access MAC proto-
cols, DSMA-S, DSMA-S and RSMA, are proposed and analyzed for wireless
mesh access network. Precise mathematic models are constructed to analyze
the throughput, delay, blocking probability, energy consumption and MAC-
physical cross layer throughput performance. To prove the accuracy of the
models, simulation is conducted on a C++ platform. By careful analysis and

comparison, conclusion can be made as follows:

1. DSMA-D, DSMA-S and RSMA all utilize two busy tone signals to pro-
tect data packets transmissions. DSMA-D lets the sender to broadcast
BT; along with RTS transmission, and receiver to broadcast BT, along
with DATA receiving. DSMA-S lets the receiver to broadcast BT, when
RTS collision happens, and receiver to broadcast BT, along with DATA

receiving. RSMA lets the receiver to broadcast BT; when start receiving
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RTS, and broadcast BT, along with DATAreceiving. As a result, DSMA-D
performs quite different in the all-hidden and non-hidden sender envi-
ronments while DSMA-S and RSMA perform the same in these two envi-
ronments. This is because DSMA-D lets the sender to broadcast a busy
tone signal which usually can not be sensed by hidden terminals. In real
applications, there are usually a number of hidden terminals within the
system. It is less attractive if a MAC protocol performs well only at the
non-hidden-sender environment but the performance degrades dramati-
cally in a scenario where a number of hidden terminals exist. Thus, the
busy tone signals are preferred to be broadcasted by packet receivers to

achieve their efficient utilization.

2. By comparing the throughput and delay performance of the DSMA-D
with the other protocols, it is quite clear that the DSMA-D performs much
worse than the others, even in the best scenario, the non-hidden-sender
environment. This is because in DSMA-D, in order to avoid the RTS-
DATA collision, wireless channel is divided into two separated ones to
exclusively transmit RTS and DATA packets. However, the channel di-
vision solution will severely decrease the channel utilization efficiency
and therefore degrade the system performance. DSMA-S introduces
a “mandatory waiting” mechanism to avoid RTS-DATA collision while
RSMA does not even have to utilize additional mechanism to avoid the
RTS-DATA collision. Thus, we can say the channel division mechanism
in DSMA-D protocol costs too much on RTS-DATA collision avoidance

and is less attractive for real applications.

3. By comparing the throughput of DSMA-S and RSMA with an existing
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DBTMA protocol, it is found that the DSMA-S and RSMA achieve slight
performance improvement over DBTMA. Moreover, according to the ac-
cess mechanism of DBTMA, in order to avoid the RTS-DATA collision, all
RTS senders are required to perform three actions simultaneously: RTS
transmission, BT; broadcasting and busy tone sensing. More strict hard-
ware is required in DBTMA to achieve a similar performance in DSMA-S
and RSMA. If DBTMA is implemented in the network wherein RTS sender
can not perform these three simultaneous transmissions, the RTS trans-
mission may collide with DATA packet, and the network performance will
degrade dramatically since DATA packet is usually much larger in size.
Therefore, we can conclude that an idea MAC protocol should not require

too much on the hardware devices.

. RTS-RTS collision is usually very difficult to be completely avoided. In
RSMA, the RTS-RTS collision is efficiently alleviated as the RTS trans-
mission is partly protected by BT; broadcasted at the receiver side. How-
ever this RTS protecting mechanism may induce a different problem.
Since the BT; is broadcasted as long as a RTS packet arrives, a RTS
transmission will trigger several BT; broadcasting around it. Then sev-
eral terminals will be silenced because of that and the exposed terminal
problem becomes worse. As a result, the RSMA is only suitable for the
CR communication wherein the hidden terminal problem and packet col-
lision avoidance is the most critical issue. As a summary, RSMA has ex-
cellent ability in dealing with the hidden terminal problem, but induces
more serious exposed terminal problem. So we notice that there are

tradeoffs between solving the hidden and exposed terminal problems.
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Although the MAC protocols in wireless mesh access network is carefully
designed to deal with packet collisions, energy wastage, etc., if there are ter-
minals maliciously using the MAC protocols, the network performance will be
dramatically harmed. Thus, we design a network performance, application
and terminals monitoring framework for wireless mesh backbone network.
The conventional network traffic flow concept is extended to the wireless mesh
network and ‘“Meshflow” is defined. ‘“Meshflow” is able to collect the informa-
tion such as source and destination addresses of packets, number of bytes,
transport protocols, etc. The abnormal situation can be monitored in real-
time by monitoring the “Meshflow” records. When the intrusion, attacking
or misusing is detected, the attacker, zombie or selfish client can be located

according to information contained in the “Meshflow” records.

8.2 Future Work

1. The transmission in wireless mesh access network is usually operated on
a multi-hop basis before reaching the mesh router. So it is more attrac-
tive if the multi-hop capability is taken into account in designing and an-
alyzing MAC protocol. The DSMA-D and DSMA-S protocols are designed
for the one-hop client-to-client communication while the RSMA proto-
col is designed for the final hop client-to-router communication. One
promising next step work is to comprehensively analyze the multi-hop
(including at least a CC and CR link) end-to-end performance, including
the throughput, access delay etc., when implementing DSMA on CC link

and RSMA on CR link.

2. The MAC-physical cross layer design is having more and more attention

in recent years. The DSMA and RSMA protocols can be further improved



8.2. Future Work 175

if combined with physical layer characteristics to have interference adap-
tive or rate adaptive capabilities. For example, MAC protocols can be
combined with the OFDM technology to simplify the random access pro-
cedure. In [108], each OFDM sub-channel state information is defined
by channel gain. This information is exchanged between a transmit-
ter and a receiver to help the transmitter make scheduling decisions.
To improve our schemes, channel division scheme in DSMA-D can be
easily achieved by assigning different OFDM sub-carriers to control and
data channels. Moreover, by assigning different number sub-carriers
to control/data channel, differentiated quality-of-service is supported to
combat with the unstable channel condition. As a result, packet trans-

mission rate is able to be dynamically adapted with the interference.

. The Meshflow functionality is designed on a strategy level as the initial
step. Although the implementation issues are discussed, existing re-
search on this topic provides only the possibility of implementing Mesh-
flow in a real application. To go one step further along the path, Mesh-
flow software should be designed to enable Meshflow record generating,
management and analysis. A hypothetic network (test bed) should be
constructed with Meshflow software enabled on each mesh router. Then
launch an attack (e.g. DoS flooding) to test the functionality and sensi-
tivity of this Meshflow based network monitoring and protection method-

ology.



Appendix A: Collision Period Analysis

This part provides the collision period analysis of DSMA-D in the All-Hidden
Sender Environment. According to the access mechanism of DSMA-D, RTS-
DATA collision is avoided because of the channel separation, the DATA-DATA
collision is also avoided because of the ‘“double sense” mechanism. Thus,
packet collision refers to the RTS-RTS collision. In the All-Hidden-Sender
environment, RTS transmissions can not be protected by BT, signals. As a
result, the RTS collision period length ranges between v and oc.

As illustrated in Fig. A.1, v slots collision period is induced by more than
one RTS transmission attempt arrive within the same time slot, i.e. RTS-A

and RTS-B arrive in the 10" slot. The probability of this case is denoted by:

e—)\r('y—l)(l _ 6_)‘T — M- e—/\r)
1— e-—)«r

P{B; =1} = (A1)

wherein e"*"('~1 denotes there are no additional RTS arrives from 11" to 13"
slot; and (1 —e~*" — Ar-e~*7) denotes there are at least two RTS arrivals in the
10" slot. For simplicity, we let e*"('~1) = o and e = 3.

Fig. A.2 illustrates a v + 1 slots collision period wherein RTS-A arrives in
the 10" slot and RTS-B arrives in the 11**. The probability of this case is

given by:

6—)\7(7—1)(1 _ e—/\'r)(l _ e—/\T

1_ e ) =a(l-p) (A2)

P{B;=(y+1)7} =
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wherein the first (1 — e*") denotes RTS-A arrives within 10 slot, and simi-
larly, the second (1—e~*7) denotes RTS-B arrives within 11 slot. a (=e~ (7))
still denotes that there are no additional RTS arrivals to prolong the collision
period. Note that the (1 — 3) (=1 — e~ indicates there is at lease one arrival
one slot Thus, the (1 — 3)(1 — 3) is able to denote the RTS-A and RTS-B arrive
in the (10th, 11th), (10", 12t") till (10th, 13t") slots. In other words, the equi-
tation A.2 could also illustrate the scenarios of By = (y + 2)7, By = (v + 3)7 till

Bf = (2y — 1)7 shown in Fig. A.3. Thus we have:

P{B; = (v + k)7} = e MO-D (1 = ¢37)
(A3)

—a-(1-f), 1<k<(y-1)

When the length of fail period is prolonged to 2y time slots, there is a 0 slot
gap between RTS-A and RTS-B (Fig. A.4). If we want the fisrt and the last RTS
belong to the same collision period, there have to be some other RTS arrivals
to overlap with the two RTS, bridge them and make sure the collision peirod
is consecutive.

It is shown from Fig. A.4 that the first and the last RTS are end to end, if
there is no other RTS signals to bridge them, there will be O slot gap between
them. We let the P; denotes the probability of bridging the two i slots’ gap. The

probability of 2y slots collision period is known as:
P{Bf = 2’)’7‘} = e_AT(V—l)(l - 6_)‘7') . PO (A4)

We let the situation that no arrival in a slot (¢7*" = ) is denoted by the
number “0”’; while “1”” denotes that at least one arrival arrives in the time slot
(1 — e =1 - ). The possible cases of bridging are illustrated in Tab. A.l
which actually denotes that there is at least one RTS arrives within the (y — 1)

slots. And bridging probability Fy is given by:
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Table A.l: Scenarios of Py

Py || Arrival | Arrival | Arrival
Py 0 0 1
Poa 0 1 0
Py3 0 1 1
Pyy 1 0 0
Pos 1 0 1
Py 1 1 0
Pyr 1 1 1

Pp=1—-e 0D =1_4¢q

182

(AS)

When the gap between the first and the last RTS is prolonged to one time

slot, the collision period becomes to (2 + 1) slots period. Compared with the

2+ slots scenario, one more time slot has to be bridged as shown in Fig. A.5.

“Case 1” in Fig. A.S indicates there is at least one RTS arrival during the

one more slot conditioned by probability Fy; “Case 2” indicates there is no RTS

arrival during that slot conditioned by probability F;. The combination of Fyy

(in Tab. A.1) and Py, i.e. P4 in Tab. A.2, will not bridge RTS-A and RTS-B.

And the bridging probability P, is given by:

Py = Py(1 - 8)+ (P — Poa)B

= Py(1 - B) + B(Po - B*(1 - B))

= Py - 8*(1-p)

=P0—a(1—{)’)

(A.6)
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Table A.2: Scenarios of P,

P Arrival | Arrival | Arrival | Arrival
Pn 0 0 1 0
Py 0 1 0 0
Py3 0 1 1 0
Py 1 0 0 0
Pis 1 0 1 0
Pis 1 1 0 0
Py7 1 1 1 0
Pig 0 0 1 1
Pyg 0 1 0 1
Py 0 1 1 1
Py 1 0 0 1
P12 1 0 1 1
Pr3 1 1 0 1
Pr1y 1 1 1 1

184
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Table A.3: Scenarios of P,_y

Pi,_1y || Arrival | Arrival | Arrival | Arrival
P Py 0 0 1
Piy-1)2 Py 0 1 0
Pr—1)3 Py 0 1 1
Pr—1)4 By 1 0 0
P -1y Py 1 0 1
P16 Py 1 1 0
P17 Py 1 1 1

Similarly, 2v + 2 slots’ collision period requires one more slot be bridged.
And the probability of bridging the two slots’ gap is given by:
Py=P(1-0)+ (P — P14)B

= P(1-8)+B(P - B*(1-3)

(A7)
=P - (°(1-5)
=P —a(l -p)
Thus, the bridging probability can be summarized as:
Po=P_1-a(l-5) 1<k<(y—1) (A-8)

Tab. A.3 lists the bridging case probability of the critical bridging case:
P—1y By = (3y — 1)7). As illustrates in Fig. A.6, the collision period will not
be bridged if there is no arrival in the 17 slot together with the P,_1); =
Py - 3%(1 — 3) probability. Thus, the bridging probability of bridging v slots gap

is given by:
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Py=P,1(1=3)+(Py-1—Fo- P('y—l)4)f’3
=P, 1(1=8) + B(Py1 = (1 = B)Ro)
(A9
=P, -38(1-8h
= I'y-1— a(]- - /j)PO
As the collision period is incremental from 3vy7, the bridging probability is

summarized as:

P.=P._4— Oc(l - ﬂ)Pk_.y k>~ (A.10)

Together with Equation A.8 and Equation A.5, P, can be rewriten by:

(

Pe=qPi-al-8) 1<k<(v-1) (A1D

| D1 = a(l = B)Pr—4 k>
And the corresponding collision period probability is given by:
P{Bj=(2y+ K7} =a(l-8) B (A.12)

As a summary, the collision period length distribution is:

(1“{f‘)‘T~—/\T~6_’\T)‘€_’\T(7_U
(1-e=27)(1=py)

P{By=(v+ i1} =< (A.13)

(,~/\r(w~1).(17(,7/\7')_01

1-ps
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where p; is the RTS successful probability and ¢; (i>1) is an interim variable
and is defined as:

L, l<i<y-—-1;

o = 1— 67/\7('771)7 i = o (A14)

[ Q-1 — e~ A= (1 — e‘AT) “Qjy, L2+ 1.

As a check, 3C ) P{By=(v+ i1} =1.
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