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ABSTRACT

Studies on developmental dyslexia in transparent orthographies have established that
children learning to read in sych languages hardly experience difficulties in word reading
accuracy and phonological awareness tasks, but suffer from a reading speed deficit. On
the other hand in the English orthography, where the mappings between graphemes and
phonemes are largely inconsistent, children exhibit significant difficulties in both word
reading accuracy and speed. Greek is characterized by a high degree of regularity for
reading, but is inconsistent for spelling. The variability of phoneme-to-grapheme
correspondences and the highly inflectional nature of the particular orthography constitute
spelling in Greek a considerably demanding task. The present thesis comprises three
studies that were concerned with understanding the reading and spelling difficulties that
Greek children/participants with dyslexia have and their underlying cognitive deficits, in
relation to typically developing children and English children/participants with dyslexia.

The first study examined the reading and spelling difficulties in Greek- and English-
speaking children/participants with dyslexia, each compared with two control groups.
Greek children/participants with dyslexia outperformed their English counterparts on
word/nonword phoneme deletion, word/nonword reading, and grammatical spelling.
However the two language groups performed similarly on rapid digit naming,
spoonerisms and on the choice tasks. Results are discussed in relation to the differences in
orthographic consistency between the two languages.

The second study examined the development of literacy skills in twenty-three Greek
children/participants with dyslexia over a period of 18 months (10 years 5 months to
12years 3 months). At Time 1 children/participants with dyslexia performed worse on
literacy tests than chronological-age control children, but similarly to reading-age
controls. At Time 2 children/participants with dyslexia performed worse on all the tasks
than CA control children, and worse than RA controls on the tasks of phoneme deletion
of nonwords, nonword reading and orthographic spelling. Moreover the concurrent and
longitudinal predictors of children’s/participants’ with dyslexia and typically developing
children’s reading and spelling abilities were examined. The findings are discussed in
relation to theories of normal and atypical reading and spelling development.

The third study investigated the ability of twenty-three 10-13 year-old Greek
children/participants with dyslexia, and their reading-level and age-level-matched
children to spell derivational and inflectional suffixes. Children/participants with dyslexia
performed significantly worse than CA controls and RA controls. When they spelled the
inflectional ending of adjectives and nouns children/participants with dyslexia did not
differ from RA controls. It is suggested that children/participants with dyslexia have
weaknesses in grasping the morphological rules of the Greek orthographic system and
applying this knowledge in the spelling of word suffixes.

The thesis concludes with a discussion of findings in relation to previous literature, the
limitations of the present studies and avenues for future research.



TABLE OF CONTENTS

List of Figures 7
List of Tables 8
List of Appendices 10
Acknowledgements 12

Chapter 1. Models of Normal Reading Development

1.1. Marsh, Friedman, Welsh and Desberg (1981) 15
1.2.  Frith’s Model (1985) 16
1.3. Development of Sight Word Reading (Ehri, 1992) 18

1.4. Dual Route and Parallel Distributed Processing Models 27

Chapter 2. Normal and Deviant Spelling Development in

English
2.1. Normal Spelling Development in English 40
2.2. Deviant Spelling Development in English 55

Chapter 3. Dyslexia in the English Language 63

(s}



Chapter 4. Dyslexia in Regular Orthographies 90

Chapter 5. Greek Orthography 102
5.1. Inflectional and Derivational Morphology: The case of nouns and
adjectives 103
5.2.  The Morphology of Verbs 106
Chapter 6. The Goal of the Present Thesis 110

Chapter 7. A Cross-linguistic Comparison of Reading and
Spelling Difficulties between Greek and English
Children with Developmental Dyslexia.

7.1. Introduction 113
7.2. Method
7.2.a. Participants 125
7.2.b. Tests and Materials 127
7.2.c. Procedure of Task Administration 140
7.3. Results

7.3.a. Comparison between Greek children/participants with dyslexia and normal
readers 141

7.3.b. Comparison between English children/participants with dyslexia and

normal readers 149

7.3.c. Comparison between Greek and English children/participants with dyslexia

154

7.3.d. How do Greek children/participants with dyslexia perform on phonological




7.4.

processing tasks in comparison to English children/participants with
dyslexia? 157
7.3.e. Do Greek children/participants with dyslexia read both words and nonwords

more accurately and faster than English children/participants with

dyslexia? 158

7.3.f. Do both Greek and English children/participants with dyslexia perform

poorly in the spelling tests because of the different orthographic demands

of the two languages? 159

Discussion 160

Chapter 8. Longitudinal Study

8.1.

8.2.

8.3.

8.4.

Introduction 167
Method
8.2.a. Participants 174
8.2.b. Tests and Materials 175
8.2.c. Procedure of Task Administration 178
Results

8.3.a. Comparison between children/participants with dyslexia and normal

readers at time 2 179

8.3.b Longitudinal predictors of reading and spelling skills

Results of correlational analyses of T1 and T2 data 191
Results of correlational analyses between T1 and T2 data 198
Discussion 203



Chapter 9. The Study on the Spelling of Derivational and
Inflectional Suffixes

9.1. Introduction 217
9.2. Method

9.2.a. Participants 223

9.2.b. Tests 224
9.3. Results 227
9.4. Discussion 234
Chapter 10. General Discussion 242
References 248
Appendices 267



List of Figures

FIG. 1.1. Marsh et al’s model (1981)

F 1G. 1.2. Frith’s model (1985)

FIG. 1.3. A model of the partial-alphabetic reading system (Jackson & Coltheart, 2001)
FIG. 1.4. The Seidenberg and McClelland model.

FIG. 1.5. The dual-route cascaded (DRC) model of reading aloud (Jackson & Coltheart,
2001).

FIG. 7.1. Means for the interaction of group by reading accuracy.
FIG. 7.2. Means for the interaction of group by reading speed.
FIG. 7.3. Means (in seconds) for the interaction of group by reading speed.

FIG. 8.1. Means (and standard errors) for the Graded Spelling Dictation
Task/Orthographic Accuracy.

FIG. 8.2. Means (and standard errors) for the Orthographic Proof Spelling Task.

FIG. 8.3. Means (and standard errors) for the Spelling Task of Suffixes.

FIG. 8.4. Means (in seconds) for the interaction of group by reading speed.

FIG. 9.1.Means for the interaction of group by wordpart (spelling of nouns & adjectives).

FIG. 9.2. Means for the interaction of group by wordpart (spelling of nouns and verbs).



List of Tables

Table 5.1. Inflectional endings of Greek nouns (Holton et al, 2002)

Table 5.2. Inflectional endings of Greek adjectives (Holton et al, 2002)
Table 5.3. Endings of main types of Greek verbs in active and passive voice
Table 7.1. Age and Gender Characteristics of the Greek & English samples
Table 7.2. Mean chronological age and reading score of each grade group

Table 7.3. Mean scores for children/participants with dyslexia and comparison groups
on standardized measures

Table 7.4. Participants’ mean scores on spoonerisms, orthographic proof spelling task &
spelling task of suffixes

Table 7.5. Participants’ mean performance on the remaining experimental measures

Table 7.6. English children’s/participants’ with dyslexia and control children’s mean
performance on the standardized & experimental measures

Table 7.7. Participants’ mean performance on standardised measures

Table 7.8.Participants’ mean performance on the experimental measures and
comparisons

Table 8.1. Chronological age of the Greek sample

Table 8.2. Mean scores for children/participants with dyslexia and comparison groups on
standardized measures at testing time 2

Table 8.3. Participants’ mean scores on experimental tasks at testing time 2

Table 8.4. Mean scores for children/participants with dyslexia and comparison groups on
the consonant clusters measure

Table 8.5. Significant partial correlations for each group at time 1 & 2
Table 8.6. Significant partial correlations for each group at time | & 2
Table 8.7. Significant partial correlations for each group at time 1 & 2

Table 8.8. Significant partial correlations for each group at time 1 & 2



Table 8.9. Partial correlations (controlling for reading at time 1) between reading and
phonological measures at timel and reading at time 2 for the reading-age
control children.

Table 8.10. Partial correlations (controlling for reading at time 1) between reading and
phonological measures at timel and reading at time 2 for the chronological-
age control children.

Table 8.11. Partial correlations (controlling for reading at time 1) between reading and
phonological measures at timel and reading at time 2 for the
children/participants with dyslexia.

Table 8.12.Correlations between reading, phonological and spelling measures at timel
and spelling at time 2 for the reading-age control children.

Table 8.13.Correlations between reading, phonological and spelling measures at timel
and spelling at time 2 for the chronological-age control children.

Table 8.14.Correlations between reading, phonological and spelling measures at timel
and spelling at time 2 for the children/participants with dyslexia.

Table 9.1. Derivational & inflectional suffixes of nouns and their phonetic realization
included in the spelling dictation task of verbs & nouns.

Table 9.2. Derivational & inflectional suffixes and their phonetic realization of adjectives
included in the spelling dictation task of adjectives & nouns.

Table 9.3. Derivational & inflectional suffixes and their phonetic realization of nouns
included in the spelling dictation task of adjectives & nouns.

Table 9.4. Mean percentage scores for children/participants with dyslexia and comparison
groups on the spelling dictation measure of adjectives & nouns

Table 9.5. Mean scores for children/participants with dyslexia and comparison groups on
the spelling dictation measure of nouns & verbs.

Table 9.6. Percentages of children’s spelling errors on the graphemes of adjectival &
noun derivational suffixes that represent the phonemes /e/ & /o/.

Table 9.7. Percentages of children’s spelling errors on the five graphemes of adjectival &
noun derivational suffixes that represent the phoneme /i/.



List of Appendices

APPENDIX I
Towre Word Efficiency Test: Greek Version

APPENDIX 11
The Greek and English Tasks of Phoneme Deletion,
Spoonerisms and Rapid Digit Naming

APPENDIX Ila

The Greek Phoneme Deletion Task of Words
APPENDIX IIb
The Greek Phoneme Deletion Task of Nonwords

APPENDIX IIc
The English Phoneme Deletion Task of Words

APPENDIX IId
The English Phoneme Deletion Task of Nonwords

APPENDIX Ile
Greek Spoonerisms

APPENDIX IIf
English Spoonerisms

APPENDIX Ilg
Rapid Digit Naming (Form A)

APPENDIX ITh
Rapid Digit Naming (Form B)

APPENDIX III
The Greek and English Tasks of Regular Word and Nonword
Reading

APPENDIX Illa
Regular Words of English and Greek Reading Task

APPENDIX IIIb
Nonwords of Greek Nonword Reading Task

APPENDIX Illc
Nonwords of English Nonword Reading Task

APPENDIX IV
The Greek and English Tasks of Orthographic Proof Spelling.
Spelling of Suffixes and Morphological Proof Spelling of Words



and Nonwords

APPENDIX IVa
The Greek and English Orthographic Proof Spelling Tasks

APPENDIX IVb
The Greek Spelling Task of Suffixes

APPENDIX IVc
The English Spelling Task of Suffixes

APPENDIX IVd
The Greek Morphological Proof Spelling Task/Words

APPENDIX IVe
The English Morphological Proof Spelling Task/Words

APPENDIX IVf
The Greek Morphological Proof Spelling Task/Nonwords

APPENDIX IVg
The English Morphological Proof Spelling Task/Nonwords

APPENDIX V
Additional Time 2 Greek Spelling Tasks

APPENDIX Va
The Greek Graded Spelling Dictation Task

APPENDIX Vb
The Greek Graded Spelling Dictation Task of Consonant Clusters

APPENDIX VI
Spelling Tasks used in the Study of Derivational and Infletional Suffixes

APPENDIX Via
The Greek Grammatical Spelling Dictation Task (Nouns & Adjectives)

APPENDIX VIb
The Greek Grammatical Spelling Dictation Task (Nouns & Verbs)

APPENDIX VII
Tables of Partial Correlations: Longitudinal Study

APPENDIX VIII
List of Greek Irregular Verbs

APPENDIX VIV
Greek Word Frequency List (Accompanying CD)

11



Acknowledgements

The present thesis is dedicated to the loving memory of my supervisor, Dr. Nata

Goulandris.

During the course of my PhD studies a number of people were of great importance to me
and helped me bring this thesis to completion. Firstly and mostly I am grateful to my
supervisors who guided me through this difficult and lonely process with their excellent

academic and research skills, but mainly with their qualities as human beings.

I could not have expressed enough gratitude to my first supervisor, Dr. Nata Goulandris,
who was more than a supervisor to me. Her kindness, critical insight, intelligence,
understanding, supportive attitude and generosity, as well as her constant encouragement
to get involved in all aspects of the academic life and gain as much experience as possible
in research, statistics, and teaching, were a few of her qualities responsible for the things I
have gained and accomplished during my studies. It was a great honor and unique
privilege that I had Nata in my life and worked with her, which I will cherish for the rest

of my life.

I would like to express my gratitude to my second supervisor, Pr. Ruth Campbell, whose
excellent insight and critical approach into “hard” theoretical and practical issues of this
thesis were incredibly valuable and absolutely necessary through the process of the PhD.

Only when I had Ruth’s “ok™, I could move to the next step of the thesis.



Pr. Morag Stuart is not only the person who offered to help with my upgrading, and later
became a joint supervisor, but is the person who contributed significantly to my decision
to start a PhD at the first place. I would like to thank her from the bottom of my heart
because I got involved with serious research for the first time when she was the
supervisor of my Masters' dissertation and as a consequence she was the inspiration for
my academic interests. And of course she was responsible for meeting with Nata

Goulandris and begin the PhD with her.

It has been a unique privilege to work with these three great researchers and wonderful

women. | hope that there will always be a chance for cooperation in the future.

I would particularly like to thank the Department of Human Communication Science, and

namely Pr. Jane Maxim for trusting me with the Departmental Scholarship.

Sarah Alleemudder is a person I would particularly like to thank. Her intelligence and
expert guidance were of great help to me as a postgraduate student at many points during

the course of my studies.

I would also like to thank Mike Coleman. Chris Fryer and Chris Donlan for their

assistance and advice.

It has been a pleasure to have met and shared the “research® room with many interesting

and bright young researchers and students, like Marcin, Liz, Fiona, Tara. Belinda,

Simone, Elisabeth. Theo Marinis and Anastasia Archonti.

13



I would like to thank the Headteachers and teachers of the schools I visited in London and
Thessaloniki for enabling me to collect the data. I would also like to thank the children

who happily volunteered to participate in my studies.

I am particularly thankful to the ‘Leon Lemos Foundation’ for their substantial financial
support of my studies, as well as the ‘Sir Richard Stapley Educational Trust’ for their

contribution.

I would like to express my gratitude to Vassilis and Berny Mavrogeorgis and their family

for their incredible hospitality and support during these long years.
Last but not least, I am grateful to Dimitris Bekiaridis-Moschou for his love and

understanding, and my family — Giorgos, Katerina, and Argie Diamanti - for their

emotional and financial support.

14



Chapter 1. Models of Normal Reading Development

Many aspects of human cognitive behaviour and the development of certain cognitive
abilities such as reading and spelling acquisition are often described within the framework
of stage models; these models provide a descriptive account for the changes that occur in
cognitive developmental processes, and explore the nature of the mechanisms responsible
for these changes. All the theoretical models of reading and spelling development have

been developed in relation to learning to read and spell in the English language.

Developmental models postulate that literacy acquisition passes through a number of
stages in order to become completely and successfully developed. Each stage is
characterised by a qualitatively different cognitive strategy employed by the developing
reader and speller; the development of strategies at the earlier stages is assumed to be
responsible for prompting the development of later strategies. A number of the most

influential stage models of reading development will be presented in this chapter.

1.1. Marsh, Friedman, Welsh and Desberg (1981)

Marsh and his colleagues have suggested that children’s reading development follows a
sequence of four successive stages. In the first stage of linguistic guessing children use a
strategy of rote learning to associate a word's analysed visual stimulus and oral response
or they use contextual information to guess the pronunciation and meaning of words.
When the word is presented in isolation children are unable to recognize it and respond.
In the stage of discrimination net guessing a child uses strategies like rote learning and
visual/linguistic cues in order to respond to unfamiliar words that are visually similar to

familiar ones; however the visual similarity is initially limited to the first letter of the
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word. During the phase of sequential decoding the strategies available to the child are
rote learning and decoding from left to right. The child is able to pronounce an unfamiliar
word —with the prerequisite that it is a CVC (consonant-vowel-consonant) word- by
analysing it into phonemes and using letter-sound correspondences. The fourth stage of
reading development is that of hierarchical decoding; children are at this point able to use
‘higher order’ rules in order to master the complex and conditional rules of the English

orthography.

Linguistic Guessing ¢ Rote learning through linguistic
context

Discrimination Net Guessing Rote learning
Visual and linguistic cues

Initial letters are used as cues

Sequential Decoding Rote learning
Letter-sound correspondences
Ability to read regular and

unfamiliar CVC words

Hierarchical Decoding

Rote learning

e Application of ‘higher order’,
complex and conditional rules of
orthographic structure

FIG. 1.1. Marsh et al’s model (1981)

1.2.  Frith’s Model (1985)

Frith has proposed a model of reading development consisting of three stages: the
‘logographic’, the ‘alphabetic’ and the ‘orthographic’. Within this framework
developmental progress is seen as a change in the mastery of reading strategies in each

developmental phase.
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Logographic Phase
In the first stage children can instantly recognise familiar words. Salient features or
contextual and pragmatic cues play an important role in the recognition process, whereas

letter order or phonological factors are secondary.

Alphabetic Phase

During this phase children rely on their knowledge of individual phonemes and
graphemes and their correspondences to pronounce novel words and pseudowords. Letter
order and phonological factors are thought to employ a significant role in the decoding

process.

Orthographic Phase

In this stage children acquire skills that enable them to analyse words into orthographic
units without phonological conversion. These units ideally coincide with morphemes and
are internally represented as abstract letter-by-letter strings. The strategies employed in
this phase are different from the ones in the earlier phases in terms of the way they
operate and the modality they use. More specifically, the orthographic differs from the
logographic strategy by being analytic in a systematic way and by being non-visual. The
orthographic phase differs from the alphabetic by operating in bigger units and by being

non-phonological.
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Logographic skills Instant recognition of familiar words

Salient graphic features as cues

Pronunciation retrieved from meaning

Alphabetic skills Knowledge/use of individual graphemes
and phonemes and letter-sound
correspondences

Ability to read unfamiliar words and
nonwords

Orthographic skills Word analysis into morphemes without
phonological conversion

Internal representations of letter-by-letter
strings

F IG. 1.2. Frith’s model (1985)

1.3. Development of Sight Word Reading (Ehri, 1992)

Ehri (1992,1998) devised a model of sight word reading development which comprises of
four phases; each phase is defined by the type of connections that are formed between the

visual cues seen in print and the information about a particular word stored in memory.

Phase 1: Visual Cue Reading

In the first phase of visual cue reading a word is read by selecting and forming
connections out of the word’s visual cues that have arbitrary relations to the word’s
meaning, but are not related to its pronunciation. The selected visual cues may be part of
the spelling, such as a circle at the end of the word (e.g. hero), or they may be adjacent to
the spelling as in the case of a logo behind a word (e.g. McDonald’s). Ehri (1992) points
out that at this point of reading development children are not aware of letter-sound

relations, rather children are able to read print in their environment by identifying and
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remembering shapes of the selected letters as visual cues; letters are selected only because

they are visually distinctive or salient.

Several studies (Goodman and Altwerger, 1981; Harste, Burke and Woodward, 1982;
Masonheimer, Drum and Ehri, 1984) have shown that logographic readers read signs in
their environment by remembering the visual cues that accompany these signs and not the
actual letters. For instance it was found (Masonheimer et al., 1984) that a sample of
logographic readers pronounced the sign “Xepsi” as “Pepsi”. These children failed to
notice the altered letter because, as it was explained by the experimenter, they formed
connections between visual cues and meanings of printed words rather than visual cues

and pronunciations.

Ehri (1992) states that logographic reading is responsible for the visual errors that
children make at this stage. Since most connections formed between the spelling of words
and their meanings are arbitrary and visual cues forming the connections can be found in
more than one word, visually similar words are often mispronounced. However, these
mispronunciations are eliminated when children move to the next phase of sight word
reading development during which they learn letter names and sounds and acquire low-

level phonemic awareness.

Phase 2: Phonetic Cue Reading.

The second phase is characterised by children’s ability to form visual-phonetic
connections between letters seen in spellings and sounds detected in the pronunciations of
words, based on their knowledge of letter shapes, letter names, letter sounds of most

letters of the alphabet and on their low-level phonemic awareness. The alphabetic
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connections formed at this point are partial; this means that only some of the letters in the
written words are connected to the sounds detected in their pronunciations and these
letters are often the first and the final as they are the most salient. When partial alphabetic
readers learn how to read the word “moon”, they might detect initial /m/ and final /n/
segments in their pronunciation of the word, and recognize that the letters they see
symbolise these sounds. The connections that are made every time beginners learn a word
are stored in memory and can be accessed the next time they are encountered with the
same word. The cognitive skill that enables readers to detect the existence of separate

sounds in words’ pronunciation and in letter names is that of phonetic segmentation.

According to Ehri (1992, 1998) the elements that differentiate this phase from the phase
of visual cue reading are the following: a) connections are no longer arbitrary, but
systematic and therefore constitute word reading a more reliable process, and b) while in
phase one the primary connection is formed between the spelling of a word and its
meaning, in phase two the primary connection is formed between the spelling of a word

and its pronunciation; again this characteristic makes sight word reading more reliable.

The shift from the first to the second phase is believed to occur quite early; more
specifically as soon as children acquire letter knowledge and become capable of reading
even a very limited number of words in isolation, they have passed from the logographic
to the alphabetic phase of sight word reading. A study conducted by Ehri and Wilce
(1995) provides sufficient evidence for this assumption. These authors allocated
kindergarteners into three groups according to their reading skills: a) the group of pre-
readers who knew only some letters and a few letter-sound relations and could read new

pre-primer words, b) the group of novice readers who knew most letter names and sounds
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and could read a few preprimary words and c) the group of veteran beginning readers
who knew most letter names and sounds and could read from 11 to 36 pre-primer words.
It was found that the group of novice readers who had just moved into reading was able to

learn sight words by forming visual-phonetic connections.

Phase 3: Full Alphabetic Phase

Cipher Reading
During the third phase children read sight words by setting up connections in memory
between the whole sequence of letters in spellings and the phonemic constituents in the
word’s pronunciation. Readers are now aware of how most graphemes symbolize
phonemes in the conventional spelling system and when this knowledge is applied to

form connections for sight words, spellings become bonded to pronunciations in memory.

A number of characteristics of cipher readers are described by Ehri (1992, 1998) to
discriminate between the second and the third phase. At this stage readers’
representations about the phonemic structure of words and how spellings symbolize this
structure are sufficiently developed to distinguish between similarly spelled words.
Phonemic segmentation and recoding skills are the cognitive strategies that enable this
process to occur. Moreover, full-alphabetic readers differ from partial alphabetic ones in
terms of their ability to decode words never encountered with before by blending letters

into a pronunciation.

Phase 4: Consolidated Alphabetic Phase
At the final phase of reading development the storage of completely connected spellings

of an increasing number of words in memory results in letter patterns that reoccur across



different words becoming consolidated. Consolidation of letter patterns is assumed to
facilitate the reading process as it enables readers to operate with multiletter units, such as
morphemes and syllables, or intrasyllabic units, such as onsets and rimes. Larger letter
units reduce the memory load involved in retaining sight words in memory and thus speed
up the process of accessing words by facilitating letter identification (Juel, 1983; Venezky

& Massaro, 1979).

Ehri’s account of phases in normal reading acquisition has been subject to criticisms by
Jackson and Coltheart (2001). These authors have attempted to discuss each phase of
Ehri’s model in relation to the dual-route-cascaded (DRC) model of skilled reading (a
description of the model will follow later in the chapter). Even though dual-route models
have been developed for interpreting skilled word recognition and not beginning reading
or reading acquisition, it is proposed that partial-alphabetic reading (second phase in
Ehri’s model) resembles the mature reading system with different contents of some of its
components (see diagram in figure 1.3.); the pre-alphabetic reader “does have a
functional, but imperfect reading system, one in which further change could
be...increasing the knowledge available and efficiency of operation within each system

component” (p. 100).



y
MINIMAL GPC ABSTRACT LETTER UNITS
SYSTEM
PHONEME | | | Position 1 fetter units Position 2 letter units Position 3 letter units
UNITS {a few position-specific
grapheme-phoneme
correspondences)

7

CD
@D

PHONOLOGICAL
LEXICON

ORTHOGRAPHIC LEXICON

<

SEMANTIC
SYSTEM

FIG. 1.3. A model of the partial-alphabetic reading system (Jackson & Coltheart, 2001)

In regard to the lexical route of the DRC model it is proposed that this route is in

operation when the pre-alphabetic reader reads a word. Share and Stanovich (1995b)
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showed that partial-alphabetic readers are able to read some short, highly familiar words
(e.g., their names) with the use of the lexical route. Evidence from children’s reading
errors supports the hypothesis that partial-alphabetic readers have in their disposal an
operational lexical route. Ehri (1999) observed that when a partial-alphabetic reader reads
incorrectly an unfamiliar word or nonword, his/her errors are usually a word that is
familiar to them and have an orthographic similarity with the letter string they try to read.
According to the DRC model what the partial-alphabetic reader is doing when encounters
a word he/she cannot read, is selecting the word from his/her orthographic lexicon the
letter string and then retrieving the pronunciation of this word from his/her phonological
lexicon. It is argued that the partial-alphabetic reader’s reading system is not yet fully
operating as a unit, therefore mappings between letter units and words in his/her
phonological lexicon are incomplete, as well as mappings between letter units and units in

the orthographic lexicon.

With respect to whether partial-alphabetic readers have any nonlexical route, Jackson and
Coltheart (2001) suggested that there is a very rudimentary nonlexical route that develops
gradually as the child is in the process of entering the full-alphabetic reading phase.
Evidence to support this claim comes from data on standardised (Woodcock & Johnson,
1989) and experimental (Thompson, Cottrell, & Fletcher-Finn, 1996) pseudoword reading
measures, which showed that average readers attending kindergarten or first grade are
likely to read accurately a few two- or three-letter nonwords [children at this age are in

the partial-alphabetic reading phase (Ehri, 1999)].

Thereafter it could be argued that Ehri’s phase model and the DRC model agree on the

same basic data on partial-alphabetic reading in the way they both acknowledge the
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important long-term role of letter-sound correspondences in associating written word
forms with their pronunciations and meaning, and storing this information in lexical
memory. However, Jackson and Coltheart (2001) have critisised Ehri’s partial-alphabetic
reading as not being able to suggest testable links between normal beginning reading and

skilled reading or acquired dyslexia.

The third phase in Ehri’s model of reading development, namely the full-alphabetic phase
of cipher reading, and the fourth and final phases of consolidated-alphabetic reading have
been suggested to have a number of limitations. In contrast to computational models like
the DRC or the PSMP (Plaut, McClelland, Seidenberg, & Patterson, 1996), Ehri’s
account lacks specification in that it cannot be readily modeled in a computational
reading system (Jackson & Coltheart, 2001); nevertheless, it is broadly consistent with
connectionist (single route) models in assuming that sublexical phonology always

participates in generating the pronunciation and meaning of a familiar word.

Subsequently to the full-alphabetic phase children enter the consolidated-alphabetic phase
of reading during which lexical processes dominate. According to Ehri and MacCormick
(1998) a child that has moved to this phase would have the ability to read the polysyllabic
word interesting based on its component morphemic or grapho-syllabic units, such as
rimes, and not in terms of its phonemes. But this does not mean that the child has stopped
realising the grapho-phonic nature of these units. Ehri’s theorising about the way a reader
in this phase reads a word has been supported by research evidence indicating that rimes
are not very salient to young children and the skill to read words by onset-rime analogies
is not evident in early reading development (Muter, Hulme, Snowling & Stevenson,

2004). This is in contrast to other theories proposing that onset-rime analogies are
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paramount in early reading. Goswami and Bryant (1990) suggested that very young
children appear to use onset-rime units for mapping letters onto sounds before they
acquire the skill to use grapheme-phoneme correspondences. Firstly children become
aware of large units involved in rhyme and alliteration and this awareness continues to
develop until children become aware of small units (phonemes) and able to detect them.
Thus this developing refinement in level of speech-sound awareness helps them to learn
about grapheme-phoneme correspondences and finally it helps them to read (Goswami &

Bryant, 1990).

Developmental models of reading acquisition can be proved particularly useful and
valuable in the area of applied education, since they can provide a theoretical framework
for understanding the cognitive processes required to learn to read and for the evaluation
of their development, and they can also be used as a basis for educational programs in

literacy.

However they have also been subjected to serious criticisms, most of which challenge the
existence of discrete and sequential phases of reading development. There is a body of
evidence indicating that children do not necessarily follow the proposed sequence of
stages. In particular, it has been shown that pre-school children do not start to read
‘logographically” but their phonological awareness in relation to their letter-sound
knowledge is a significant predictor of their reading age (Stuart & Coltheart, 1988).
Children’s reliance on a phonological rather than a ‘logographic’ reading strategy has
been revealed to be the case in more transparent orthographies, such as French (Sprenger-
Charolles & Cassalis, 1995), German (Wimmer & Hummer, 1990) and Brazilian

Portuguese (Pinheiro, 1995).



It has also been suggested that stage models are incompatible with models of skilled
reading because they lack an effective mechanism for parsing the letter string of a word
into the graphemic units that are relevant for translation (Stuart & Coltheart, 1988). For
this reason these models are believed to be unable to provide a clear explanation of the
processes during which children pass from single letter-sound decoding of print to sound

to decoding by using grapheme-phoneme correspondence rules.

1.4. Dual Route and Parallel Distributed Processing Models

Many theorists have postulated a dual-route model of reading aloud whose fundamental
property is the idea that the system used by skilled readers involves two different
procedures for converting print to speech. A word that a reader has learned is represented
as an entry in a mental lexicon and can be read aloud by using the lexical procedure; this
involves accessing the word’s lexical entry from its printed form and retrieving from that
entry its phonological form. However this procedure is unable to read letter strings that
the reader has never been encountered with before, since the mental lexicon contains only
representations of real words. Therefore the dual-route model proposed that skilled
readers have at their disposal a second procedure, often referred to as the sublexical
procedure, which is able to read nonwords. This nonlexical route involves using a system
of rules, which specify the relationships between orthographic and phonological segments
(e.g.. grapheme-phoneme correspondence rules). Although the sublexical route produces
correct responses for pronounceable non-words and of words that obey the spelling-sound
rules of English, it is not able to read correctly irregular and exception words like yacht

and pint that do not obey the correspondence rules.
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Models of the dual-route architecture have been popular as they are formulated in an
explicit way, with each submodule of the reading system being clearly displayed in box-
and-arrow diagram form. Furthermore, they have succeeded in accounting for a range of
facts about both normal (reading development and skilled reading) and abnormal reading

(developmental and acquired dyslexia) (Coltheart, Curtis, Atkins and Haller, 1993).

However, some theorists have challenged this architecture of the reading system and have
proposed alternative models (Seidenberg and McClelland, 1989; Sullivan, 1991; Sullivan
and Damper, 1993). Glushko (1979) and Marcel (1980) argued that reading pseudowords
aloud need not involve the usage of a nonlexical procedure, but makes use of word-based
analogies; a skilled reader is able to produce a correct pronunciation of a nonword
because the nonword activates the lexical entries for words that have an orthographic
similarity with it. These arguments have been dismissed on the basis that they do not
specify the processes involved in reading pseudowords by analogy to real words. It has
been questioned how pseudowords, such as zuve that do not have real-word analogies,

could be accurately read by an analogy procedure (Jackson & Coltheart, 2001).

Alternative models have been developed by other researchers, such as the parallel-
distributed-processing (PDP) connectionist model of Seidenberg and McClelland (1989)
and the computational model of reading by analogy of Sullivan (1991). Seidenberg and
McClelland argued that the reading system can be explained by “a single uniform
procedure for computing a phonological representation from an orthographic
representation that is applicable to exception words and nonwords as well as regular
words” and does not need the operation of separate lexical and nonlexical procedures (p.

525).
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The Seidenberg and McClelland model attempted to provide an integrative computational
account for aspects of normal and impaired visual word recognition. The model is a
neural net trained by back propagation that implements a single route from print to speech
(figure 1.4). The lexical processing module consists of sets of units encoding
orthographic, phonological and semantic codes. Each code is represented by patterns of
activation over appropriate sets of units and each unit takes part in the representation of
many codes. This means that the model uses distributed representations in contrast to
*localist’ systems whereby individual units are used to represent the orthographic,
phonological and semantic form of individual words. Knowledge of the relations between
the codes is encoded by weights on connections between units. Weights are set during a
learning phase in which the model is exposed to 2897 English monosyllabic words using
the back propagation learning algorithm. A basic component of the model is the layer of
hidden units (200 units), which represent higher-order correlations between the
orthographic and phonological codes. Lexical processing involves the computation of the
relevant codes based on written or spoken input. This simulation model of human skilled
reading operates as follows: letter strings are presented as input; then two sorts of output
are produced: an activation pattern over the phonological units and an activation pattern
over the orthographic units. Computed codes are subsequently used to perform tasks of
reading aloud or lexical decision tasks. The amount of training that the model receives
and the ways in which it is configured depends on the different types of words or
nonwords that the model has to ‘read’. Error scores are used to assess the model’s
performance; these scores reflect the fit between the orthographic and phonological codes
computed by the model and those that would be produced if the model's performance

were free of errors.
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FIG. 1.4. The Seidenberg and McClelland model.

The model has been proposed to be capable of simulating existing behavioural data and
also test novel predictions. It is considered to provide an explicit computational account
of the types of knowledge and processes involved in word recognition, as well as in the

tasks of naming and lexical decision.

Moreover the model is not specific to the English language, but its architecture can
account for processing in different orthographies (Frost, Katz, & Bentin, 1987; Turvey,

Feldman. & Lukatela, 1984). It has been found that there are larger effects of frequency
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and lexicality on naming latencies in orthographic systems characterised by deep
spelling-sound correspondences in comparison to shallow orthographies (Frost et al,
1987). The parallel-distributed-processing (PDP) model can simulate the effects of
orthographic depth by manipulating the corpus used in training. For instance the model
can be trained using English grapheme-phoneme correspondences that are completely
regular. These are picked up by the learning algorithm of the model and are encoded by
the connection strengths. The result is that frequency effects and lexicality differences
(word/nonword) decrease in this simulation. In addition the PDP model has been capable
of simulating different forms of developmental and acquired dyslexia (Hinton & Shallice,
1991; Manis, Seidenberg, Moi, McBride-Chang, & Patterson, 1996; Harm and
Seidenberg, 1999) by manipulating separate components of the model. For example by
limiting the number of hidden units to 100 from 200, the model is left with fewer
computational resources; it is still able to learn, but performs poorly on irregular words

and nonwords even after receiving extensive training.

Although the PDP model has been effective in replicating a range of effects observed in
behavioural studies of skilled word recognition, such as frequency and lexicality effects,
it has important limitations. It is not capable of addressing issues concerned with the time
course of processing or response variability because it does not operate in a cascaded way

for computing output.

The Seidenberg and McClelland model’s inadequacies in simulating skilled readers’
performance on pronouncing orthographically legal pseudowords and lexical decision
tasks under various conditions were the starting point for implementing a new model by

Plaut, McClelland, Seidenberg and Patterson (1996). Similarly to the previous model this
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one was a neural network trained by back propagation and had a computationally
implemented route from an orthographic layer to a phonological layer via hidden units.
The novelty of Plaut and his colleagues’ model was in the structure of both orthographic
and phonological levels; the new model used local representations instead of distributed
representations of graphemes and phonemes at input and output levels. This reform
enabled the system to generate accurate pronunciations of nonwords comparable to those

of human skilled readers’.

Arguably connectionist models have been very influential in the field of reading research,
as they have a computational architecture that can adequately simulate human behaviour
of skilled word recognition, and, in principle, predict reading patterns/errors. It is also
important and particular to the context of the present thesis to reflect upon the role of
connectionist models from a developmental viewpoint. Unlike stage models that provide
a framework for conceptualising children’s reading development up to a certain point,
and unlike dual-route models that account only for the final outcome of reading
development, connectionist models have the advantage of simulating both learning and
skilled performance by using the same processing system. Nonetheless these models are
still limited and future research has to address these limitations; the models’ inadequacies
should be taken into consideration when one attempts to interpret behavioural evidence

within these systems.

The computational architecture of connectionist models as opposed to the static form of
the dual-route models of the mature reading system has been recognised by Coltheart,
Curtis. Atkins and Haller (1993). These researchers developed a computational model

that has dual routes for proceeding from print to speech, which operate in a cascaded and



not in a threshold manner (figure 1.5). A level of letters — and not graphemes as in
Reggia, Marsland and Berndt’s computational realisation of the dual-route model (1988)
— is the first stage for both routes in the model. This stage stimulates the grapheme-
phoneme conversion stage of the nonlexical procedure and the stage of visual word
recognition of the lexical procedure. The latter stage is that of “graphemic parsing”
(Coltheart, 1978) in which a process of converting a letter string into a string of phonemes
takes place. Coltheart et al (1993) developed an algorithm that enables the model to learn
the GPCs of the English language. The model is trained to learn the grapheme-phoneme
correspondence rules embodied in the training set of the printed forms of words and their
pronunciations. In this way the model is able to read aloud words that it has not been

presented with before by applying these rules to each new input string of letters.

Moreover, it is strongly believed that a crucial property of the DRC model is the cascaded
processing that has brought to light important implications for the ways in which the
model operates (Coltheart et al, 1993). By this type of processing it is meant that when
the interactive — activation model is encountered with a letter string, an activation at the
level of the visual word recognition will occur and it will cause activation in the spoken
word lexicon, since each input unit in the visual word recognition module is connected to
a corresponding entry in the spoken word production module. Finally, activation will be
passed on to the phoneme system and an output string of phonemes for each input string

of letters will be produced.

Three other significant properties of the DRC model include the following: (a) within
each set of units every unit inhibits every other. The role of these inhibiting connections is

to enable the correct unit to suppress the incorrect ones that are partially activated at the



beginning stages of word processing, (b) adjacent components of the model are
interconnected; a given letter unit has excitatory, as well as inhibitory connections to all
words in the orthographic lexicon that begin with the same letter and vise versa, and (¢)
positional encoding occurs at letter and phoneme levels; there is a séparate set of letter
and phoneme detectors for every possible position in the input for enabling the model to

discriminate between words that contain the same letters/phonemes in different positions.
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LEXICON LEXICON

(lexical route)

FIG. 1.5. The dual-route cascaded (DRC) model of reading aloud (Jackson & Coltheart, 2001).

Stuart (2002) has provided a very informative and comprehensive account of the
similarities and differences between the dual-route-cascaded model and the parallel-
distributed-processing model of skilled word reading and discussed which model could
give a better account of existing behavioural evidence on reading. The similarities of the
two models include the following: (a) they both have a triangle form (angle of the PDP

model reversed) with the longest side on the right and the apex on the left, (b) the right
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side in both models is involved in the computation of phonological output from
orthographic input, (¢) the left-hand side of the PDP model and one of the short left sides
of the DRC model are involved in the computation of phonological output from
orthographic input through the semantic system. The other short left-hand side of the
DRC model forms the direct lexical route (letter detectors — orthographic input lexicon
— phonological output lexicon — phoneme system), and (d) both models operate in
parallel; however the DRC model also employs a serial process and includes word-level
representations in contrast to the PDP model that operates based on orthographic and

phonological units.

In relation to the difference in the way of processing between the DRC and the PDP
models, there is sufficient evidence to support the existence of a second serial process for
producing pronunciation from print input through the GPC rule system. Weekes (1997)
found that nonwords with many letters require more time to be pronounced than
nonwords with fewer letters. This finding indicates that letters are mapped onto sounds in

a serial rather than a parallel manner.

The prediction of a second serial route in the skilled reading system is supported by the
“whammy” effect observed by Rastle and Coltheart (1998). These authors showed that
when a word or nonword includes a grapheme that is represented in spelling by a
sequence of two letters (e.g.. in the word chef), during the encounter of the nonlexical
route with the first letter, the incorrect phoneme begins to be activated. When the
nonlexical route gains access to the second letter, the correct phoneme begins to be
activated; however, the correct phoneme will receive inhibition by the incorrect one and

the period needed to overcome the inhibition slows down the reading time. When a



phoneme is realised by a single letter, this effect is not evident. Double or even triple
“whammies” can occur. Rastle and Coltheart (1999b) also showed that the earlier the
irregularity occurs in a word, the slower is the reading speed of the word. The DRC
model is able to account for effects like the whammy and position of irregularity effects

that influence skilled reading behaviour.

Hutzler, Ziegler, Perry, Wimmer and Zorzi (2004) investigated whether the triangle
model proposed by Plaut, McClelland, Seidenberg and Patterson (1996), and the dual
process model proposed by Zorzi, Houghton and Butterworth (1998a) could simulate
empirical evidence from cross-language research, according to which the higher degree of
regularity of a more consistent orthography than English has a main effect in the early
phases of reading acquisition, but this advantage is not as strong during later phases of
learning to read (Seymour et al., 2003). An English and a German version of the two
connectionist models were implemented. Both models were trained on comparable
training corpora matched in size and frequency across languages. In addition the set of
nonwords used during the course of training was identical in both implementations. The
prediction that the models’ performance would benefit when the orthography to be
learned has a higher degree of regularity, was correct, since both models displayed a
better nonword reading performance for the regular German orthography compared to the
less regular English orthography. However Plaut’s triangle model did not predict the
empirical pattern of large cross-languages differences during early learning phases and
small differences in later learning phases. On the other hand the two-layer associative
network predicted a constant advantage of the regular over the irregular orthography. The
inability of the two-layer associative model to simulate the empirical large initial

advantage of the regular over the irregular orthography that decreases over the course of
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learning was addressed by investigating whether the phonics teaching method in regular
orthographies accounts for this learning pattern. The phonics pre-trained versions of the
German and English two-layer associative model exhibited an initial advantage of about
35% over the pre-trained English model, which decreased to about 10% as learning
proceeded. These findings were taken to suggest that current connectionist models are
able to simulate reading development when they take into account the statistical
regularities in the input-output mapping, as well as the constraints of the learning

environment.

All in all both parallel-distributed processing and dual-route cascaded models can be
considered as useful frameworks for defining the processes involved in skilled word
recognition, as well as conceptualising early reading acquisition in terms of indicating
what has to be acquired by the young learner (Stuart, 2002). Moreover, there is some
evidence that current computational models have the potential of simulating reading
development in different orthographies, when they are sensitive to the statistical structure
of spelling-to-sound relations, as well as to the method used for teaching reading in
different countries (Hutzler et al, 2004). However, the learning procedure applied to
computational models (i.e., the operation of a neural net learning mechanism named back
propagation) is not currently able to simulate the cognitive mechanisms that might
account for the changes that occur in children’s reading system (Jackson et al, 2001). For
instance the English and German versions of the Plaut et al’s (1996) and Zorzi et al's
(1998a) models were trained by repeated exposure to 1293 words and 300 training epochs
before producing only four and two erroneous pronunciations respectively (Hutzler et al,
2004). When real children learn to read, they are exposed to small sets of words and they

learn them with few exposures (when they have a typical reading development). In



addition children do not have to relearn words they have already mastered, whereas a
neural net trained by back propagation would fail to reread correctly a set of words that it
originally read after being trained on a second set of words. This limitation of
connectionist computational models is referred to as “catastrophic forgetting”

(McCloskey & Cohen, 1989).

Another limitation of current computational neural networks concerns their inadequacy in
addressing the effects of morphological and syllabic structures in processing, as well as
syllabic stress assignment, since their corpora consist only of monosyllabic words. These
effects are particularly important in investigating reading acquisition in different
orthographies (e.g., in the Greek regular orthography most words are polysyllabic of open
syllable structure and children are able to read them from the early phases of reading
development), which current connectionist learning models cannot account for. Future
research is needed to investigate the mechanisms of change within the developing reading

system and the factors that might affect them.



Chapter 2. Normal and Deviant Spelling Development in English

2.1. Normal Spelling Development in English

Learning to write in an orthography such as English is a considerable undertaking, that
involves the integration of several skills, such as knowledge of phonological
representations, grammatical and semantic knowledge, as well as knowledge of
orthographic rules and conventions and the formulation of analogies with words in visual
memory (Bradley and Bryant, 1981; Bruck and Treiman, 1990). Developmental models
of spelling have been outlined by a number of researchers over the last twenty-five years
(Frith, 1980, 1985; Marsh et al, 1980; Gentry, 1982; Ehri, 1986). These models share the
following commonalties: (i) they are based on analyses of spelling errors when children
spell novel words (invented spelling), (ii) they stress the stage-like passage of children
through qualitatively different phases in which different cognitive processes are involved
and (iii) they posit a stage of phonological analysis, followed by a stage in which spelling

is based on lexical analogies.

It is generally agreed (Read, 1986; Henderson and Beers, 1980; Bissex, 1980; Gentry,
1982) that children move through five distinct stages of spelling development: the
‘precommunicative’, the ‘semiphonetic’, the “phonetic’, the “transitional’ and the stage of
‘correct” spelling. In the ‘precommunicative’ stage children’s spelling is characterized by
the strategy of randomly selecting letter strings to represent words (e.g. spelling ‘monster’
as BTRSS). At this stage their spellings reflect a complete lack of letter-sound and letter-
name knowledge. At the ‘semiphonetic’ stage children’s spelling contains a partial
mapping of phonetic content (e.g. LEFT for “elephant’), whereas at the ‘phonetic” stage

spellings contain a complete description of the sequence of sounds in pronunciations, but
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without regard for acceptable letter sequence of other conventions of English orthography
(e.g. IF U LEV AT THRD STRET I WEL COM TO YOR HAWS. THE ED for ‘If you
live at third street I will come to your house. The End’ (Bissex, 1980, p. 13).
*Transitional’ spellings are characterized by the child’s attempt to adhere to more basic
conventions of English orthography, moving from phonological to morphological and
orthographic spelling (e.g. EIGHTEE for eighty). However, at this stage spellers ‘have
not fully developed knowledge of environmental factors, such as position of the word,
graphemic environment of the unit, stress, morpheme boundaries and phonological
influences’ (Brown and Ellis, 1994, p.157). Acquisition of this kind of knowledge, as
well as extended knowledge of word structure, are the necessary elements for the mastery

of “correct’ spelling.

Marsh et al (1980) proposed a model of spelling development. Initially, spelling strategy
involves a sequential phonetic encoding, in which children successfully decode simple
consonant-vowel-consonant (CVC) patterns. Later on, there is a shift from the phonemic
encoding strategy to a strategy based on analogy with words in visual memory.

According to Marsh et al (1980), this developmental shift occurs around grade 5.

Likewise, Frith (1980, 1985) suggested a model of spelling development in which three
stages were outlined. In the initial stage, known as the ‘logographic’ stage children’s
spelling is restricted to a few rote words and is unsupported by sound- letter knowledge:
in the second stage, the ‘alphabetic’, decoding takes place; in the final stage, the
‘orthographic’, spelling becomes independent of sound and is characterized by precise

knowledge of word spellings.
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Both models agree that in the final stages of skilled spelling children make use of
‘orthographic’ strategies. Marsh and his colleagues held the view that the use of
orthographic strategies is an extension of the simple decoding strategy and that in this
stage children learn more complex rules of orthographic structure, whereas Frith
suggested that when skilled readers apply orthographic strategies the words are instantly

analyzed into orthographic units without being converted into phonological ones.

Henderson (1985) proposed a model in which spelling development follows a sequence of
five stages. The first stage is characterized by children’s ‘predictable writing’. Children
begin to experiment with ‘writing’, which resembles scribbles. In this stage children
understand the difference between drawing and writing, but they cannot realize that
writing represents speech. Children enter the second stage, which is called ‘letter-name
spelling’, when they start to realize that speech communication can be done through
writing and that alphabetic letters represent speech sounds. During this stage children
learn the letter names. Their spellings contain several kinds of errors. For example, a
child might write a letter to represent the sounds of the letter’s name or he/she might have
difficulty in representing in his/her spellings certain sounds that cannot be perceived as
separate units. Henderson explained children’s tendency to make these odd errors as a

result of their inadequate knowledge about the conventions of the English writing system.

The third stage is called the *within-word pattern’ stage and is characterized by children’s
correct spelling of short vowels, clusters and the use of silent markers. This change occurs
as a consequence of their knowledge of sight words. In addition, children become able to
use frequent letter patterns, which correspond to sequences of sounds and understand the

ways in which meaning relations among words are featured in print. Henderson’s fourth



stage, the ‘syllable juncture stage’ is marked by children’s learning about the use of
double consonants to mark a short vowel and by their understanding about when the
addition of a suffix (e.g., -ed and -ing) in a word requires or not double consonants. For
those children who are at a higher level of progress in learning to spell their entrance to
this stage takes place at the middle years of elementary grades, whereas for the older
children this stage is not reached until later. The fifth and last stage of spelling
development outlined by this author is the stage of “derivational principles’. At this stage
children learn about the spelling relations among words on the basis of their origins (e.g.,
ignore, ignorance, ignorant). Children with a rapid progress in learning to spell might
enter this stage at the late elementary grade, whereas other children enter this stage later

on. It should be mentioned that this stage continues throughout the lifetime of a writer.

Ehri (1991, 1997) viewed the development of children’s ability to spell closely related to
reading development and described it in terms of four levels: the prealphabetic, the partial
alphabetic, the full alphabetic, and the consolidated alphabetic levels. Except for the first
two levels, development depends on how well the previous level has been mastered. The
most important factor that determines spelling development is the extent of knowledge of

the alphabetic system.

At the first level, children use visual cues in order to read words. When writing words the
use of what looks likes cursive writing may be a collection of arbitrary letters and

scribbles that do not correspond to the actual sounds.

When children learn the names or sounds of alphabetic letters they are able to move to the

partial alphabetic level of development. However their knowledge of the alphabetic



system is still incomplete and rudimentary and when attempting to spell they have
difficulty with detecting and segmenting words into phonemes. They still lack the
knowledge for representing all the sounds with letters, specifically vowel sounds. For

example, the word BEAVER may be spelled to represent its main sounds: BV or BVR.

At the full alphabetic level of spelling development children are able to apply their
knowledge of phoneme-grapheme correspondences to spell words. The spellings of
words are more complete and may include extra sounds especially when a word is not

spelled in a conventional way. For example, spelling “blouses” as BALAOSIS.

At the last developmental level, referred to as consolidated, alphabetic, transitional,
within-word pattern or morphemic, larger units in words, such as affixes or suffixes,
become consolidated through children’s experience with reading and writing
conventional spellings of words. This knowledge enables students to form connections
between graphemes and phonemes more easily in order to retain spelling patterns of

specific words in memory.

Apart from providing a general description of spelling acquisition, predicting certain
individual differences on constraint spelling tests, and forming a guide for the
development of instructional methods for teaching spelling, stage models have been
subject to serious criticism. The static form of developmental stage theory has been
questioned by many researchers who postulate that spelling development should be
conceptualized as an active process of developing interrelated strategies and knowledge
(Varnhagen et al, 1997). Ehri (1992) suggested that sets of features rather than individual

features may define better the stages of spelling acquisition. Templeton (1992) proposed
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an instructional system for older children that integrates phonological, orthographic and

morphological aspects of spelling.

Based on naturalistic and experimental evidence of children’s early spellings, Treiman
(1994) proposed that children’s spelling development has the following characteristics: at
first children believe that the correspondence between speech and writing is at the level of
the syllable, and they tend to use one letter to represent the sounds of the syllable.
However some children exhibit an early ability to divide syllables into smaller sound
units and represent them with a letter. According to Treiman these cases form a bridge
between the precursors of alphabetic writing and the emergence of the alphabetic
principle. As children’s spelling development continues and they learn more about
conventional spellings in words, they realize that the number of letters in a word’s
spelling does not usually match the number of syllables in the spoken form of the word.
During this time they start to symbolize speech at an intermediate level between syllables
and phonemes instead of representing each phoneme with a letter. Evidence from studies
on the spelling of initial and final consonant clusters indicated that children tend to spell
groups of phonemes with single letters. Often children fail to spell the first consonant of
final consonant clusters (Read, 1975, 1986; Snowling, 1994; Treiman, 1993; Treiman,
Zukowski & Richmond-Welty, 1995). They may omit the r from warm because they
believe that warm contains three units of sound (initial /w/followed by /or/ followed by
/m/). Similarly children’s omissions of consonants in initial clusters may reflect their
grouping of sounds (Bowey & Francis, 1991; Fowler, Treiman & Gross, 1993 Kirtley,
Bryant, Maclean & Bradley, 1989; Treiman, 1985a, 1989, 1992). Later on when children
appear to fully divide spoken words into phonemes, their spellings may be different than

those assumed by the conventional English system. For example they might spell her as
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hr because they may analyse the word into two rather than three phonemes (Treiman,
1993; Treiman, Berch, Tincoff & Weatherston, 1993a). Children also make substitution
or omission errors that reflect phonological structures. For example a child might write
chruck instead of truck, because of the sound similarity between /t/ before /r/ and /t¥/, and
not because of visual similarity. Treiman’s naturalistic study (1993) strongly suggested
that children as young as first graders are aware of orthographic patterns and take them
into account in their spellings. When they had to spell the word ‘cake’, most of the errors
they made included ‘kack’ and not ‘ckak’ that violates the constraints; children seemed to
be aware of the restriction against initial ‘ck’ even though they had not received any

formal instruction about this restriction.

Treiman (1997) suggested that four types of changes occur as children’s spelling ability
increases: (a) children change their classifications of specific potentially ambiguous
sounds (Derwing, 1992; Fowler, 1991). For example the first sound in ‘dry’ may be
classified by a number of children as /d / rather than /dZ/; however as they learn more
about conventional orthography, they take notice that the sound /d/ is always spelled with
the letter *d’ and thus their classifications gradually change; (b) children start to rely more
on conventional spellings, resulting in producing less unconventional spellings, but

producing spellings of sounds that are used in the wrong context. For instance the
phoneme /a&/ in *plaid’ is usually misspelled using ‘a’ rather than ‘ai’ (‘plad’); (c) as

children's knowledge about orthographic patterns increases, they make generalizations
about letter sequences that either occur in words or not (Treiman, 1993; Pick et al, 1978);
(d) children realize that morphemes are usually spelled in a consistent fashion. Treiman,
Cassar and Zukowski’s study (1994) on the spelling of words such as *dirty” and "attic’

showed that children misspelled words containing flaps that signaled a morphological
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boundary less often than when they did not (a flap is the phonetic term used for the
pronunciation of the medial consonant in words like ‘dirty’ and ‘attic’ in American
English; the phonetic value of the ‘t’ is [d] in both cases. For example they produced
more correct spellings of the word ‘dirty’ than the word “attic’. It was argued that children

used the stem ‘dirt’ to aid them to spell the flap of “dirty’ with ‘t’.

Treiman’s work on the analysis of the phonological features of words, which indicated
that children may employ a letter name strategy, is supported by Varnhagen, McCallum
and Burstow’s study (1997). In an attempt to examine the stage-like nature of children’s
spelling development, this group of researchers obtained naturalistic writing samples
from 272 native English children attending first to sixth grade in a large elementary
school. They randomly selected thirty-five stories from each grade. Their analysis of the
children’s spellings was concentrated on two spelling patterns that have been shown in
the literature to undergo changes across several spelling stages: (i) marking a long vowel
in a closed syllable with a silent —e at the word ending, e.g., lake, and (ii) affixing the past
tense marker —ed, e.g., peeked. Words containing a silent —e long vowel at the end were
classified as a precommunicative spelling if most of the phonemes were not represented,
as a semiphonetic spelling if it included at least the initial and final consonant letter and
either did not represent a letter or the vowel was inappropriate. A word was categorized
as a phonetic spelling if the consonants were represented by the correct letters and the
vowel was spelled using the appropriate long vowel letter name. Transitional spelling was
considered to be an incorrect marking of the long vowel sound. Finally correctly spelled

words were classified as correct. As far as the —ed words are concerned, these were
separated on the basis of their phonological properties (into /t/, /d/ and /2d/ words) for

classitfying their spellings into the intermediate stages. A spelling was classified as
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precommunicative if few of the phonemes were represented and correct if the —ed marker

was correctly represented.

Based on developmental stage theories it was hypothesized that children’s spellings of
long vowel and past tense words would go through qualitative changes from grades one to
six. Additionally it was hypothesized that individual children would produce spelling
patterns consistent with a specific developmental spelling stage. Statistical analyses
revealed that children’s spelling of silent —e long vowels and the spelling of different
types of —ed past tense words did not follow a strict developmental sequence through
distinct stages. On the contrary spellings were found to progress from the phonetic stage
directly to correct spelling. It was also found that most incorrectly spelled words fell into
the phonetic stage category, but there was noticeable variability in errors within this
stage, reflecting children’s variability in phonological knowledge and strategies. These
findings stress the inadequacy of present stage models to accurately describe children’s
spelling acquisition. Thereafter the authors suggested that the naturalistic approach
adopted by Treiman (1993, 1994) may be more useful in comprehending the nature of
spelling development; a more specific developmental theory that focuses on the ways
children progress, generalize and alter their strategic behaviour within small domains

could provide a more precise account of how children’s spelling skills are acquired.

Stage models describe spelling development in terms of a sequence of developmental
stages during which children’s ability to spell progresses from novice to expert levels.
The spelling process has also been conseptualised by models that separate lexical and

phonological strategies involved in spelling, namely dual-route models.
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The dual-route account postulates that there are two different mechanisms that spellers
use in order to produce the spelling of a word (Brown and Ellis, 1994). One route is
called the ‘non-lexical’ or ‘sound-to-spelling translation’ or ‘assembled’, and the other
route is called the ‘lexical’ or ‘direct’ or ‘addressed’ route. The role of the ‘lexical’ route
is to retrieve the spellings of known words from an orthographic output lexicon in which
they are stored. This route can be explained in detail with reference to the English word
‘cat’. In a dictation task the word ‘cat’ firstly would be auditorily recognized and then, as
Brown and Ellis (1994) describe it, the word ‘would activate its corresponding
representation in the orthographic output lexicon, either via the word’s meaning or via its
output phonology (in a spoken word production system)’ (Brown and Ellis, 1994, pp. 31).
It may be argued that the ‘lexical’ route could be reliably correct for known words, but it

could not on its own be able to spell correctly new words or non-words.

The “assembled’ route is responsible for encoding information about the correspondences
between sound and spelling patterns, or in other words it is responsible for the application
of knowledge of the ways in which the constituent sounds of a word are conventionally
produced in spelling (Brown and Ellis, 1994). This route can also be explained with
reference to the English word ‘cat’. In a dictation task the spoken word ‘cat’ firstly would
be held temporarily in the phonological buffer, which may be related to the ‘articulatory
loop” of short-term memory, and then each segment of the word is subject to a process of
sound-to-spelling conversion. The ‘non-lexical’ route is appropriate for the correct
spelling of regular words, such as “hot’, ‘hat’, ‘mat’ etc. However, an irregular word, such
as “yacht” would not be spelled correctly through this route, since this type of words
require the involvement of lexically-specific knowledge. When the spelling of a word has

been retrieved lexically or non-lexically, it is held in the graphemic output buffer (GOB)
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while output processes, which can take the form of writing, oral spelling or typing, are

being prepared and implemented.

The dual-route architecture of spelling has received support by cognitive neuro-
psychological investigations of patients with acquired disorders of spelling competence as
a result of brain damage. The notion that the two routes are separate derived from
evidence of dissociations found between patients with phonological and surface
dysgraphia. Patients with phonological dysgraphia are unable to spell nonwords correctly,
but are accurate at spelling most words (Shallice, 1981; Roeltgen, Sevush & Heilman,
1983). On the other hand patients with surface dysgraphia appear to spell nonwords
correctly, but are impaired in spelling words with irregular or exceptional sound-to-
spelling correspondences (Hatfield & Patterson, 1983; Goodman & Caramazza, 1986a;
Baxter & Warrington, 1987). Phonological dysgraphia has been interpreted as an
impairment in the assembled system (intact lexical system), whereas surface dysgraphia
as an impairment in retrieving lexical representations (and therefore over-reliance on the

assembled route).

The neuro-psychological evidence clearly demonstrates the dissociations of the lexical
and sublexical routes. However, whether this dissociation is evident among normal
spellers has been challenged by many researchers. This question has been addressed by
studies of lexical priming of nonword spelling, which investigated the effects of lexical
knowledge on the sublexical system. Campbell’s important study (1983) examined the
hypothesis that assembled spelling within normal spellers is a function or property of the
lexical spelling system. Participants were presented orally with lists of words and

pseudowords and they were asked to write down only the pseudowords. She found that
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hearing a word containing an ambiguous segment affects the immediate spelling
productions of nonwords. For example participants who heard the word ‘crane’ tended to
spell /prein/ as ‘prane’, and those who heard the word ‘brain’ spelled the pseudoword as
‘prain’. These priming effects suggest that a word that is presumably processed via the
lexical route can influence the spelling of a nonword that is processed by the sublexical

system. Campbell argued that her data supports a lexical analogy model of assembled

spelling.

Campbell’s study was extended by Barry and Seymour (1988). In their experiments they
manipulated within the prime words the frequency with which spelling patterns
represented vowel sounds in words; they called this the ‘sound-to-spelling contingency’
effect. It was proposed that when a spelling pattern is the most common way of
representing a vowel sound, it has high sound-to-spelling contingency. On the other hand
when a spelling pattern rarely represents a vowel sound, it has low sound-to-spelling
contingency. Barry and Seymour observed two main effects; nonword spelling was
lexically primed, and sound-to-spelling contingency influenced nonword spelling. Their
interpretation of this pattern of results differed from Campbell’s ‘lexical analogy’
argument. They proposed a dual-route model of normal assembled spelling in which the
two routes operate in functional interaction. In this model vowel phonemes are related to
weighted lists of alternative spellings sorted out by sound-to-spelling contingency. A set
of probabilistic sound-to-spelling correspondences that map phonemes onto spellings is
abstracted from lexical knowledge, but their representation is separate from it. Evidence
from subsequent studies supported Barry and Seymour’s model (Baxter & Warrington,
1987; Burden, 1989). In addition Seymour and Dargie (1990) found effects of

semantically mediated priming. Adult participants were orally presented with a mixed list
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of words and nonwords and were asked to put them in writing. In some cases words were
associatively related to another word that had in common a vowel-consonant rhyme with
the nonword that followed. It was shown that when participants heard the word ‘coffee’
and had to spell the nonword /stii/, they spelled it as ‘stea’ (via ‘tea’), whereas when they
heard the word ‘forest’ they spelled it as ‘stee’ (via ‘tree’). This finding is a clear

indication that lexical-semantic processes are involved in nonword spelling.

Recently Perry (2003) examined the effect of lexical priming through intervening items.
Three experiments were carried out. The first included the classical lexical priming
paradigm, but apart from the prime-target condition, two more conditions were added; in
these conditions the prime and target words were separated by one and two intervening
items (nonwords). The second experiment was identical to the first with the exception that
participants were asked to write both words and nonwords; the fillers were words. In the
third experiment, which was similar to the second, the ‘subsyllabic repetition’ effect was
examined (the probability that two rhyming nonwords would be given the same
orthographic body spelling) and not the lexical priming effect. The goal of the
experiments was to identify the locus of the lexical priming effect. It was hypothesized
that when increasing number of fillers are used between prime and target, a sudden drop
in the size of the priming effect would be evident; this prediction was considered to
support the idea that the lexical priming effect derives from residual activation. In the
case that the priming effect has its roots to other sources, like changes in resting
activation levels, it was expected that priming effects would not drop in size quickly with
increasing number of filler items. Strong effects of word priming were found in all the
conditions, especially when no intervening items were used. There was also a significant

subsyllabic repetition effect. The authors argued that their evidence could be better



explained within the dual-route interactive model proposed by Barry and Seymour
(1988), in that “exposure to a word or nonword primes sound-spelling correspondences
and orthographic entries...” (p.528). It seems that changes in resting activation levels of
sound-spelling rules occur, that influence which spelling will be used for a nonword. The
findings are not consistent with connectionist models, since they suggest that the lexical

priming effect is not likely to derive from residual activation.

Alternative accounts for interpreting the prime effect on nonword spelling come from
fairly recent connectionist models of spelling (Nation, 1997; Houghton & Zorzi, 1998;
Shallice, Glasspool & Houghton, 1995). In such frameworks the activation of a nonword
is influenced by residual activation; when the preceding word and the nonword to be
spelled share phonology, the word might leave residual activation responsible for biasing
the spelling of the nonword (Perry, 2003). Within connectionist models when the
phonology-to-orthography route responsible for nonword spelling partially activates
various spelling correspondences that have to compete for being selected, the residual
activation might bias the competition, resulting in correspondences similar to the prime

word having higher probability to dominate in this competition.

It is clear that the evidence reported so far, that letter choice in nonword spelling depends
on lexical influences, cannot be accommodated by the standard dual-route model (Ellis &
Young, 1988; Morton, 1989). On the other hand, connectionist models have been
speculated to encounter difficulties with nonword spelling and the accommodation of
‘phonological dysgraphia’ (Seymour, 1992). Stage models are limited in capturing the
perplexities of spelling acquisition, whereas models that propose that children’s lexical

and phonological strategies work separately have failed to account for certain aspects of
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skilled spelling behaviour. Snowling (1994) proposed that spelling acquisition is an
interactive process whereby children’s lexical and phonological strategies are in an

interplay that promotes their spelling development.

It is well documented that spelling development in English is a long-term and
complicated process during which children use various cognitive strategies. The skills of
phoneme awareness, letter name knowledge, and knowledge of phoneme-grapheme
correspondences (Caravolas et al, 2001), as well as the integration of orthographic (Ehri,
1997), and morphological (Bryant et al, 1997) knowledge are necessary for the
development of spelling ability among English-speaking learners. Since most research on
spelling development has been conducted in the English orthography, the question of
whether the acquisition of spelling skills follows a similar pattern in more regular
orthographies than English is raised. The developmental aspect of spelling is relevant to
the context of the present thesis, as one of its goals was to investigate the role of
foundation skills, such as phoneme awareness and rapid naming, in the acquisition of
competent spelling skills by Greek children with dyslexia and typically developing
learners, as well as to explore the contribution of phonological, orthographic and

morphological spelling skills to the acquisition of conventional spelling abilities.
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2.2. Deviant Spelling Development in English

Some children seem to have difficulties in developing correct spelling. In terms of stage
models, children’s spelling difficulties can be seen as a developmental disorder. The
notion that children pass through different developmental stages in spelling suggests that
some children’s spelling problems derive from their inability to pass beyond a particular
stage (Brown and Ellis, 1994). Moreover, Ellis’ suggestion that there are two separate
mechanisms of the dual-route model that develop at different times raises another
possible explanation for children’s developmental spelling disorders; they may be the
result of an over-reliance on one of the two routes. For example, an over-reliance on the
lexical route might result in incorrect spelling of those words that are not stored in the
lexicon, but their spellings are generated only when the assembled route is in operation.
It is therefore important for both routes to be operating optimally in order to produce

correct spellings of all words.

Lennox and Siegel (1994) suggested that children with poor spelling skills display a
deviant developmental pattern in learning to spell, rather than a delay in their spelling
development or immaturity. If this is the case we would expect to find a different pattern
of scores in spelling tests displayed by older poor spellers in comparison to younger good
spellers at the same spelling level. In their study (1993a) they compared older poor
spellers at spelling grade levels three and five to younger good spellers at the same
spelling grade levels (matched control group) and found that the former group produced
more visual than phonological errors, while the reverse pattern was true for good spellers.

Lennox and Siegel argued that poor spellers when compared with good spellers displayed
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a deviant developmental pattern in learning to spell, with a greater success in the reliance

on visual memory skills than on phonological analysis.

As it has already been mentioned, a commonality of both the developmental and
information-processing models of spelling development concerns the importance of
children’s phonological skills. Good phonological abilities are considered to be necessary
for the development of good spelling skills and deficits in phonological processing are
often associated with spelling difficulties (Snowling, Stackhouse and Rack, 1986).
Snowling and colleagues (1991) showed that children/participants with dyslexia have
poor phonological spelling strategies in relation to younger normal readers, which may
stem from underlying speech problems. A group of children/participants with dyslexia
and a group of younger control children having a reading age of seven years were
assessed on a spelling task that contained thirty words of one-, two-, and three syllables.
Children’s spelling errors were classified either as phonetic (e.g., ‘coler’ for collar) or
dysphonetic (e.g., ‘tert’ for tent). Both groups spelled equal number of words correctly,
but there was a significant difference between the groups’ spellings of one- and two-
syllable words. The majority of children’s/participants’ with dyslexia spelling errors were
dysphonetic, whereas normal readers produced similar number of phonetic and
dysphonetic errors. Additionally children in both groups had great difficulties spelling the

three-syllable words; they produced mostly non-phonetic errors.

The phonological deficit hypothesis is consistent with the findings of a study conducted
by Bruck and Waters (1988). These researchers compared the performance of good
readers/good spellers (Type A) and good readers/poor spellers (Type B) who achieved

similar scores on standardized reading tests, but differed in spelling ability. The two
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groups were given a number of component reading and spelling tasks to complete. The
results revealed that Type B spellers (adolescents) lacked age-appropriate development of
the subword transcoding system. Although they had mastered basic correspondence
rules, they had failed to adduce higher-level constraints on the use of certain
correspondences (e.g., the use of silent E in a monosyllabic word). According to Bruck
and Waters, Type B spelling is the result of a phonological processing deficit that affects
both reading and spelling. Thus, in their view poor spelling is the result of an interruption
of the normal developmental sequence in the alphabetic stage. This hypothesis suggests

that Type B spellers may suffer from a mild form of classical developmental dyslexia.

Unlike Bruck and Waters, Frith (1980) suggested that Type B spelling is the outcome of a
mild developmental disorder that has an onset and results in a failure to develop
orthographic spelling skills. Frith came to this conclusion after a series of interesting
experiments (1979; 1980) in which the reading and spelling performance of good and
poor spellers matched for reading age was systematically compared. She found that Type
B spellers had little difficulty in using correspondence rules to transcode between sound
and spelling and spelling and sound. The experiments included a letter cancellation task
and reading misspelled or partly obliterate text, which indicated that Type A and Type B
adolescent participants were characterized by different reading strategies. Type A spellers
attended to a letter by letter decoding strategy, whereas Type B spellers appeared to
recognize words on the basis of partial visual cues. The ‘full cue’ reading strategy
adopted by Type A participants provides detailed information about both the identity and
position of the constituent letters in words, resulting in accurate recall of the correct
spelling. In contrast to this, the partial cue reading strategy that characterizes Type B

participants provides incomplete information to the spelling system. Thus, Type B
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spellers can only rely on their knowledge of sound-spelling correspondences in order to
spell a word; this procedure is likely to result in the incorrect spelling of many of the
English words that have an unusual relationship between sound and spelling (e.g., ‘love’).
Frith hypothesised that Type B spellers experience a developmental lag during the early
orthographic stage, during which normal children become ‘full cue’ readers, they become
aware of morphological structures and are also characterized by their ability to analyze
written words into orthographic units. This hypothesis is supported by Ehri’s study
(1991), which showed that participants with good reading but poor spelling skills have
inadequate knowledge of the English orthographic system, which consequently creates
difficulties in choosing the conventional spelling when there are two plausible

alternatives.

The view that poor phonological skills are related to spelling difficulties is not consistent
with Bourassa’s and Treiman’s (2003) recent study that used a spelling-match design for
comparing children’s/participants’ with dyslexia spelling performance to that of younger
typically developing children. Thirty children/participants with dyslexia (mean age: 11;1)
and thirty spelling-level-matched younger children (mean age: 7;5), all native speakers of
English, were tested on two lists of items, each of which contained ten words and ten
nonwords. The items derived from the word and nonword versions of the Treiman and
Bourassa T-BEST spelling test (2000a). For each participant one list was administered as
a dictation task and the other as an oral task. Based on the T-BEST scoring system,
children’s spellings were scored for correctness (each word was scored as conventionally
correct or incorrect), overall sophistication of spelling attempts (a composite score was
used reflecting both phonological and orthographic features of spellings). phonological

skeleton (assessing whether the spelling attempt had an appropriate sequence of
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consonant-vowel graphemes), and orthographic acceptability (a sequence of graphemes
that may occur in English was considered orthographically acceptable). It was
hypothesized that if the lexicality effect was stronger for the children/participants with
dyslexia than for the control group, and if children/participants with dyslexia attained
lower scores on the phonological skeleton measures, the phonological deficit hypothesis
would be supported. Moreover it was of interest to this study to examine the effect of oral
versus written spelling tasks on the performance of children with and without dyslexia.
The statistical analyses performed on the measures revealed a lexicality effect in both
phonological and orthographic measures, as well as an advantage of written spelling over
oral spelling. However the two groups were indistinguishable in correct spelling of real
words, phonological and orthographic accuracy, and oral spelling. The lack of significant
differences between the spellings of the two groups led the researchers to examine
potentially problematic spellings on the T-BEST. In particular the following features were

investigated: (i) spellings of intervocalic flaps with ‘d’, (ii) /t/ and /d/ before /I/ (e.g.,
drip), (iii) the use of ‘t’ to represent past tense, (iv) the omission of unstressed /av/, (V)

spelling of initial clusters, (vi) spelling of final clusters, (vii) letter-name spellings of
vowels and consonants, (viii) the use of final —e and (ix) the use of double consonants.
The detailed analysis of particular spellings, in their majority, did not reveal significant
differences between the groups. The only significant differences that emerged in post hoc
analyses involved children’s/participants’ with dyslexia difficulty in representing double
consonants, and inappropriate use of the final —e. The authors concluded that, although
children’s/participants’ with dyslexia spellings differ from those of younger typically
developing spellers in particular subtle ways, the overall processes and strategies
employed by children/participants with dyslexia are similar to the ones employed by

younger normal children. Furthermore it was argued that the findings do not support the
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phonological deficit hypothesis, neither are they consistent with the view
children/participants with dyslexia suffer a specific phonological deficit that is evident in
spelling. The authors suggested that the spelling-level-matched design does not capture

“the nature and causes of spelling problems for children with dyslexia” (p.329).

There is a body of evidence on children’s/participants’ with dyslexia knowledge of
orthographic patterns, which showed that these children perform at the same or higher
level than younger normally developing children. Nelson (1980) and Pennington,
McCabe, Smith, Lefly, Bookman, Kimberling and Lubs (1986) used spelling-level
matched criteria between children/participants with dyslexia and younger normal
children. The former author classified children’s spelling errors either as orthographically
legal (e.g., ‘cack’ for cake) or illegal (e.g., ‘ckak’ for cake). 87% and 82%
orthographically legal spelling mistakes were produced by normal children and
children/participants with dyslexia respectively; the difference was insignificant. The
latter authors showed that both spellers with dyslexia and normal spellers produced

approximately 95% orthographically legal spelling mistakes. However on a task

measuring complex orthographic accuracy (e.g., correct doubling of the ‘p’ in
‘opportunity’) children/participants with dyslexia were significantly more accurate than

their younger spelling-age matched peers.

Similar findings were found in studies that matched children’s/participants’ with dyslexia
and younger normal children’s performance on standardized single-word reading
measures. Olson (1985) rated children’s spelling errors for phonetic and visual similarity
to the target word. Children’s/participants’ with dyslexia errors were found to be

significantly less phonetic than those of normal children, but no difference in visual
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similarity emerged between the two groups. However it could be argued that this finding
reflects differences in spelling ability; normal children could have been worse spellers
than children/participants with dyslexia. Siegel, Share and Geva (1995) showed that
children/participants with dyslexia were significantly better than normal readers on a task
which required children to say which out of two nonwords looked more like a word (e.g.,
‘moke’ and ‘moje’). This study, along with Pennington and his colleagues’ study, suggest
that, although they are typically worse spellers than other children of their age,
children’s/participants’ with dyslexia longer exposure to print has left a residue in some
of their visual decision processes, resulting in a relatively less affected ability to

discriminate certain misspellings from the correct forms.

The notion that children’s spelling ability depends a great deal on their knowledge of
orthographic conventions for representing sounds and/or meanings in English was tested
by Schwartz (1983; Schwartz & Doehring, 1977). Children’s ability to recognize the
correct spelling of orthographic and morphological nonwords was assessed. Recognition
of orthographic nonwords required knowledge of spelling conventions, whereas
morphological nonwords required knowledge of how meaning is reflected in the
orthography (e.g., the use of -ed to signify the past tense). The study showed that good
spellers were aware of these patterns by fourth grade. Unlike studies that did not report
any differences between children/participants with dyslexia and normal readers or
spellers, this study found that good and poor spellers differed on both patterns, but mostly
on the orthographic pattern. This suggests that knowledge of orthographic representations
is a significant determinant of spelling ability and thus, a lack of this knowledge may

have a negative effect on the development of correct spelling.
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Research on spelling development has indicated the importance of print exposure in the
development of children’s spelling skills. Stanovich and Cunningham (1992) showed in
multiple regression analyses that adults who have ‘high print exposure’ as measured on
the Author and Magazine Recognition Tests, are better spellers even when controls for
non-verbal intelligence were included. The same result was found in a study of third- and
fourth-grade children (Stanovich and Cunningham, 1990). In particular, they found that
print exposure accounted for significant variance in orthographic knowledge, even after
partialling out memory ability, phonological processing abilities and 1Q. It seems that
exposure to the letter sequences of words in reading enables the child to develop
orthographic representations that can then be used in spelling. It is therefore implied that

inadequate exposure to print may affect the development of children’s correct spelling.
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Chapter 3. Dyslexia in the English Language

A number of research studies have examined adult patients who suffered from reading
and writing disorders. These disorders are caused by brain damage and are referred to as
'acquired dyslexias'. It is of great importance, however to distinguish between individuals
who have acquired dyslexia and those who have not lost their ability to read and write,
but have not developed adequate literacy skills in the first place. Disorders of the latter

kind may be referred to as ‘developmental dyslexias' (Castles and Coltheart, 1993).

The description and definition of developmental ‘dyslexia’ has been a matter of
considerable debate between researchers. The first case of developmental dyslexia was
reported more than one hundred years ago (Pringle-Morgan, 1896). At that time the
disorder was discussed under the term congenital ‘word blindness’. In recent years, a
widely accepted view is that children/participants with dyslexia have phonological
processing deficits (Hulme, Snowling, 1992a; Stanovich and Siegel, 1994; Stanovich
1996). The British Psychological Society (1998) has suggested that the concept of
dyslexia can only be logically retained if classification as child with dyslexia is extended
to all children who have difficulties in phonological coding as a result of segmental
language problems. These deficits reflect children’s poorly specified phonological
representations (Snowling, 2000). In the early stages of speech development children
seem to map the speech they hear from their environment onto their speech utterances; as
their phonological systems develop, refinements of the mappings take place gradually
(Nittrouer and Studdert-Kennedy, 1987). During this process the accessibility to
underlying phonological representations increases. Snowling and Hulme (1994)

suggested that increases in speech rate and verbal short-term memory are associated with
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developments within the phonological system. When children face the task of learning to
read, they already have an established phonological system that will be the basis for
mapping spoken words onto their written form, and subsequently develop a reading
system that will be able to generalize to new words and produce their pronunciation
efficiently. It follows that children who come to the task of learning to read and write
with poorly specified phonological representations will inevitably experience serious
difficulties. Phonological processing difficulties have been recognized as the core deficit

of dyslexia (Stanovich and Siegel, 1994).

The hypothesis that children with dyslexia have difficulty at the level of phonological
processing fits with a number of recent theories of reading development, which propose
that children set up direct mappings between printed words and representations of spoken
words in their language system (Ehri, 1992; Goswami, 1994; Rack, Hulme, Snowling and
Wightman, 1994). It is assumed that the level of a child’s phonological representations
determines the ease with which they learn to read (Hulme and Snowling, 1992). It is
extensively documented that pre-school phonological awareness is a strong predictor of
later reading attainment, even after the effects of IQ have been partialled out (Bradley and
Bryant, 1983; Lundberg, 1994). However children’s with dyslexia poor skills in
manipulating the phonemic structure of words places difficulties in establishing the

alphabetic principle (Byrne and Fielding-Barnsley, 1989).

Evidence in support of the hypothesis that dyslexia could be regarded as part of the
continuum of language difficulties, and that it is a verbal processing deficit (Vellutino,
1979) comes from a variety of both behavioural and biological sources. Behavioural

evidence includes: (a) studies that have used measures that tap underlying phonological
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representations, such as verbal short-term memory, naming, verbal repetition, and
phonological awareness, (b) studies that examined children’s/participants’ with dyslexia
difficulties with language processing and used measures of speech perception and
production, and (c) studies on nonword reading. Biological evidence in support of the
core phonological deficit comes from studies on (a) the heritability of dyslexia, and (b)
functional processing difficulties between dyslexic and normal brains; the latter studies
have used brain-imaging techniques like PET scans. We will consider these studies

separately.

Children with dyslexia have very often been reported to show poor short-term memory
skills. The numbers of verbal items that are remembered by children/participants with
dyslexia are fewer (Hulme, 1981; Shankweiler, Liberman, Mark, Fowler and Fischer,
1979), and the time in which they are retained in short-term memory is shorter than
expected for their age (Hulme, Newton, Cowan, Stuart, and Brown, 1999). It has been
suggested that poor short-term memory reflects an impairment in phonological coding,
which in turn limits the number of verbal items that can be retained in memory, and has a

negative influence on working memory (Snowling, 2000).

It has been shown that apart from difficulties in encoding verbal items into phonetic
forms, children/participants with dyslexia have problems with speech rate and ability to
draw upon long-term memory representations; the latter two skills are involved in the
rehearsal mechanisms that refresh memory trace and in the redintegration processes
responsible for reconstructing decaying memory representations (Hulme and Roodenrys,
1995). McDougall, Hulme, Ellis and Monk (1994) found that poor readers’ speech rates

are slow. Children’s/participants’ with dyslexia limitation to employ redintegration
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processes due to their deficit in retrieving verbal information from long-term memory has
been shown to impair their ability of sound blending during the process of decoding, and

therefore affect learning to read (Baddeley, 1986; Torgesen et al, 1989).

A consistent finding among studies on dyslexia is that children perform poorly on naming
tasks that require the explicit retrieval of verbal information from long-term memory
(Denckla and Rudel, 1976a and b). Studies on naming have used two types of tasks: (a)
naming-to-definition that refers to the procedure in which participants have to provide a
name in response to the verbal description of an object and (b) confrontation naming that
refers to the procedure whereby participants are shown the picture of an object and have
to provide its name. Findings from both paradigms have shown that
children’s/participants’ with dyslexia naming skills are poorer than same-age normally
developing children’s and they cannot be attributed to lack of semantic information for
the test items. In their first experiment Snowling, Van Wagtendonk and Stafford (1988)
asked twenty children/participants with dyslexia and twenty-nine normal readers of the
same age (7;10- 11;11) to name objects depicted by pictures or following their spoken
definition. The analyses showed differences between 10-year-old children/participants
with dyslexia and same-age controls; the former group named fewer objects correctly, but
performed at the same level as younger normal readers. When the naming latencies were
examined, no group differences were apparent. In the second experiment eleven 9-year-
old children/partiicpants with dyslexia and thirteen same-age controls were compared in
relation to their performance on a receptive vocabulary test which required participants to
match pictures to spoken words; again no difference was found between the groups.

However on a picture naming task the participants with dyslexia performed significantly
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worse than the control participants. The authors argued that children’s/participants’ with

dyslexia phonological representations for some words are not well specified.

Studies using confrontation-naming tasks, whereby children are presented with the
picture of an object and are asked to provide its name, have produced equivocal results.
Katz (1986) examined 8-year-old children’s/participants’ with dyslexia performance on
an object-naming task in comparison to same-age average and good readers. It was found
that children/participants with dyslexia were less accurate than controls; more specifically
they produced higher error rates when the names were multisyllabic words of low
frequency. The interpretation of these results, however, cannot be straightforward due to
the lack of a younger reading-level-matched control group. Snowling, Van Wagtendonk
and Stafford (1988) tackled this limitation by including a younger reading-level-matched
control group in their study. Nation, Marshall and Snowling (2001) tested the hypothesis
that children’s with dyslexia difficulty with the retrieval of the names of familiar objects
reflects inadequate phonological representations and not semantic ones. Indeed it was
found that children/participants with dyslexia made more semantic errors than younger
reading-level matched children (e.g., sword — ‘knife’), and the proportion of phonemes
shared between target word and wrong word was higher for children/participants with
dyslexia indicating that there was a stronger phonological association between naming
errors and target words for the dyslexic group than the control group. Snowling (2000)
argued that the evidence from studies on naming skill is indicative of a developmental
dissociation between receptive and expressive vocabulary skill, which is attributed to
children’s with dyslexia phonological representations of known words lacking in

specification.
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Another naming task that has been extensively used in recent studies is the task of rapid
automatised naming (RAN), which involves naming highly familiar objects, colors, digits
or letters under speeded conditions. Denckla and Rudel (1976a and b) introduced this
task; items were arranged in matrices consisting of 50 randomized stimuli in a 10 x 5
format. A recent format of the task is a 9 x 4 (36 items) (Wagner, Torgesen, and Rashotte,
1999). RAN tests assess children’s time of naming the stimuli using a stopwatch. There is
robust evidence that children/participants with dyslexia and adults with a history of
developmental dyslexia are significantly slower than normal readers in rapid naming
(Wolf, 1986; Felton and Wood, 1989; Pennington, Orden, Smith, Green, and Haitl, 1990).
According to the phonological deficit hypothesis children’s/participants’ with dyslexia
poor performance on RAN tasks is due to poorly specified representations of the
phonological forms of words, but their semantic representations are intact (Snowling and
Hulme, 1994). In this respect it is assumed that rapid naming difficulties affect reading
skills (Torgesen, Wagner, Rashotte, Burgess, and Hecht, 1997; Wagner, Torgesen, and

Rashotte, 1994).

Children’s with dyslexia poor performance on verbal repetition tasks has been considered
to reflect problems in establishing and accessing adequate phonological representations.
Snowling (1981) assessed readers with dyslexia and younger normal readers on a verbal
repetition task that contained multisyllabic words, such as ‘magnificent’, and nonwords
that were matched to the words on phonological structure (e.g., ‘bagmivishent’). It was
shown that children’s/participants’ with dyslexia performance was efficient when they
had to repeat the words, but not when they had to repeat the nonwords. In order to rule
out the hypothesis that this difficulty was due to difficulties in perceiving complex

nonwords, the experimenters devised and administered an auditory discrimination task,
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whereby children had to decide whether two nonwords were the same or different. The
items differed in terms of a single phonetic feature. The lack of any differences between
the groups led the authors to conclude that children’s/participants’ with dyslexia difficulty
with verbal repetition was related to difficulties with segmentation processes that operate

prior to creating a new motor programme for executing the articulation of a nonword.

Snowling, Goulandris, Bowlby and Howell (1986) sought to examine the argument made
by Brady, Shankweiler and Mann (1983) that children/participants with dyslexia can
perform more accurately in verbal repetition when the auditory signal is more distinct.
They assessed children/participants with dyslexia whose reading level was two years
behind the expected level for their age, and compared them to a chronological-age control
group and a reading-age control group on the monosyllabic words of high- and low-
frequency used in the Brady and colleagues’ paradigm; they also assessed them on
nonwords that derived from the high-frequency words. Moreover, three sets of stimuli
had to be repeated for the purposes of assessing proficiency of phonological processing
with and without lexical support. Both groups’™ performance was found to deteriorate in
the noise masking condition, suggesting that children’s/participants’ with dyslexia
difficulty with verbal repetition cannot be depicted at the level of perceptual processing.
Participants’ with dyslexia performance was poorer than both control groups’ when they
had to repeat nonwords; when they had to repeat low-frequency words, they were
significantly less accurate than the same-age control group. It was argued that
children/participants with dyslexia have a deficit in the system of analysis and

segmentation prior to constructing a new motor programme for articulation of nonwords.
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Children’s with dyslexia poor performance on phonological awareness tasks has been
consistently reported in dyslexia literature. Metaphonological awareness or phonological
awareness as it is widely used in the English literature, refers to the specific
metalinguistic ability of identifying the phonological components in linguistic units and
intentionally manipulating them (Gombert, 1992). Phonological awareness might refer to
small speech segments (phonemes) or to larger segments, such as syllables, or

intrasyllabic units, such as onsets and rimes.

Several studies have demonstrated that a child is capable of distinguishing between
linguistic and non-linguistic sounds at a very early stage of his/her life (before the age of
three) (Smith and Tager-Flusberg, 1982), and experimenting with the
morphophonological characteristics of language. Children’s experimentation with
language contributes to the development of their ability to produce rhymes, on their own
or on request, and subsequently their ability to recognise rhymes in artificial contexts
(Gombert, 1992). The ability to effectively engage in such activities does not imply that
the child has to "possess either a reflective attitude towards the phonological composition
of language or any awareness of manipulating constituent elements of meaningful
segments in the speech chain [...] these are manifestations of an epiphonological order
based more on intuition than on any real reflection” (Gombert, 1992, p.36). This type of
segmentation can be obtained from tasks that require the child to reproduce "just a little
bit" of a word (Fox and Routh, 1975), or from tasks that require the removal of the final
syllable of a word, or from tasks in which children have to judge whether two words
rhyme. In addition a rhyme oddity task, in which the child is asked to identify the odd
word between some words that share a common sound, can be indicative of an

epiphonological awareness of rhyme (Duncan, Seymour, Hill, 2000). In Gombert's (1992)
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view the majority of the epilinguistic controls do not emerge before the age of five years.
Most of these controls are acquired between the age of five and six years. The progression
from this level to the level of metalinguistic functioning takes place when the child begins
to learn how to read. It is, therefore, at about the age of 6 to 7 years that the first forms of
metaphonological awareness are generally identified. There seems to be an interval
between the emergence of metaphonological awareness and “that of deliberate control of
the means of processing the phonological components of language” (Gombert, 1992,
p.36). Indeed, it has been found that it is more complex for children when the task
extends beyond simply connecting phonemes to identifying them. In Calfee et al’s (1973)
study children aged 6-17 were orally presented with phonemes in syllables and were
asked to arrange colour cubes in a way that would reflect the arrangement of the
phonemes in the syllables (/i/ and /p/ in /pi/, /ip/, /pip/...). In the second test children were
verbally presented with more complicated syllables and at the same time they were shown
the arrangement of cubes reflecting the syllables. They were required to create different
syllables using the same phonemes (e.g., "here is /ips/, please show me /psi/"). The results
showed that children of eight years old and over gave the majority of correct answers. It
should also be mentioned that one third of twelve-year-old children failed the test. These
findings indicate that metaphonological ability to identify phonemes develops at a later

stage.

Studies on the relationship between children's phonological awareness and reading have
established the ways in which phonological awareness progresses and how the sequence
of this progression is related to literacy. More specifically, two opposing current
theoretical positions have been identified: the "small unit" theories and the "large unit"

theories (Duncan et al., 1997). Small unit theories postulate that awareness of phonemes
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emerges before awareness of rhyme and is the prerequisite for the acquisition of literacy
skills (Byrne, 1998; Byme and Fielding-Barnsley, 1989; Liberman and Shankweiler,
1979). On the other hand, there is evidence that phonological awareness is the
consequence of literacy, rather than a prerequisite (Read et al, 1986; Mann, 1986; Patel
and Soper, 1987). Morais and his colleagues (1979) studied a group of illiterate
Portuguese adults. This group was compared to a similar adult group who had learned to
read in programmes of adult literacy. Two tasks were given to both groups, an addition
and a removal task. The results showed that the illiterate group made more mistakes in the
tasks than the literate group, although the former did manage some of the words (46%
success in the addition task with real words). It was concluded that phonological
awareness skills emerge from learning to read. Morais, Alegria and Content (1987)
argued that learning how to use the alphabet affects directly children's awareness of
phonemes and that the phonological units involved in awareness of rhymes have a global

character therefore they cannot have a significant effect on children's reading.

Large unit theories hold the view that a pre-literate sensitivity to a large unit, such as
rime, is capable of determining early literacy development (Lundberg et al., 1980;
Bradley & Bryant, 1983; Lenel & Cantor, 1981; Goswami & Bryant, 1990). As Duncan et
al. argued, the point in which "small unit" and "large unit" studies are different regards
the types of tasks used to measure phonological skills. Usually awareness of rhymes is
measured by oddity tasks, whereas awareness of phonemes is assessed by segmentation
tasks. These two tasks impose different cognitive demands upon children. The first type
(rhyme oddity) requires the child's judgement on the basis of global similarity between
words (Duncan et al., 2000), while the second type of phonological task requires the

isolation of the sounds within the word. Duncan et al. concluded that these tasks are



different not only in the unit of sound (large, small) that is investigated, but also in the

level of phonological awareness that is required.

The significance of phonological awareness in reading and spelling ability has been
stressed by studies on dyslexia, which clearly showed that dyslexic participants (children
and adults) have impaired phonological skills in comparison to same-age and younger
reading-level matched controls (Olson, Kleigel, Davidson & Foltz, 1985; Campbell &
Butterworth, 1985; Pennington, Orden, Smith, Green & Haith, 1990; Bruck, 1990; Manis

et al, 1993).

Bruck’s study (1992) shows characteristically the relationship between poor phonological
awareness skills and dyslexia. This researcher sought to examine the association of age
and reading level with the phonological awareness abilities of readers with dyslexia and
normal readers with particular reference to the development of different types of
sublexical unit (syllable, onset, rime and phoneme) awareness among readers with
dyslexia and normal readers, as well as with reference to the extent to which
children/participants with dyslexia use orthographic information when they make
phonological judgments. The sample of the study included two sub-samples which
formed the experimental groups and the control groups: (a) 36 school-age
children/participants with dyslexia who were recruited from a dyslexia clinic (age range:
8-16 years), (b) 39 adults with childhood history of dyslexia who were identified from the
patient files of the same clinic; half of them were university students and half had
received no further formal education after completing school, and (c) four groups of good
readers and spellers (13 first graders, 15 second graders, 15 third graders and 20 college

students). All participants were tested on a word recognition subtest of the WRAT-R and
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for the experimental groups there was available data on their verbal and nonverbal ability.
The experimental tasks measuring phonological awareness skills included syllable and
phoneme counting and phoneme deletion; all stimuli were nonwords. Two different
patterns of results emerged. Children/participants with dyslexia showed poorer awareness
of onset-rime than same-age and reading-age control children, whereas dyslexic adults
were similar to normal college readers (ceiling effects). It was suggested that as
children’s/participants’ with dyslexia reading skills improve, they master appropriate
levels of onset-rime awareness. On the other hand results obtained from the phoneme
awareness tasks suggest that phoneme awareness does not increase as word recognition
skills improve, but phoneme awareness difficulties persist over time and cannot be
attributed to a developmental delay. Nonetheless there was some evidence suggesting a
developmental increase of phoneme awareness. In contrast, it was shown that normal
readers’ phoneme awareness improves as a function of reading ability, but not onset
awareness, which is mastered at an early age. Additionally it was found that participants
with dyslexia did not rely on orthographic information when making phonological
judgments, suggesting that children’s with dyslexia initial phonological deficit creates
difficulties with learning to read; later on when their word reading skills are acquired, the
interaction between orthographic and phonological codes is limited and therefore restricts
the development of phoneme awareness. Overall the data of this study is consistent with
the hypothesis that children/participants with dyslexia suffer from a pervasive

phonological deficit that is evident throughout their lifetime.
A number of studies have explored the hypothesis that dyslexia is a consequence of

problems in basic language processing skills. These studies used tests of speech

perception and speech production, but their findings are not clear-cut (Brady, 1997;
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McBride-Chang, 1996). The perception of stop consonants by children with dyslexia and
normal readers was investigated in the study by Brandt and Rosen (1980). It was found
that children/participants with dyslexia performed like children at an earlier stage in their
development. A similar pattern of results was found by Godfrey, Syrdal-Lasky, Millay,
and Knox (1981). On the other hand Hurford and Saunders’ study (1990) revealed group
differences in a syllable-pair discrimination task for second-graders, but not for fourth-
graders. The studies by Adlard and Hazan (1997) and Manis, McBride-Chang,
Seidenberg, Keating, Doi, Munson and Petersen (1997) reported slight differences
between children/participants with dyslexia and control groups. The latter group of
researchers showed that children’s/participants’ with dyslexia slope of the identification
function on a categorical perception task was shallower than CA controls’. More detailed
scrutiny of their data revealed that only seven out of the twenty-five children/participants
with dyslexia appeared to have perceptual impairments. However the interpretation of the
results on speech perception cannot be straightforward, as speech perception tasks require
a high degree of attention, and children/participants with dyslexia with short attention
span may find them difficult to attend to (Snowling, 2000). Additionally other cognitive
skills may interfere in the completion of these tasks, such as verbal labeling.
Children/participants with dyslexia who have these skills in their disposal are prone to

perform accurately in speech perception tasks.

Readers’ with dyslexia impaired reading of nonwords can be regarded as strong evidence
in favour of the core phonological deficit hypothesis (Van Ijzendoorn & Bus, 1994;
Manis et al, 1993). The pioneering studies by Snowling (1980, 1981) indicated
children’s/participants’ with dyslexia nonword reading deficit in relation to younger

normal readers. The first paradigm (1980) used was nonword matching. The stimuli were
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monosyllabic nonwords of four letters that represented either three or four phonemes. The
experiment included four conditions, and participants were presented with successive
stimuli either visually or auditorily and were asked to decide if the nonwords were the
same or different. In the visual-auditory condition, which was of particular interest to the
study, normal readers’ performance was found to improve as their reading age increased,
whereas children’s/participants’ with dyslexia performance showed little improvement
suggesting that they were learning to read by building up their sight vocabulary, but at the
same time without developing their decoding ability. In the second experiment (1981)
children/participants with dyslexia of varied reading skill and reading-age controls were
asked to read aloud nonwords; half of the stimuli contained one syllable and half
contained two syllables, and each syllable contained two consonant clusters the most.
Accuracy and time were measured. The results supported those of the first study;
children’s/participants’ with dyslexia nonword reading performance was less accurate and
slower than normal readers’. In addition a significant effect of phonological complexity
was found. Although children with dyslexia and control children differed in reading of
two-syllable nonwords, they performed at the same level when they read monosyllabic
nonwords. It was concluded that children/participants with dyslexia were able to use
some phonological reading strategies and their nonword reading skill did show an

improvement as their reading age increased.

The longitudinal study by Snowling, Goulandris and Defty (1996) showed that
children/participants with dyslexia, who were originally marginally more accurate in
nonword reading than the younger reading-level matched readers, were found two years
later to be significantly impaired in nonword reading. This was in line with Snowling’s

findings (1980). Dyslexic decoding skills failed to develop over time.
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Rack, Snowling and Olson (1992) conducted a thorough narrative review of a series of
published studies that used the nonword reading paradigm in the context of the reading-
level match design. It was shown that the majority of the reviewed studies had found
significant differences in decoding skills between readers with dyslexia and normal
readers, while the word recognition skills of the two groups were equivalent. This
evidence was taken to fully support the phonological deficit hypothesis. With respect to
the one third of the reviewed studies that had not found phonological ability differences
between children/participants with dyslexia and normal children, it was suggested that
these discrepant findings could be due to the differences in the age of the
children/participants with dyslexia included in the studies, variations in IQ between the
groups, the complexity of the nonwords used, and the reading remediation that

children/participants with dyslexia might had received.

Rack et al’s review was two years later supplemented by the quantitative meta-analysis
conducted by Izjendoorn and Bus (1994). The 16 studies reviewed by Rack and
colleagues were included in the meta-analysis in order to estimate the overall effect size
of the studies, as well as the factors that contribute to the variability of effect sizes in
separate studies. The meta-analysis revealed a difference of about half a standard
deviation on nonword reading between children with dyslexia and younger normal
readers, whereas no difference in word recognition skills was found between the groups.
The authors strongly argued that their findings support the phonological deficit
hypothesis to such an extent that it can be considered an established fact and that it would
need 423 further studies with null results to prove the phonological deficit hypothesis of
dyslexia implausible. Similarly to Rack et al’s review the factors that determined the

existence of group differences were the matching criteria: 1Q, age, and reading level on
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word recognition measures yielded more differences on the nonword reading tasks.
However the absence of a relation between normal readers’ age and size of decoding
deficit contradicted Rack, Snowling and Olson’s suggestions. In addition no effect of
type of nonword stimuli and special remediation programmes that children/participants

with dyslexia might have participated in was reported in the meta-analysis.

Finally, the phonological deficit hypothesis has found support in studies that investigated
the biological origins of dyslexia. In 1925 it was proposed that family members of
children/participants with dyslexia also had spoken language difficulties. Nowadays there
is a significant body of evidence supporting the heritability of dyslexia (Pennington,
1994). Gilger, Pennington and Defries (1991) estimated that a male individual runs the
risk of becoming dyslexic by 40 per cent when his father is dyslexic, and by 36 per cent
when his mother is dyslexic. A female individual runs a slighter risk of 20 per cent either

when the father or the mother is dyslexic.

Olson’s and his colleagues’ influential studies have examined the heritability of reading
subskills, namely phonological decoding skill, orthographic reading skill and
phonological skills that underlie reading. In their 1989 study Olson, Wise, Connors, Rack
and Fulker assessed a twin sample on a nonword reading task that measured both
accuracy and speed, and a task in which participants had to decide which of two letter
strings sounds like a word; for assessing orthographic skills they used an orthographic
choice task, whereby children had to decide which of two homophones is a real word, and
an exception word reading measure. Rhyme and phonemic segmentation were used to
assess segmental language skills. They found that phonological coding and not

orthographic coding was significantly heritable. Additionally it was shown that
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phonological coding shared genetic variance with segmental language abilities. However,
a recent study by Gayan and Olson (2003) reported that both phonological and
orthographic coding skills in word recognition had significant common, as well as

significant independent, genetic effects.

Studies using brain-imaging techniques, such as PET scans, have explored
children’s/participants’ with dyslexia deficits in phonological processing (Paulesu et al,
1996). A recent important study on the neuro-cognitive universality of dyslexia was
conducted by Paulesu and other researchers (2001) from different European countries
(England, France and Italy). As expected participants with dyslexia reading a shallow
orthography like Italian were found to perform more accurately on reading tasks than
their English and French counterparts; nonetheless all participants were found to have the
same degree of impairment on reading latencies and phonological tasks when compared
to their controls. Participants with dyslexia from all countries showed reduced brain
activity in a region of the left hemisphere during reading, with the maximum activation
peak observed in the middle temporal gyrus, and further peaks in the inferior and superior

temporal gyri and middle occipital gyrus.

The behavioural and biological evidence reported so far clearly suggests that individuals
with dyslexia have impaired phonological processing skills and therefore is consistent
with the phonological deficit hypothesis. Even though the phonological deficit hypothesis
fits well with the strategies and processes used in typical reading development (Frith,
1985; Rack, Snowling and Olson, 1992), as well as with findings across the life-span
(Bruck, 1992, Pennington et al, 1990; Snowling et al, 1997), it has a number of

limitations.
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Snowling (1998, 2000) pointed out that the core phonological deficit hypothesis does not
provide an answer to the important question of whether the phonological deficit in
dyslexia that is related to high IQ is the same or different to that related to low 1Q. Some
phonological processing tasks, such as nonword repetition, are not correlated with IQ, and
naming tasks are closely associated to vocabulary skills. On the other hand complex

metalinguistic tasks are more closely related to 1Q.

The core phonological deficit model of dyslexia has also been acknowledged to be
limited to phonology and the development of decoding ability (Snowling, 1998).
Proficiency in reading is associated with decoding, as well as linguistic comprehension
abilities (Gough & Tunmer, 1986). Nation and Snowling (1998b) found stronger effects
of context on single-word reading for children/participants with dyslexia than younger
normal readers, suggesting that, although children/participants with dyslexia have
decoding difficulties, their reading comprehension ability can be normal and serves as a

compensatory process.

The core phonological deficit hypothesis has also been criticized on the basis that it is not
consistent with empirical findings that showed that reading difficulty was not linked to
phonology. Indeed there is increasing support for the view that children/participants with
developmental dyslexia are not a homogenous population, but fall into distinct subtypes
(Boder, 1973; Mattis, French and Rapin, 1975; Marshall, 1984). There are
children/participants with dyslexia who seem to have mastered alphabetic skills; these
children are referred to as children/participants with developmental surface (or
morphemic) dyslexia (Coltheart, Masterson, Byng, Prior and Riddoch, 1983; Seymour,

1986; Castles and Coltheart, 1993). Coltheart and Jackson (Coltheart and Castles, 1993)
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have stressed that it is possible to find severely children/participants with dyslexia who
read non-words as well as age-matched controls. Hence, their disagreement to the
‘proposal that dyslexia should be restrictively designated as a purely phonological

disorder’ could be correct (Seymour, 1998, p.22).

These authors have attempted to define dyslexia in terms of the proximal (i.e., the
component processes involved in reading), rather than the distal (i.e., biological,
environmental or cognitive causes that affect reading performance indirectly via their
impact on the reading system) causes of this disability. According to their view the
cognitive functions that are developed for supporting literacy have an internal modular
structure of high complexity. The analysis of reading difficulties should be seen as a
matter of identifying the subset of reading processes that have failed to develop
(Coltheart, 1978). However the identification of the component processes that can be the
candidate proximal causes of dyslexia can be problematic, since different theorists will

identify different processes (Seymour, 1998).

Research on acquired dyslexia has provided support for the dual route model in that the
symptom patterns displayed by some individuals with acquired dyslexia appear to reflect
specific damage to one or the other of the two procedures (Marshall and Newcombe,
1973; 1981, Patterson, 1981; Patterson, Marshall and Coltheart, 1985). These studies
report cases of participants with acquired dyslexia who could read aloud non-words and
regular words, but had difficulty with irregular words. These errors are referred to as

‘regularization’ errors: irregular words are pronounced according to the traditional

grapheme-phoneme conversion rules, e.g., the word ‘yacht’ is pronounced /jpt/ (Bud et
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al, 1985). This pattern of symptoms indicates a selective damage to the lexical process of

reading aloud and is defined as surface dyslexia.

On the other hand, some children/participants with dyslexia are able to read aloud both
regular and irregular words, but find it difficult to read non-words (Patterson, 1982). This
specific difficulty is defined as phonological dyslexia, since it appears to reflect damage

to the sublexical process of reading aloud.

Individual case studies of children/participants with developmental dyslexia provide
support for the existence of two distinct types of developmental dyslexia. Holmes (1973)
and Coltheart et al (1983) have identified similarities between the symptoms displayed in
certain cases of developmental surface dyslexia and those of acquired surface dyslexia. In
contrast to these findings, other researchers (Campbell and Butterworth, 1985; Temple,
1984; Temple and Marshall, 1983) have identified a pure case of developmental

phonological dyslexia.

Castles and Coltheart’s large-sample study (1993) on the reading patterns of
children/participants with dyslexia showed that there are at least two varieties of
developmental dyslexia, one of which is characterized by a specific difficulty using the
lexical procedure (a deficit in whole word recognition), and the other one is characterized
by a difficulty using the sublexical route (a deficit in letter-to-sound rules). These specific
reading difficulties were found in a large proportion of the children/participants with
developmental dyslexia studied. Nevertheless, it has been argued that conceptual and
statistical interpretation of the Castles and Coltheart data is problematic in the sense that it

did not include reading-level controls. The comparison of children/participants with



dyslexia only with age-matched controls cannot provide any information as far as the
relationship between their behaviour and that of younger normal readers is concerned

(Manis et al., 1996, Stanovich et al., 1997).

Manis et al’s study (1996) examined the hypothesis that there are different types of
developmental dyslexia. For this purpose they tested three groups of children: 51
children/participants with dyslexia, 51 age-matched normal readers and 27 younger
normal readers who scored in the same range as the children/participants with dyslexia on
word recognition. They identified two subgroups, which fit the profiles of surface and
developmental dyslexia. Children/participants with phonological dyslexia were poorer in
reading nonwords compared to exception words; children/participants with surface
dyslexia displayed the opposite pattern. However, most children/participants with
dyslexia were impaired on both nonwords and exception words compared to
chronological age-matched controls. These authors provide a different account of these
patterns from that of Castles and Coltheart’s, within the Seidenberg and McClelland
(1989) connectionist model. This model has a single mechanism mapping from
orthography to phonology, which utilizes weighted connections between units encoding
distributed representations. This mechanism is used in reading both nonwords and regular
and exception words. Hence, it follows that the model predicts that with a sufficiently
severe impairment in phonological representations reading regular and exception words
will be affected as well. According to Manis et al the model provides an explanation for
the existence of children/participants with dyslexia who are impaired in reading nonwords

and exception words.
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The study conducted by Stanovich et al (1997) revealed 17 children/participants with
phonological dyslexia and 15 children/participants with surface dyslexia from a sample of
68 reading-disabled 3rd-grade children by comparing them to chronological-age controls.
However, when the dyslexic subgroups were defined by reference to reading-level
controls, 17 children/participants with phonological dyslexia were identified and only 1
child/participant with surface dyslexia. These researchers concluded that surface dyslexia
“may arise from a milder form of phonological deficit than that of the phonological
dyslexic, but one conjoined with exceptionally inadequate reading experience” (Stanovich
et al., 1997, p. 123). On the other hand it is suggested that the phonological dyslexic
pattern may become more obvious when a more severe phonological impairment is

conjoined with relatively high levels of reading experience.

Jackson and Coltheart (2001) described poor readers as possessing reading systems that
are defective in a variety of ways. For example they suggested that some poor readers
have a poorly functioning nonlexical route that affects word and nonword reading, or
other poor readers that have trouble reading exception words, but are able to use the
nonlexical route to read unfamiliar words, do not seem to be able to make the necessary
links for building up the lexical route; although they are able to identify the pronunciation
of a letter string, they do not seem able to add this orthographic string to their
orthographic lexicon. In addition, poor readers who are impaired in both nonword and
exception word reading appear to have defects in both lexical and nonlexical processes, or
it means that nonword and exception word deficit could originate from a failure in
operation of either route that may have a long-term effect on the efficient development of

the other route.
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Based on evidence which suggests that poor reading skills are influenced by the operation
of multiple causal factors (Olson et al, 1994), and pointing out the great variation of
individual differences in children’s ability patterns (Berninger et al, 1999), Jackson and
Coltheart (2001) proposed the need for a model of reading acquisition failure that will
deviate from the standard subtyping analysis and will be able to simulate the variety of
failure in reading acquisition processes. Such a model should incorporate developmental
data on different affected reading components, including the core phonological deficit
(Share & Stanovich, 1995a, b), orthographic lexicon impairments (Catts et al, 1999) and
others. On the basis of the partial-alphabetic reading extension of the dual-route cascaded
model (figure 3, chapter 1.3.), in which the abstract letter-unit component is connected to
both the lexical and nonlexical route, a visual impairment is hypothesized to affect the
developing system by interfering with the perception of an ordered string of letter-units
and subsequently depress reading development; repeated failures of the reading system
are proposed to result in delayed development of the system. It is also proposed that a
child who could make adequate use of grapheme-phoneme-correspondence rules for
pronouncing nonwords or unfamiliar words might not succeed in encoding this process
appropriately for connecting the abstract letter-units to orthographic and phonological
lexicon entries (Ehri & Saltmarsh, 1995). On the other hand a poor reader might fail to
make adequate GPC connections, but his/her acquisition of complete letter-unit
representations is under way and therefore appears to be little or not at all delayed in

acquiring his/her orthographic lexicon.
There is a growing body of evidence, which indicates that the core phonological deficit

hypothesis cannot account for the deficit in naming speed that many children/participants

with dyslexia show on measures of rapid automatised naming. Although the supporters of
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the phonological deficit theory treat children’s/participants’ with dyslexia naming speed
difficulties as reflecting difficulties in phonological processing (Wagner & Torgesen,
1987, Wagner, Torgesen, Laughon, Simmons & Rashotte, 1993), other researchers have
argued that naming speed problems form a second, but equally important, deficit that
reflects cognitive processes that are also involved in reading (Catts et al, 1999; Wolf &
Bowers, 1999). Evidence suggesting the separate involvement of naming speed in reading
development and reading failure comes from studies that have tested diverse populations,
studies that have investigated the predictors of reading ability, studies on different

orthographies, as well as studies on subtyping of individuals with dyslexia.

Studies that compared discrepancy-based children/participants with dyslexia to garden
variety poor readers have shown that children’s/participants’ with dyslexia naming speed
was significantly slower than that of the non-discrepant group (Ackerman & Dykman,

1993; Badian, 1994, 1995, 1996a, 1996b; Biddle, 1996; Wolf & Obregon, 1992).

Rapid naming deficits have been found to have independent contributions to later reading
attainment (Catts et al, 1999; Manis, Seidenberg & Doi, 1999; Scarborough, 1998; see
chapter 8.) and are related more to low performance on exception-word reading accuracy,
word reading speed and text comprehension, than to difficulties in nonword reading

(Wolf & Bowers, 1999).

Evidence from studies in transparent orthographies indicates that naming speed deficits
are a persistent characteristic of poor readers (Wimmer, 1993; Wolf, Pfeil, Lotz & Biddle,
1994; Van den Bos, 1998; Novoa and Wolf, 1984). Yap and Van der Leij (1993, 1994)

and Van den Bos (1998) found evidence of both phonological awareness and speed
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deficits among children/participants with dyslexia. In particular the latter researcher
showed that naming speed and phonological processing measures loaded onto separate
factors affecting reading ability in Dutch with naming speed being the strongest predictor

of word identification tasks.

The differential role of phonological deficits and naming speed deficits was reported by
Lovett (1987), who classified children as reading-accuracy disabled and reading-rate
disabled. The reading-accuracy disabled group exhibited difficulties with language and
phonological processing, a rapid naming speed, as well as slow reading speed. On the
contrary the reading-rate disabled group exhibited deficits in naming speed, word
recognition speed, but were accurate in word reading and had good phonemic analysis
skills. These findings could be taken to suggest that a naming speed deficit underlies the

failure of reading fluency acquisition.

Bowers (1995) applied the subtyping scheme in a Canadian sample of school-aged
children between kindergarten and 4™ grade. Children were classified into four subgroups
using a 35-percentile cutoff on the Auditory Analysis Test (Rosner & Simon, 1971) and
on digit naming speed. Similarly Wolf (1997) classified US participants according to
letter or digit naming speed and a variation of the phonological measure-phonological
nonword decoding. In both studies four subgroups emerged: (a) a subgroup of average
readers without a deficit, (b) a visual naming-speed deficit subgroup with intact
phonological skills, (c) a phonological-deficit subgroup with intact naming-speed skills
and (d) a subgroup with a double-deficit. Repeated measures MANOVA and regression
analyses revealed that on the measures of rapid naming (numbers, objects and colors) the

performance of the phonological-deficit group was similar to that of average readers,

87



whereas the performance of the visual naming-speed and the double-deficit groups was
significantly poorer than that of the other two groups. On the measures of nonword
reading the opposite pattern was found; the performance of the visual naming-speed
deficit group was similar to the performance of the average readers, whereas the
phonological-deficit and the double-deficit readers were significantly different from the
other two groups. In addition the double-deficit group was the most impaired group on all
the reading measures. On the other hand, the single-deficit groups were less impaired in
reading. Analyses of 1Q scores (based on the PPVT) eliminated the possibility that 1Q
factors affected subgroup membership. Moreover the independent contribution of
phonological decoding and naming speed to reading attainment was investigated. It was
shown that both factors made a significant independent contribution to reading
performance. However the phonological decoding factor did not predict reading rate, and
the naming speed factor did not predict reading comprehension. These findings were
considered to clearly demonstrate the existence of two separate core deficits among

children/participants with dyslexia.

The study by Bowers, Sunseth and Golden (1999), in which the phonological deficit
group was defined as performing below the 35" percentile on the Auditory Analysis Test
and the naming speed deficit group as performing below the 35™ percentile on the digit
RAN test, showed that the phonological deficit group had mild reading accuracy deficits
(particularly for nonwords), while the naming speed deficit group had a deficit only in

reading speed and in an orthographic choice task.

Wolf and Bowers (1999) have presented a model of letter naming for investigating the

processes involved in visual naming, the role of phonological processing within naming,
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and the correspondence between various components of naming and reading. The model
postulates that rapid letter naming involves the following processes: (a) attentional
processes to the target stimulus, (b) bihemispheric visual processes for executing initial
feature detection, visual discrimination and letter and letter-pattern recognition, (c)
integrational processes of visual feature and pattern information with orthographic
representations, (d) integrational processes of visual information with stored phonological
representations, (e) phonological access and retrieval of phonological labels, (f) access
and retrieval of semantic information, and (g) motoric processes that lead to articulated
names. Effective operations within each subprocess, as well as across them, depend upon
precise rapid naming. On the basis of this multicompotential model Wolf and Bowers
suggested that naming speed deficits could be the result of a specific disruption in the
access and retrieval processes, or they could be the result of slower processing speed of
one or more than one or even all of the lower level perceptual and motoric processes. A
third hypothesis states that “whatever underlies the consistent perceptual and motoric
timing deficits noted among dyslexic readers could also affect the speed of the lexical
retrieval processes. Within the third scenario, naming-speed deficits would be a midlevel

subset of deficits within a cascading system of processing-speed effects” (p. 430).

It is evident that some behavioural evidence supports the view that there are two
independent underlying deficits related to reading failure. This assumption could have
important theoretical and practical implications; theories of reading acquisition and
dyslexia, as well as reading remediation programmes would have to incorporate the
separate effects of phonological processing and naming speed processing on reading.

However extensive research is needed for establishing the ways in which naming speed
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deficits affect the various aspects of reading, before considering the double-deficit

hypothesis as a theory that explains reading acquisition failure.

Chapter 4. Dyslexia in Regular Orthographies

A large number of studies on developmental dyslexia in the English language have
established that children can fall into different types of reading impairment on the basis of
their performance on tasks of nonword and exception reading. However, research on
dyslexic subtypes in languages with consistent orthographies, such as Gerfnan and Italian,
showed that children/participants with dyslexia exhibit a low error rate for nonwords, but
a massively impaired reading speed. This finding in not surprising if one considers the
high degree of orthographic transparency of these languages where the mappings between
graphemes and phonemes are largely consistent. It follows that children learning to read
in such languages would hardly show significant difficulties in grapheme-phoneme

coding and phonological assembly.

It has been suggested that the absence of a sizeable error rate for nonwords among
children/participants with dyslexia in consistent orthographies and the dominance of a
reading speed deficit could fit well with the conception of surface dyslexia, since children
suffering from a lack of visual-orthographic word representations should be limited to
slow phonological recoding of words. The study by Zoccolotti and colleagues (1999)
examined the characteristics of surface dyslexia in Italian, a language with
straightforward grapheme-phoneme correspondences. They measured the performance of

four boys with dyslexia aged 11 years 10 months to 15 years 7 months old on a battery of
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cognitive tasks including reading comprehension, reading accuracy, reading speed,
grapheme recognition, discrimination of homophones, nonword reading and picture
recognition. The results of the study revealed that the participants’ main deficit was
related to their reading speed. This marked reduction in participants reading speed was
interpreted by the researchers as an indication of surface dyslexia. This assumption is
supported by the fact that the children in the study made many errors in the homophone

discrimination task, which required a visual analysis of the target word.

The importance of considering reading speed as a measure of reading ability and its
diagnostic value in languages with consistent orthographies was stressed by another
researcher who studied the existence of subtypes of dyslexia in German children
(Wimmer, 1993; 1996a). Wimmer (1993) looked at the nature of developmental dyslexia
among German-speaking children at grade levels 2, 3, and 4 by assessing their reading
difficulties and cognitive impairments. Reading performance was assessed with a set of
tasks that involved text reading, short content words reading, function words reading,
compound words reading, pseudeowords reading and naming of numerals. Children’s
cognitive skills were measured with tasks of pseudoword spelling, vowel substitution,
rhyme oddity detection, pseudoword repetition, digit span, rapid naming of numerals,
objects and colors, visual processing and nonverbal 1.Q. Children’s/participants’ with
dyslexia performance was compared to that of normal age controls and younger reading
level controls. The analysis of the results did not confirm the authors’ hypothesis that
speed impairment would be the manifestation of an underlying phonological impairment
and that children/participants with surface dyslexia would not have great difficulty with
either accuracy or speed, but demonstrated that all children/participants with dyslexia

suffered from a pervasive reading speed deficit for all types of words. However, as far as
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reading accuracy is concerned, all participants exhibited a rather high one. It was
concluded that these children could not suffer from decoding dyslexia- defined as a

deficit in reading unfamiliar words via grapheme-phoneme conversion.

Wimmer’s and colleagues’ study (2000) on dyslexic subtypes in children speaking
German as their native language provides further evidence for the hypothesis that a
reading speed deficit and a high accuracy for nonword reading are the most salient
findings among German children. Furthermore, analyses of children’s performance on
tasks measuring cognitive deficits showed that both the phonological and the surface
dyslexic groups suffered from a rapid naming impairment, but none of the groups
exhibited a visual processing or visual memory impairment. Another interesting finding
was the existence of additional phonological problems with phonological awareness and
phonological memory only in the phonological dyslexic group. The author concluded that
the evidence is not in accordance with the phonological deficit explanation of dyslexia
and tried to interpret them using the theoretical framework of Wolf and Bowers (Bowers
& Wolf, 1993; Wolf & Bowers, 1999). The dual-deficit theory of these researchers
postulates that the rapid naming deficit of children/participants with dyslexia provides an
indication of a second cause of reading difficulties; this means that association formation
between the letters of a word is prevented by slow activation of grapheme-phoneme

associations (Bowers, Golden, Kennedy & Young, 1994).

Wimmer's findings are supported by Lovett’s work (1987) who found that there are
children learning to read in an inconsistent orthography (i.e. English) whose primary
impairment is located in reading speed and not in phonological recoding. Lovett

distinguished between a group of children who were reading accuracy disabled and also
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suffered from language and phonological deficits, and a group of reading rate disabled

children whose only cognitive impairment was naming speed.

However, in a previous longitudinal study, Wimmer, Mayringer and Landerl (1998)
found evidence of a phonological deficit. They examined the phonological deficit
hypothesis in contrast to the general automatization deficit hypothesis. Participants were
assessed twice; first assessment took place at the beginning of first grade, while the
second assessment was done at the end of second grade. At the second assessment
children were classified in a group of twenty-seven children/participants with dyslexia
and twenty age-matched controls. At the first time of testing children were administered
phonological processing tasks, such as rthyme and alliteration detection tasks, nonword
repetition, rapid naming and articulation speed, as well as the non-verbal tasks of peg
moving and visual search. At the second time of testing children were assessed on speech
perception, articulation speed, pseudoname learning, rapid naming, two balancing tasks,
and a dual task whereby they had to perform a semantic categorization task while they
were balancing on a beam. The results of the study were straightforward. The tasks that
differentiated children/participants with dyslexia from control readers were the tasks of
rapid naming and the phonological memory tasks (pseudoname learning and the two
nonword repetition tasks). The balancing tasks and the non-verbal tasks of peg moving
and visual search did not differentiate between poor and good readers. The authors argued
that German children’s/participants’ with dyslexia difficulties lie within the phonological
domain, but the transparency of the German orthography along with the intensive
phonics-based literacy instruction moderates the degree of difficulties that German
children/participants with dyslexia experience with linguistic processing and

metalinguisitc awareness measures (Landerl, 2003).
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The importance of phonological decoding skills in reading German was stressed in a
recent study that has used a cross-linguistic design. Ziegler, Perry, Ma-Wyatt, Ladner
and Schulte-Korne (2003) examined whether the main English findings on dyslexia can
be generalized to other more transparent orthographies. Thirty English-speaking
children/participants  with dyslexia from Australia and nineteen German
children/participants with dyslexia were matched on chronological age, reading age and
I1Q scores. Each language group was matched onto two control groups, a same-age normal
reading group and a younger reading-level matched group. It should be noted that the
selection of the English participants with dyslexia was based on a reading accuracy
measure, whereas the German participants with dyslexia were selected on the basis of a
standardized reading test that takes both reading accuracy and speed into account. All
participants were tested on eighty monosyllabic words and eighty monosyllabic
nonwords. English and German words were equated for frequency of occurrence, number
of syllables, number of phonemes, grapheme-phoneme correspondences (all regular),
number of letters, and body-neighbour class (large or small; body-neighbours refer to
words that share the same orthographic rime, such as feet, street, meer). Whenever
matching on number of letters was not feasible, matching was based on word frequencies
and stimuli had to be orthographically and phonologically similar across languages (e.g.,
flight/frucht). Nonword stimuli were identical in the two languages, and when this was
not possible to achieve because of body-N constraints, they were as orthographically and
phonologically similar as possible. The analyses showed that both English and German
children’s/participants’ with dyslexia reading speed was similarly impaired compared to
both same-age and reading-age control children’s reading speed; however the reading
accuracy scores were lower for the English dyslexic group, but none of the language

groups were impaired in comparison to the reading-age control groups. The results of the
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nonword reading data followed a similar pattern. Children/participants with dyslexia in
both countries exhibited a severe deficit in phonological decoding. A significant effect of
word length was observed among children/participants with dyslexia in both countries
suggesting that the reading process employed by children/participants with dyslexia is
serial and letter-by-letter based. Finally it was found that body neighbour effects were
observed for children/participants with dyslexia and normally developing readers.
German readers were less facilitated by body neighbours than English readers. This
finding indicates that although German readers have available large-unit information,
they show a marked preference for small-unit processing. The authors concluded that the
causes and consequences of dyslexia appear similar across consistent and inconsistent
orthographies and that “the bottleneck of the dyslexic children in both countries seems to

lie in the establishment of basic phonological recoding procedures” (p. 188)

A research study (Nikolopoulos, Goulandris & Snowling, 2003) examining the cognitive
predictors of reading and spelling ability and the manifestation of developmental dyslexia
in the Greek language, which has a highly transparent orthography, provided strong
evidence to support the hypothesis that children with dyslexia learning to read in a
consistent writing system like Greek, appear to have more difficulty with reading speed
than reading accuracy. Twenty-eight children/participants with dyslexia (16 second grade
and 12 fourth grade children) were matched on twenty-eight same-age normal readers and
twenty-eight younger children who were reading at the same age. The participants were
classified into groups on the basis of both their reading accuracy and speed on a word
reading test containing 131 items. Children were classified as average readers if their
reading speed and/or reading accuracy fell within the 16™ and 84" percentile ranks, and as

children/participants with dyslexia if their reading speed and/or accuracy was below the
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16" percentile. Children were administered a battery of literacy, linguistic and cognitive
tasks that included word and nonword reading, word spelling, phonological awareness
tasks, phonological processing tasks, and syntactic awareness tasks. Greek
children’s/participants’ with dyslexia word and nonword reading accuracy ability was
highly accurate and similar to same-age control children. Qualitative analyses of the few
reading errors that children/participants with dyslexia produced, revealed lexical
substitution errors or unsuccessful sounding-out attempts, especially in the case of low-
frequency polysyllabic words of great orthographic complexity (e.g., words containing
difficult consonant clusters). It was suggested that despite the high levels of reading
accuracy achieved by Greek children/participants with dyslexia, there is significant
variability among same-age children and the reading strategies they employ are indeed
inadequate. In contrast to the findings concerning reading accuracy scores
children’s/participants’ with dyslexia reading speed was impaired. Children/participants

with dyslexia read both words and nonwords significantly slower than average readers.

When children’s/participants’ with dyslexia spelling skills were assessed the following
pattern was observed. Children’s/participants’ with dyslexia spelling performance was
significantly poorer than that of chronological-age control children’s. Their spelling
errors were of orthographic nature and there was no instance of a phonological spelling
error. Children/participants with dyslexia had no problems with representing the
phonological structure of words, but had problems representing the vowel-phonemes with
the appropriate graphemes. Additionally they were found to have difficulties with the
spelling of multi-letter inflectional morphemes, but not with the single-letter morphemes,
reflecting their lack of knowledge about spelling patterns that are underpinned by

morphology.
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With respect to Greek children’s/participants’ with dyslexia phonological awareness
skills the authors reported no evidence of difficulty with completing phonological
awareness tasks, such as phoneme and syllable counting and deletion. What discriminated
participants with dyslexia from average readers was performance on the complex
meatalinguisitc awareness tasks of consonant segmentation and spoonerisms, as well as
the time taken to complete these tasks. It was suggested that this finding reflects poor
quality of underlying phonological representations that affects the rate of access to them.
This finding is consistent with Landerl et al’s results (1997) according to which German
and English children/participants with dyslexia aged 10 to 12 years performed poorer than
same-age and reading-age control children on a spoonerisms task. However a later study
(Landerl & Wimmer, 2000) using a less strict scoring system on the spoonerisms data that
reduced verbal short-term memory demands, showed that participants’ with dyslexia
number of errors significantly decreased; children/participants with dyslexia performed
similarly to reading-age control children, but yet again they were found to perform less

well than same-age control children.

Moreover the children/participants with dyslexia in the study by Nikolopoulos and his
colleagues (2003) performed worse than younger reading-level matched children on
speech rate and articulatory fluency. The performance on rapid naming, verbal short-term
memory and syntactic awareness was lower than that of the reading-age control children,
but failed to reach conventional statistical significance. The authors argued that overall
their findings show that Greek children/participants with dyslexia have a specific
phonological impairment similar to the impairment suffered by English
children/participants with dyslexia. The study supports the orthographic depth hypothesis

since it was shown that the transparency of the Greek orthography facilitates
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children’s/participants’ with dyslexia acquisition of literacy skills, and it is consistent
with theories and studies supporting the universality of dyslexia (Frith, 1997; Snowling,

2000; Paulesu et al, 2001).

The existing literature on the domain of spelling difficulties has demonstrated that
children/participants with dyslexia learning to read and spell in more transparent
orthographies than English experiehce significant and persistent difficulties with spelling
(Alegria & Mousty, 1994; Bruck & Waters, 1988; Wimmer, 1996b). Studies in different
languages have provided evidence for a developmental lag of children’s/participants’ with
dyslexia conventional spelling abilities, as well as evidence that children/participants with

dyslexia also have phonological spelling difficulties.

Alegria and Mousty (1994, 1996) showed that children/participants with dyslexia could
spell words containing highly consistent and context-independent graphonemes as
accurately as normal reading-level matched children. The pattern was different when
children’s/participants’ with dyslexia inconsistent spellings were compared to those of
normally developing children: their performance did not improve as their reading age
increased, whereas normally developing children’s performance followed a
developmental improvement. The authors argued that French children/participants with
dyslexia appear not to have phonological awareness deficits, but rather have poorly
specified word representations that do not allow lexical spelling development. However
an obvious limitation of these studies is that children’s phonological awareness abilities
were not assessed, leaving room for criticism on the speculation that participants with
dyslexia were not phonologically impaired. A subsequent study conducted by the same

authors (1997) extended the results of the previous studies; the spelling of the inconsistent
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and non-dominant graphonemes ‘c’ /s/ and ‘z’/ z/ was retested, whereas the graphonemes
‘qu’ /k/ and ‘ain’ // were added to the spelling assessment. The correct speling of these
graphonemes requires the use of orthographic knowledge, as there are alternative
graphemes for the representation of the same phoneme. For example, the sound /s/ can be
spelled with the grapheme ‘c’, which is nondominant (i.e., a less frequent transcription of
the phoneme /s/) or with the dominant grapheme ‘s’, wich is dominant (i.e., more frequent
transcription of the phoneme /s/). Thirty-eight reading disabled children (age range: 10;10
to 12;9) and seventy-five normally developing children (age range: 7;4 to 9;9) were
matched on their reading level on a force-choice sentence completion test, which is a
measure incorporating both word identification processes and comprehension abilities.
The two groups were tested on a spelling task of twenty words of high and low frequency
of occurrence included in sentences. Six (or four) words, half of which were high-
frequency and the other half low-frequency, were selected for each of the four
inconsistent graphonemes: ‘c’ /s/, ‘2z’ /z/, ‘qu’ /k/ and ‘ain //. Participants with dyslexia
were found to perform significantly lower than the younger reading-level control
children. It was suggested that these children had not developed efficient orthographic
representations and that more exposure to print would enable the development of their

orthographic lexicon.

However there is evidence that children/participants with dyslexia have conventional as
well as phonological spelling impairments, to support the phonological deficit account.
According to this theory children with poor phonological recoding skills fail to develop
efficient phonological spelling skills, which in turn prevent them from acquiring adequate
spelling skills (Caravolas, Hulme & Snowling, 2001). Caravolas, Bruck and Genesee's

cross-linguistic study (2003) provided empirical support for this hypothesis. Nine
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English-speaking monolingual poor spellers and nine French-speaking monolingual poor
spellers were matched on their scores on a word-spelling test at the end of third grade.
They were assessed on word and nonword spelling dictation tasks that measured
children’s knowledge of conventional spelling, as well as their ability to represent
phonological information in their spellings. Poor spellers’ performance was also
compared to age-matched good spellers. The word-spelling test contained one-, two-, and
three-syllable words. The French and English versions of the test were equated, with
minor differences, for number of letters, number of syllables, number of graphemes and
syllable structure; additionally all stimuli represented regular spelling patterns that are
taught in first, second and third grades in Anglophone and Francophone schools. The
nonword spelling test was analogous to the real word spelling test. The stimuli derived
from the words by substituting one to three consonants and were matched on syllable
structure and number of phonemes across languages. The analysis revealed that English
good and poor spellers were less accurate than their French counterparts. Both language
groups were less accurate than the control groups. The analysis of the whole word and
nonword accuracy confirmed the previous results; English and French poor spellers
performed less accurately than good spellers and English poor spellers were poorer in
spelling words and nonwords than their French counterparts. The analysis of the
phonological acceptability of word spellings showed that English poor spellers made
significantly more phonological spelling errors than the English good spellers and the
French poor spellers. However the nonword analysis showed that, compared to their
normally developing controls, both English and French poor spellers were impaired to a
similar extent. That is, phonological spelling poses a similar degree of difficulty to such
people, regardless of the orthographic complexity of their language. This finding is

supported by the study of Caravolas and Volin (2001), which showed that Czech
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children/participants with dyslexia as old as 11 years continue to make phonological
spelling errors relative to their age peers. It was suggested that the effect of orthographic
depth on the manifestation of dyslexia may not be as strong as as been indicated from

previous studies (e.g., Wimmer & Landerl, 2000).

The analyses on the phonological structure of misspelled words and nonwords (i.e., if the
segmental structure of consonants and vowels was preserved) showed that English poor
spellers were significantly less accurate than English good spellers and French poor
spellers. On the nonword measure French poor spellers were not significantly poorer than
French and English good spellers. Finally the analysis on consonant and vowel omissions,
as well as omissions of stressed versus unstressed vowels indicated that English poor
spellers have additional difficulties with the representation of consonants and vowels
(especially vowels included in unstressed syllables). Overall the present findings are
consistent with previous evidence that poor spellers have conventional spelling
difficulties (Alegria & Mousty, 1994, 1996, 1997), and that orthographic transparency

facilitates children’s acquisition of spelling skills (Landerl et al, 1997).

In summary, the evidence from studies in languages with transparent alphabetic
orthographies suggests that children with dyslexia who learn to read and write in more
consistent orthographies seem to suffer a milder form of dyslexia than English children
with dyslexia, as they produce less reading errors and show unaffected performance on
less demanding phonological awareness tasks. Nonetheless their reading speed and
spelling performance is similar to that of English children with dyslexia. The cognitive
profile of children with dyslexia learning to read and spell in transparent orthographies is

characterized by deficits in phonological processing skills that in some aspects do not
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appear as amplified as those of English children with dyslexia. It is important to note that
there is no indication that children with dyslexia learning to read either shallow or deep
(English) orthographies suffer deficits in short-term retention of visual information
(Sprenger-Charolles et al, 2000) nor in visual processing speed measures (Landerl, 2001).
Further research in transparent orthographic systems that employ a longitudinal scheme
could explain findings, which suggest that the underlying causes of the literacy
difficulties of children with dyslexia learning to read in transparent orthographies are not

related to phonology (Wimmer, 1993, 1996a).

Chapter 5. Greek Orthography

The English orthographic system has been characterised as complex and highly irregular
(Treiman, 1993). Three types of grapheme-phoneme patterns are involved: variant —
predictable, variant — unpredictable and invariant (Venezky, 1995). On the other hand, the
Greek language has consistent or variable, but predictable relations between graphemes
and phonemes and there are no irregular words (Treiman, 1993). However the high
orthographic regularity of the Greek alphabetic system is evident only in the case of
reading and not in spelling. The sound system of Greek consists of twenty-five distinct
segments or phonemes: (a) five vowels (i, e, a, 0, u) and (b) fifteen consonants (p, t, k, f,
6,x,v,0,7,s, z 1, r, m, n) (Holton et al, 2002). The vowel sounds /a/ and /w/ have only
one graphemic rendition (a and ov respectively). The remaining three vowels have two or
more possible graphemic representations. In particular, (a) the vowel phoneme /e/ can be
represented either by ¢ or a1, (b) the vowel phoneme /o/ can be spelled as o or w, and (c)
the vowel phoneme /i/ has the following six alternative spellings: 1, 5, v, &1, o1, vi. On the

contrary, consonants have only one graphemic representation. The written form of
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modern Greek has preserved its original form from antiquity, whereas the spoken form
has changed considerably. In modern spoken Greek length in vowels is not distinctive.
When a vowel is stressed, it may be slightly longer than an unstressed vowel, but this is
an allophonic (phonetic) difference and not a distinctive (phonemic) one. In ancient
Greek long and short vowels were distinctive and they were represented by different
graphemes. For example, the long vowel /o/ was represented by the grapheme w, and the
short vowel /o/ was spelled with the grapheme 0. Thus modern Greek spelling does not
reflect the present spoken form of words, but rather their phonetic etymology (Harris &

Giannouli, 1999).

The higher degree of variability of the Greek phoneme-to-grapheme correspondences in
spelling, its considerable ambiguity and the highly inflectional nature of the Greek
language require from Greek children not only to have a sound knowledge of the
phonological structure of words, but also to incorporate other types of linguistic

information such as orthographic, morphological and grammatical (Nikolopoulos, 1999).

S.1.Inflectional and Derivational Morphology: The case of nouns and adjectives

Spelling in Greek is governed by the extensive system of morphological word ending
rules that vary according to the grammatical status of a word. Nouns and adjectives have
invariant stems, but a variety of different endings depending on their case, number, and
gender. Greek nouns belong to a variety of declensions, i.e., the system of endings that
serve to indicate number and case: singular and plural number, and nominative, genitive,
accusative and vocative cases. Declensions are dependent on the gender of a given noun:

masculine, feminine, common gender (this refers to nouns that can be either masculine or
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feminine), and neuter. Greek nouns can therefore be classified by their gender, the
declension, as well as by the position of the stress of the nominative singular: oxytone
nouns have the stress on the ultimate syllable, paroxytone on the penultimate and
proparoxytone on the antepenultimate syllable. The following table shows the inflectional

endings of Greek nouns.

Table 5.1

Inflectional endings of Greek nouns (Holton et al, 2002)

Parisyllabic' Imparisyllabic” Parisyllabic Imparisyllabic Neuter Nouns

Masculine Nouns  Masculine Nouns Feminine Nouns Feminine Nouns

-ag /as/ -Gg /as/ -a /a/ -a /a/ -o /o/

-ng /is/ -ag /as/ -n -00 /u/ U/

-0¢ /os/ -fig /is/ -o¢ /os/ -0 /o/ -/

-¢éag /eas/ -ng /is/ -n /i/ plural —&ig -og /os/

fis/
-&g /es/ -pa /ma/
-ovg /us/ -po /imo/
-G /s/

Other ending in

vowels

Other ending in —v
n/

Ending in
consonants other

than —v /n/, -¢ /s/

Greek nouns undergo inflectional changes according to their different grammatical
functions in a specific context (declension). However, they can undergo changes in order
to form new words by means of various morphological processes. One way of forming

derivatives is the addition of a suffix to the end of the word stem (derivational suffixation;

' A noun whose plural forms have the same number of syllables as the corresponding singular ones is
defined as parisyllabic.

? A noun whose plural forms have one more syllable than the corresponding singular ones is defined as
imparisyllabic.
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e.g., mapdyow ‘produce’ — mapaywyq ‘production’). A large number of different suffixes
are used to form diminutives (they express small size, affection, familiarity, or even
depreciation, e.g., kéopog ‘people’— xooudkng ‘the common herd’), augmentatives
(they express large size or admiration, e.g., kepal ‘head’ — kepdAia ‘big head’), and to

create nouns (e.g., Swufalm ‘read’ — Swdfaopa ‘reading’).

The characteristics of inflectional and derivational morphology also affect the behaviour
of Greek adjectives. In the same manner as nouns, adjectives are classified in terms of the
gender into masculine, feminine and neuter, can be declined and always agree with the
nouns they modify in number, gender and case. However some adjectives are indeclinable
and have a single form. Unlike nouns, adjectives tend to retain the stress on the same
syllable throughout the declension. The table that follows illustrates the inflectional
endings of Greek adjectives. In addition a number of different derivational suffixes are
used to create adjectives (cu{ntd ‘make conversation’ — cv{ntioeypog ‘conversational’),
or change the meaning of existing ones (e.g., xaAld¢ ‘good’ — kahovrowog ‘fairly

good’). 3

Table 5.2
Inflectional endings of Greek adjectives (Holton et al, 2002)

Inflectional Classes of Adjectives

Masculine Feminine Neuter
1. - oG /os/ -n /i -0 /of
2. -og /os/ -a /a/ -0 /of
3. - o5 /os/ - /ia/ -o/o/
4. - 0g /is/ - 164 lia/ -0 N/
5. - 0g /is/ - gla /ia/ -v /if

* The present study examined the spelling of derivational suffixes that created new adjectives and nouns and
also changed the meaning of existing adjectives.
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6. -Ng /is/ - fia/ -i N/

7. -ng /is/ -ng /is/ - &g /es/

5.2. The Morphology of Verbs

The highly inflectional nature of the Greek orthographic system is also evident in the
behaviour of verbs. Verbs are generally acknowledged as the most complex part of the
Greek morphological system, as they are inflected for person, number, tense, voice and
mood. For this reason Greek verbs may have a variety of different forms. It is necessary
to make a distinction between the stem and the endings of verbs since they carry different
morphological information. The stem indicates whether the verb is in imperfective or
perfective aspect, whereas the ending indicates the person, number, tense, and voice of

the verb.

Aspect is a grammatical category that refers to the way an action is viewed by the speaker
at the time of utterance and presented to the listener. The imperfective aspect is used
when the action or state expressed by the verb is seen as a single but continuous event or
as a habitually repeated one. The perfective aspect on the other hand presents an action,
which is viewed as a single and complete event. The tense of a verb is defined as the
grammatical category concerned with the time when an action occurs and the action is

seen as being either in the past or not in the past.

The grammatical category of voice differentiates Greek verb forms into two sets of

personal endings (active and passive voice). The characteristic use of the active voice is

to indicate that the subject of the verb acts. The typical use of the corresponding passive
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voice is to show that the subject undergoes or is affected by the action conveyed by the

verb.

Mood is a grammatically marked verbal category associated with a distinct characteristic
function. Indicative, subjunctive and imperative are the three moods. The imperative
mood is distinguished from the other two by either specific verbal endings or the choice
of verbal particles that precede and modify the verb forms (e.g., the particle “va™ that
precedes the verb distinguishes the subjunctive mood by the indicative mood in which the

particle “d¢v” is used).

Greek verbs fall into two categories according to their regularity: regular and irregular
verbs. Regular verbs fit into recognizable patterns in the way they construct their
perfective stems. Verbs that form their perfective stem in ways that do not conform to
these patterns or present irregularities in the formation of other form(s), e.g., the
imperative, are classified as irregular verbs. Appendix VIII includes a table of the Greek
irregular verbs (Holton, Mackridge & Philippaki-Warburton, 2002). The first column of
the table presents the active present tense or the passive present tense in the case of
deponent verbs (i.e., verbs that have only passive forms even though they may be active
in meaning). In the second column a single basic meaning of the verb is provided. The
third column presents the first person singular of the active simple past; the fourth column
includes the first person singular of the passive simple past and finally the fifth column

provides the passive perfect participle.

Based on the position of the stress in the first person singular of the present active, Greek

verbs are distinguished into two categories: a. paroxytone (stressed on the penultimate
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syllable) or first conjugation, e.g., ypaew ‘I write’, and b. oxytone (stressed on the

ultimate syllable) or second conjugation, e.g., ayand ‘I love’. The second conjugation

verbs are subdivided into two categories according to the vowel system that characterises

their endings. The most commonly used endings for these main types of verbs in the

active and passive voice are shown in table 5.3 below.

Table 5.3
Endings of main types of Greek verbs in active and passive voice
1* conjugation 2" conjugation type A | 2™ conjugation type B
Active Person | Sg. Pl Sg. PL Sg. Pl
voice :
Present it - “-oupe | -® -Gpe -0 -00pE
2nd -€1G ‘-gTE -4g -4te -€lg -gite
3rd gl -ouv | -Gei -00V -l -0V
Imperfect st —-a “-ape | -ovoa -ovcapue | -ovoa -ovoape
2nd --£G ~ate | -00OEG -ovoate | -000EG -ovoate
3rd ‘--g --Qv -000¢€ -oboav | -odoe -ovoav
Simple/ st - ~ovpe | - "-oupE -® “~oupe
Continouus | 2™ -€1g ‘-g1E “-g1Gg -g1€ “-g1g “-g1€
Future 3rd gl -ouv | "-g1 "-0vV "-€1 "-OVV
Simple past | ™ -1t “-aue --a “-apE --a -ape
2nd "--€G -ate "--€G -ate "--£G -ate
3rd "--g -V "--g "--av "--g "--qv
(auxiliary verb “&xw” | (auxiliary verb “&yw” + | (auxiliary verb “&o” +
+ infinitive "-g1) infinitive "-g1) infinitive "-g1)
Perfect Ist :-w ”-oups :-(o ',-oups :-(o ”-oupe
2nd -€1G -ETE -€15 -€T€ -€1g -€T€
3rd -1 -ouv | "-&1 “-ouv -1 “-ouv
(auxiliary verb “giya” | (auxiliary verb “eiya” + | (auxiliary verb “giya” +
+ infinitive "-g1) infinitive "-g1) infinitive "-g1)
Pluperfect Ist - R -ope -a -pe
2nd --£G -ate --€G -ate --€G -ate
3rd --g “--av > --av --g --av
Imperfective | - --gl’-¢ -g1€ -a -Gte | ----- -gite
imperative
Perfective “nd gl'-e (et | —-€ "-te g “-1e
imperative
Gerund “-ovtog -OVTaG -OVTAG
Passive Sg. Pl. Sg. Pl. Sg. PI.
voice:
Present st -opat  -Opoote | -iépon -10pacte | -ovuat -OVOOTE
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2nd

-goar '-oOT€ -éoat -1£01€ -gloat -glote
3rd “-gT0 -ovioan | -1€Ta -louvToL | -gite -0LVTOL
Imperfect st -Opovv -0poocTav | -LOpovV -wopactav | ~-oVUOLV -ovpacTayV
2nd -6covv -6cactav | -ldGovv -1doaotay | -oVGOVV -00G0oTOV
3rd -0tav  -oviav -10TaV -100LVIaV -ovvtayv -ovVIaV
Simple/ st - -ovpe | -® -ovpe - -ovpue
Continouus | ™ -gig -gite -gig -gite -€ig -gite
Future 3rd -l -oOV -l Y -&i -o0vV
Simple past | -nKa -Nxape | ‘-nka -fKape "-nKka -NKape
2nd "-Keg -Nkate | “-xeg -NKate "-KEG -NKate
3rd "-1KE “-nKav "-NKE “-nKav ‘-nKe ‘-nKav
(auxiliary verb “éyw” | (auxiliary verb “&yw” + | (auxiliary verb “éyw” +
+ infinitive "-1) infinitive "-g1) infinitive "-g1)
Perfect st :-(n "-ovpe :-co "-ovpe :-a) ':ovua
2nd -€1G -£TE -€1G -£TE -€1G -£TE
3rd “-g1 “ouov | -&1 “-ouv “-g1 "-ovv
(auxiliary verb “gixa” | (auxiliary verb “eiya” + | (auxiliary verb “eixa” +
+ infinitive "-gv) infinitive ‘-g1) infinitive "-g1)
Pluperfect Ist :--a ’,-apa :--a ”-aps :-—a "-aus
2nd --€G -ate --€G -ate --€G -ate
3rd "--g “--av --g “--av --g “--av
Imperfective
imperative | = f-----------" | ----------- | oooooao....
Perfective “nd -0V -gite “-ov -gite “-ov -gite
imperative
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Chapter 6. The Goal of the Present Thesis

The research evidence from studies that have investigated the literacy and cognitive
deficits experienced by children/participants with dyslexia who read and write in more
transparent languages than English, has established that the similarities between
children/participants with dyslexia who learn to read in languages like German, Greek or
Italian, and English children/participants with dyslexia are more common than their
differences (Ziegler et al., 2003). Children/participants with dyslexia from different
countries have impaired word but mainly nonword reading speed, they all show
difficulties with phonological processing — though the degree of the severity of these
difficulties seems to be a function of orthographic complexity — and they experience
persistent spelling deficits. However there are still areas that need further research, as
well as there are some discrepant findings among studies on dyslexia in transparent

orthographies that the present thesis has attempted to address.

On this basis the purpose of the present thesis was to achieve a better understanding of
the nature of developmental dyslexia and dysgraphia in transparent orthographies, and
particularly in Greek, in relation to normal development. More specifically the present
thesis sought to examine the nature of literacy problems (reading and various aspects of
spelling), the nature of cognitive deficits experienced by Greek children/participants with
dyslexia with particular reference to phonological awareness and naming speed deficits,
and investigate whether the degree of children’s/participants’ with dyslexia deficits in
relation to normally developing children depends on the complexity of the orthography in

which children learn to read and spell.
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Many studies have reported that the role of phonological skills is limited to the first years
of literacy acquisition (Landerl & Wimmer, 2000; Oney & Goldman, 1984; Wimmer,
1993). On the other hand other studies have shown that the effect of phoneme awareness
exceeds the first years of schooling (Kozminsky & Kozminsky, 1995; Muller & Brady,
2001), and that the strongest long-term predictor of reading rate is rapid naming skill
(Wimmer, Mayringer & Landerl, 2000). Therefore one of the aims of the thesis was to
examine the role of phoneme awareness and rapid naming skills in the reading and

spelling ability of dyslexic and normal readers.

There is evidence that German children/participants with dyslexia and normal readers are
faster than English readers when they read words (Landerl et al., 1997). However Ziegler
et al (2003) showed that the reading speed deficit was not significantly different across
language groups, especially with reference to nonword reading. Based on this discrepancy
the present thesis sought to investigate whether Greek and English children/participants
with dyslexia are similarly impaired in reading speed or whether Greek

children/participants with dyslexia are faster than their English counterparts.

It has been widely reported that children/participants with dyslexia who spell in
transparent orthographies show impairments in representing conventional spelling
patterns (Alegria & Mousty, 1996, 1997), as well as the phonological structure of words
in their spellings (Caravolas et al., 2003). However research in the Greek language
produced no evidence of a phonological spelling deficit among children/participants with
dyslexia (Nikolopoulos et al., 2003). Moreover spelling in Greek is a demanding task,
since it is underpinned by orthographic and morphological knowledge. Based on this

evidence the goal of the thesis was to explore the orthographic, phonological and
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morphological spelling skills of Greek dyslexic and normal readers and examine the

quantitative and qualitative differences between the spellings of these groups.

In order to explore these issues three studies were conducted: a cross-linguistic study that
compared language group performance on equivalent measures and stimuli, a longitudinal
study on Greek children’s/participants’ with dyslexia and normal children’s literacy
skills, and a detailed cross-sectional study on Greek children’s morphological spelling

skills.

It is believed that the cross-linguistic study can be very informative, as it allows direct
comparisons of literacy and cognitive deficits suffered by children/participants with
dyslexia who read and write in shallow versus deep orthographies. In general research on
dyslexia in Greek is needed, as there is lack of test instruments for the assessment and
diagnosis of children with dyslexia. Often the existing assessment and instructional
materials are translations of materials devised for English-speaking children with dyslexia
and therefore they do not accommodate the linguistic characteristics of the Greek
language and the true nature of the deficits that Greek children with dyslexia experience

(Goulandris, 2003).

112



Chapter 7. A Cross-linguistic Comparison of Reading and Spelling
Difficulties between Greek and English Children with Developmental
Dyslexia.

7.1. Introduction

There is now strong evidence to support the hypothesis that dyslexia has a universal
neurocognitive basis (Smith et al., 1998) and that the differences in the manifestation of
reading and spelling difficulties among children/participants with dyslexia reading in
different languages are explained in terms of the differences in orthographic systems
(Landerl et al., 1997). Paulesu and colleagues (2001) examined both the
neurophysiological and behavioral similarities and differences among adults with
dyslexia and normal adult readers in languages with a deep orthographic system (English
and French) and a shallow one (Italian). They concluded that dyslexia is a disorder with a
universal neuro-anatomical basis and that the same phonological processing deficits are

detected in participants with dyslexia reading different orthographies.

The universality of developmental dyslexia has been investigated mainly by behavioural
studies, which have also shown that the nature and prevalence of the syndrome differs
across languages. These studies share the following characteristics: (a) they used a group
of English-speaking children as a benchmark against which children reading other
orthographies were compared and (b) word and nonword reading tests were used as the
outcome measures (Lindgren et al., 1985; Thorstad, 1991; Bruck et al, 1997; Landerl et

al., 1997; Durgunoglu et al., 1999; Ellis and Hooper, 2001).

One of the early direct cross-cultural comparisons with children/participants with dyslexia

was the study by Lindgren, De Renzi and Richman in the 80’s (1985). Samples of fifth-



grade reading disabled children in Italy (N=448) and the United States (N=1,278) were
tested on a battery of cognitive and reading measures in order to determine whether the
phonetic regularity of a language can have a significant effect on the pattern and
prevalence of developmental dyslexia. The criteria for matching the two groups were the
level of educational experience and socioeconomic status. The mean chronological age of
the groups differed by six months, as there were small differences in the birth-date
guidelines for starting school in each country. Children were classified as
children/participants with dyslexia if they were poor readers (SS<85) but were of average
intelligence on the short form of the WISC. Reading ability was measured using a test of
reading comprehension. However, since there were no international normative standards,
“local norms” were developed for each country by standardising the reading and IQ test
scores of seventy randomly selected children in each sample. Experimental assessment
measures were not developed for this study, but instead tests with established validity and
reliability for distinguishing among clinical populations were used. A reading test that
was developed as part of the International Association for the Evaluation of Educational
Achievement cross-national study of academic achievement was used for this study
(Thorndike, 1973). A few slight modifications were made to the reading passages in order
to improve the correspondence between the English and the Italian versions of the test. A
different test was used for each language to assess children’s decoding skills. Auditory-
verbal ability was tested using the Multilingual Aphasia Examination (Benton &
Hamsher, 1976) that was designed to permit comparisons of language disorders in
different countries. For assessing articulatory coordination the Sound Blending subtest of
the Illinois Test of Psycholinguistic ability was used for the American children and a

similar blending task was developed for the Italian children.
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The results of this study revealed significant differences between children from the
United States and children from Italy, with dyslexia being more prevalent in the former
country than in the latter, at least among fifth graders. In addition, a strong association
between reading disabilities and disorders of verbal processing was found for both
language groups, but the association between reading comprehension and decoding was

more apparent in English than in Italian.

A fairly recent cross-linguistic study on developmental dyslexia included English-
speaking and German-speaking children (Landerl, Wimmer & Frith, 1997). English and
German participants were matched on chronological age in order to have almost equal
difficulties with reading, and show equivalent problems observed among populations with
dyslexia. The selected children had an age of 11-12 years, they were delayed by around 3-
4 years in relation to their peers and their reading problems had persisted over years.
English children’s current reading ability was assessed by the British Ability Scales Word
Recognition Test (Elliot et al., 1983), whereas German children’s reading skills were
assessed by a word recognition test that was standardised only up to 4™ grade; however
this test was considered more appropriate for the purposes of the study, since existing
standardized reading tests for older children measured reading comprehension. Reading
speed (for a short text and a list of complex compound words) was the main diagnostic
criterion, as the literature demonstrates that older German children do not produce many
reading errors. Experimental tests included a single word and nonword reading test (speed
and accuracy) and a spoonerisms task. For word and nonword reading 192 stimuli were
used comprising one-, two-, and three-syllable words and nonwords derived from these

words. English and German stimuli were identical in meaning and very similar in terms



of spelling and pronunciation. The task of spoonerisms comprised words that were similar

in the two languages.

The findings of the study showed that the English children/participants with dyslexia
suffered significantly more severe impairments in reading than their German
counterparts. The extent of the impairment was dependent on the stimuli. For high
frequency words the difference was relatively small, but for low frequency and three-
syllable words, as well as for nonwords, English children/participants with dyslexia read
few items correctly. English children/participants with dyslexia had also severe
difficulties with word and pseudoword reading speed. However, on the spoonerisms task,
that measures phonological processing deficits, both language groups had significant

difficulties even in comparison to the younger reading-age control groups.

The cross-linguistic studies presented so far investigated the effect of different
orthographic systems on children’s/participants’ with dyslexia reading and phonological
skills. A significant number of research studies have explored the influence of different
orthographies on the literacy acquisition of typically developing children. A cross-
linguistic study that matched two groups of children who were native monolingual
speakers of different languages was that by Durgunoglu and Oney (1999). The
development of phonological awareness was directly compared between English-
speaking and Turkish-speaking kindergarten and first-grade children (N=138).
Participants were presented with the following tasks: letter recognition, letter usage,
syllable tapping, initial phoneme deletion and final phoneme deletion. For the tasks of
letter recognition and usage Turkish and American groups were presented with all the

letters in their respective language; for the tasks tapping children’s phonological
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awareness they were given pseudowords that were pronounceable across the two
orthographies. However, for assessing children’s decoding abilities the US group received
the Woodcock Word Identification subtest, whereas the TR group was tested on a list of
16 one- and two-syllable real words. In order to make the two groups more similar a

cutoff point of 37 words was adopted for the US group.

The findings of this study supported the hypothesis that children’s phonological
awareness levels increase as they become literate and that the linguistic properties of
different orthographies may affect the development of phonological awareness. For both
language groups the performance of first grade children on phonological awareness tasks
was better than the performance of kindergarten children. The comparison between
American and Turkish children yielded an advantage for the latter group. Turkish
children were significantly more accurate than the US children in manipulating both

syllables and phonemes.

Ellis and Hooper (2001) compared the rate of literacy acquisition in the orthographically
inconsistent English language and the orthographically consistent Welsh language using
measures of reading. Twenty Welsh-educated second-grade bilingual children and twenty
English second-grade monolingual children comprised the groups of the study. The
groups were matched on their exposure to reading and on their academic level based on
the results from the Key stage 1 maths (the exams were translation equivalents of the
same problems with possible grades ranging from level 1 through to level 3). A reading
test was administered to the two groups and comprised a list of 80 words ranging from

high to low frequency. Stimuli were matched on frequency of occurrence across
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languages [English word frequencies were found in the CELEX Lexical Database
(Baayen, Piepenbrock, & van Rijn, 1995). The Welsh word frequencies were taken from
the CEG corpus (Ellis, O’ Dochartaigh, Hicks, & Morgan, 1999)]. The random selection
of the words resulted in there being no significant difference in word length, although

controlling for word length was not intended.

The findings of the study revealed a significant effect of the orthographic transparency of
a spoken language on the rate of acquisition and style of reading adopted by its speakers.
Welsh readers were able to read approximately 61% of the written tokens of their
language, whereas English readers at the same level of development could read 52% of
the written tokens. These differences were not found to be associated with reading
comprehension skills. Moreover it was suggested that the reading strategy employed by
Welsh children relied more on alphabetic decoding: reading latency was more clearly a
function of word length in Welsh (70%) than in English (only 20%), and Welsh reading
errors tended to be nonword mispronunciations in contrast to English errors that were

mainly real word substitutions and null attempts.

The effect of orthographic regularity on literacy acquisition was investigated by
Thorstad’s rather poorly designed study (1991) that compared the performance of English
and Italian children on a test of reading and spelling. Ninety-five English children
learning traditional orthography, thirty-three English children learning the initial teaching
alphabet, and seventy Italian children were matched on chronological age and intellectual
ability (age range: 6-11;5, mean age: 9;2). All participants attended small country schools
and according to their teachers they came from a stable home environment where the

majority of the fathers were fully- or semi-skilled workers and most of the mothers did
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not work. Although English children’s ability was within the average range (IQ between
85 and 115), similar information was not available for the Italian children. The author
argued that, although verbal reasoning measures provide the highest predictive values of
literacy skills, the transferability of a translated form of an English verbal test to Italian
could not be assumed. Therefore Italian children’s (over seven years) non-verbal logical
reasoning ability was decided to be assessed on the NFER Non-Verbal Test BD (Pidgeon,
1964); the Plan of a House Test (Thorstad, 1974), which assesses visuo-motor skills, and
the Draw-a-man test (Harris, 1963) were given to children below seven years (the latter
test assesses general emotional and social development, as well as intellectual
development). The Spar reading comprehension test (Young, 1976) and the Schonell
spelling test (Schonell and Schonell, 1950) were administered to English children
learning traditional orthography to compare their progress on literacy with that of other
English children. A passage of 56 words to read and spell, taken from an Italian journal of
adults was given to Italian children. An English translation of the passage was given to

the English children.

This study also provided evidence in favour of the hypothesis that the regularity of
orthography can affect the acquisition of children’s literacy skills. It was shown that
English children read inaccurately but fast, whilst Italian children read accurately but
slowly using a systematic phonological strategy until the age of 10, when they begin to
read faster and more accurately. In spelling, it was found that both groups employed a

phonological strategy leading to greater accuracy in Italian than English.

The cross-linguistic design of directly comparing the literacy development of children

who read and write in different alphabetic languages was employed by a group of
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researchers in Canada (Bruck et al, 1997). The aim of Bruck, Genesee and Caravolas’s
study was to determine the degree to which current models of early reading acquisition
generalize to children learning non-English alphabetic languages. Therefore, 94 French
and 105 English kindergarten children were tested on tasks tapping their phonological
awareness, letter knowledge and non-verbal cognitive abilities. Both groups were
attending French-medium and English-medium schools respectively [although there were
curriculum differences between the French (phonics-based approach) and the English
(whole language approach)] and they were nonreaders as indicated by parental
information provided on a background questionnaire and a reading screening test.
Children were retested when they were in the first grade. At this time children’s word and

nonword reading skills were assessed.

The phonological awareness tasks that were administered when the groups were in
kindergarten included syllable counting and phoneme deletion. The stimuli of all the tasks
were phonologically legal nonwords and were matched across languages on number of

syllables and phonemes, as well as phonological structure.

To assess word and nonword reading skills experimental measures had to be devised due
to the lack of standardised measures in French. The word recognition task in both
languages consisted of 27 monosyllabic high frequency words. The words were among
the most frequent in the Kudera and Francis Word Frequency Count, which is available in
both languages (Kuc¢era and Francis, 1967). Moreover the stimuli in the English and
French versions of the task were matched on regularity (i.e., they could all be read
correctly using spelling-sound correspondences), number of grapheme-phoneme

correspondences and finally number of letters. The nonword task was constructed by



altering the first letter of each item on the word recognition test in order to form a

nonword.

As in the case of other studies reviewed so far, the study by Bruck, Genesee and
Caravolas (1997) provided further supportive evidence for the hypothesis that language-
specific characteristics of children learning to read and write different orthographic
systems are responsible for the differences in their performance on tasks of phonological
awareness and reading. The comparison between the French and the English kindergarten
children revealed differences in performance on the phonological tasks: French children
scored higher on syllable counting and English children were better at onset-rime and
phoneme items. It is suggested that two factors explain this pattern. Firstly it is concluded
that these patterns of performance are consistent with the phonological structures of each
language, and secondly that the preliteracy skills of the French children are less
emphasised by their parents, the curriculum and the children’s media. The two groups’
performance on measures of word and nonword reading at the end of grade 1 was
consistent with the hypothesis of the orthographic transparency. English children made
twice as many errors as their French counterparts on the tasks of word recognition (48%
English errors vs. 24% French errors) and nonword reading (64% English errors vs. 37%
French errors). Finally it was found that the most significant predictors of early reading
acquisition —irrespective of language- are phonological awareness and letter name

knowledge.

A group of researchers from 13 European countries (England, Finland, Spain, Greece,
Italy, France, Germany, Sweden, Portugal, Norway, Iceland, Netherlands and Denmark)

(Seymour et al., 2003) investigated the differences in rates of acquisition of the



components of foundation literacy in languages of significantly varied orthographic
complexity using measures of letter knowledge, familiar word reading and simple
nonword reading. Participants consisted of grade 1 and grade 2 primary school children.
Samples were recruited from effective schools in non-deprived areas so that the children
were not held back by social disadvantage. Although children were matched on years of
formal schooling across languages, a variation in their mean ages was indicated as a result

of national differences in the age of commencement of schooling.

The familiar word reading test included two lists of content words (mainly imageable
nouns) and two lists of function words (grammatical morphemes); all stimuli were very
familiar words of high frequency of occurrence in the reading materials used in the early
stage of primary schooling in each language. The simple nonword reading test included
two sets of nonwords one of which comprised of monosyllables of a CV, VC and CVC
structure and bisyllables of VCV, CVCV and VCVC structure. The pseudowords were
constructed by sampling consistent and dominant grapheme-phoneme correspondences in

each orthography (one letter, one sound).

The results of this study indicated that children from a majority of European countries-
with the exception of France, Portugal, Denmark, and especially England- become
accurate and fluent in foundation level reading before the first year at school. It was
suggested that the effects are not attributable to differences in letter knowledge or age of
commencing school, but to differences in orthographic depth and syllabic complexity.
Additionally it was shown that the rate of development in shallow orthographies is twice

as fast as in English. The authors suggested that shallow orthographies implement a single



foundation, whereas deeper orthographies implement a dual foundation (logographic and

alphabetic) that needs twice as much time to be established.

The effects of phonemic and graphemic consistency on decoding for American and
German children were studied by Néslund (1999). Eighty-eight German and eighty-seven
American first and second grade primary school children were assessed using tasks of
phonemic awareness (phoneme segmentation and manipulation) and word and nonword
reading. All participants were receiving a phonics-based instruction and were familiar

with phonetic decoding of print.

The stimuli of the phoneme segmentation task were matched on number of CVCC and
CCVC items for each language group, whereas the stimuli of the phoneme manipulation
task task were bisyllabic pseudowords, which were identical for both groups. The
majority of the words used in the word reading task (measuring both reading accuracy
and speed) were taken from Stanovich and his colleagues (1984). The English words were
translated in German and formed the stimuli of the German version of the task. These
words conformed to the official list of words to be taught and used by first grade children
in the State of Bavaria. Although all the test items were highly frequent for both language
groups, there were a number of differences in terms of consistency; the German word list
was consistent in grapheme to phoneme correspondence, whereas the English list
included many inconsistent words. The nonwords used in the two languages were

identical, and all items were consistent in grapheme-phoneme correspondence.

Analyses revealed that German children performed significantly better than American

children only in the tests of pseudoword decoding across grades. The type of errors that



American children committed in decoding accuracy and speed were mainly word
substitutions and vowel errors. In contrast, German children’s decoding accuracy and
speed in the first grade was explained by nonword and consonant errors. However in the
second grade, the types of errors committed by German children resembled those of
American children. Even though there were differences between the two language groups
in decoding skills, their phonemic awareness abilities appeared to be at the same level
over both grades. The authors concluded that successful reading in English depends on

more complex grapheme to phoneme correspondence rules than reading in German.

Based on this evidence about the universality of dyslexia as a neurocogitive disorder, a
direct comparison (using tests that are equivalent in both languages) of developmental
reading and spelling difficulties among children/participants with dyslexia who learn to
read and write a deep orthography (English) and those who learn to read and write a
shallow orthography (Greek) was conducted to investigate the ways in which different

orthographies determine the manifestation of literacy impairments.

The aim of the present study was to investigate the ways in which different orthographic
systems may affect the manifestation of reading, spelling and other cognitive disabilities
among children/participants with dyslexia. Therefore a direct comparison between
children/participants with dyslexia learning to read an inconsistent orthography (English)
and their counterparts who learn to read and write a consistent orthography (Greek) was
conducted. More specifically the aims of the present study were as follows:

1. To carry out a direct comparison of reading and spelling difficulties in children who
learn to read an inconsistent orthography (English) and children who learn to read a

consistent orthography (Greek).
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2. To investigate how reading and spelling disabilities are manifested in two languages
with different orthographic systems and the underlying cognitive deficits associated with
these disabilities.

3. To investigate what role orthographic and morphological knowledge play in spelling
development, considering that Greek is inconsistent for spelling and highly inflected in

comparison to English.

Therefore the following hypotheses were formulated:

1. English children/participants with dyslexia will be inaccurate and slow readers,
especially when reading nonwords, whereas Greek children/participants with dyslexia
will read both words and nonwords accurately, but they will be slower than their controls.
(Landerl et al., 1997)

2. Both English and Greek children/participants with dyslexia will perform poorly in the
spelling tests because of the different orthographic demands of the two languages
(Goulandris, 2003).

3. English children/participants with dyslexia will perform worse on the tasks of
phonological awareness, which measure children’s metacognitive ability to tap the
organization of the phonological system (Snowling, 2000), in comparison to Greek

children/participants with dyslexia.

7.2. Method

7.2.a. Participants

The study involved six groups of participants:
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() the group of Greek children/participants with dyslexia (twenty-five 9-12 year-old
children; this age range was selected because children in these age groups have
reached a reasonable level of mastery in their literacy skills),

(ii)  twenty-nine Greek chronological-age controls,

(iii)  twenty-eight Greek younger normal readers (reading-age controls),

(iv)  the English group of children/participants with dyslexia (seventeen 9-12 year-old
children),

w) seventeen English chronological-age controls and

(vi)  sixteen English younger normal readers.

The children/participants with dyslexia had a reading ability of 1.5 SD below the
control’s mean, but they had a verbal and non-verbal IQ within the normal ranges (a
standard score of 85 or above). Children with a history of sensory deficits, behavioural or
emotional difficulties, irregular school attendance and bilingual children were excluded
from the sample. Children/participants with dyslexia were matched with reading-age
control children on the basis of similar group means for reading and they were matched
with chronological-age control children on the basis of similar group means for age and
IQ. The Greek participants were recruited from three State Primary schools located in the
centre of Thessaloniki. These schools educate children of different socio-economic and
ethnic background. A large number of pupils attending these schools were children of
Albanian and Russian immigrants. More specifically, in the first school that was used in
the study fifty percent of the children belonged to ethnic minorities. Due to the limited
number of children whose native language was Greek, the study had to be conducted in
three schools in order to find the appropriate sample. The chronological-age and the

gender of the Greek participants are shown in table 7.1.
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The English sample included pupils attending Primary schools in London. The
children/participants with dyslexia were recruited from a Private school that is specialized
in educating children with dyslexia (middle-to-high socio-economic background), and a
State school. The participants comprising the control groups were recruited from two
State primary schools. The State schools that accommodated the present study educated
children of several socio-economic and ethnic backgrounds. It should be noted that the
majority of the children included in the reading-age control group were of Carribean-
black or African-Black origin. Table 7.1 demonstrates the mean chronological age and
gender of the English participants. Greek and English children/participants with dyslexia

were matched on chronological age, short-version IQ and reading ability.

Table 7.1
Age and Gender Characteristics of the Greek & English samples
Greek Greek Greek English English English
CA Controls RA Controls Children CA Controls RA Controls Children with
with dyslexia dyslexia
Chr.Age  9;11(1.19) 7;8 (0.46) 10;5 (1.17) 9:9 (1.46) 8 (0.89) 9:11 (1.4)
Min-max  8:2-11;10 7-8;9 8;6-12;10 7;8-13;3 6;9-9;8 7;10-12;6
N 29 28 25 17 16 17
Boys 13 14 17 9 11 13
% 448 50 68 529 68.8 76.5
Girls 16 14 8 8 5 4
% 55.2 50 32 47.1 313 235

Note. Chr. Age, chronological age; CA, chronological age; RA, reading age; standard deviations are in

parentheses.

7.2.b. Tests and Materials

A test battery was divided into two parts. In the first part a test of reading was
administered to a large number of children in order to select the experimental group, the

group of chronological age controls and the group of reading-age controls. The
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experimental battery included tasks of word and nonword reading, spelling, a number of
phonological tasks tapping reading-related language skills and tasks tapping cognitive
abilities. All tests were constructed in English and Greek in order to be equivalent.
Stimuli were matched on word frequency, syllable length, imeageability and phoneme

whenever feasible.

Due to the lack of word counts in Greek for children, a word frequency table was devised
using primary school textbooks. The procedure was the following: at first we collected
the textbooks that are used during the literacy hour at grades 1, 2, 3, 4, 5 and 6. The same
textbooks are used at all schools across Greece and the same phonics-based reading
instruction is implemented. Twenty-two reading books were collected, four from each
grade with the exception of the first grade textbooks that were just two. The next step was
to use a computational programme for scanning the texts included in the books. The
pages of Greek text were scanned using optical character recognition, which produced
word documents of the texts. Following that, a computer programme was written, which
at first identified every word included in the documents, and then the number of instances
of each of these words. The computational programme produced frequency lists. The
frequency table contains 8,335 words arranged by frequency of occurrence. The
maximum frequency is 1470 and the minimum is 1. The words that have the highest
frequencies are monosyllabic articles, prepositions or pronouns. The words with the
lowest frequencies are mainly polysyllabic verbs, nouns and adjectives. In order to obtain
the frequencies of the words used in the Greek tests we used the Greek frequency list we
devised. High frequency words included those with 1470-70 appearances in 8,334,
medium frequency words included those with 69-10 appearances in 8,334, and low

frequency words included those with 9-1 appearances in 8,334. The items included in the
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tests were of decreasing frequency, beginning from low- to medium- to low- frequency

words.

For obtaining the frequencies of the words included in the English tests we used the

frequency count by Francis and Kucera (1982).

Selection Measures

The selection of the English reading disabled group and the control groups was based on
children’s performance on the TOWRE Sight Word Efficiency Test (Torgesen, Wagner &
Rashotte, 1999). It is a test of single word reading comprising a list of 104 words. The

examinee is required to read as many words as possible within 45 seconds.

The selection of the Greek children/participants with dyslexia, the chronological-age
controls and the reading—age controls was based on their performance on a Greek sight
word efficiency test that was devised on similar lines to the TOWRE test. The selection of
words was based on criteria involving number of syllables, complexity of syllables,
orthographic complexity and frequency of occurrence in printed school texts of primary
school level. Very high frequency words occur at the beginning of the word list, with
words becoming less frequent as the list progresses. For the purpose of obtaining
normative data one hundred fifty one Greek children attending grades 1 to 6 were tested
on this measure (between October and December 2001). Table 7.3 demonstrates the mean

chronological age and reading score of each grade group.
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Table 7.2
Mean chronological age and reading score of each grade group

Chronological Age Reading Score
(number of words read correctly)

Grade 1 Children 6.31(0.2) 14.12 (11.45)
(N=8)
Grade 2 Children 7.49 (0.3) 53 (9.64)
(N=27)
Grade 3 Children 8.42 (0.28) 61.2(10.04)
(N=25)
Grade 4 Children 9.39 (0.24) 65.16 (10.32)
(N=18)
Grade 5 Children 10.42 (0.23) 75.29 (7.26)
(N=38)
Grade 6 Children 11.26 (0.31) 75.28 (7.24)
(N=35)

Note. N, Number of participants; standard deviations are in parentheses.

For selecting the three groups of participants one hundred children were tested on the
Greek version of the TOWRE Word Efficiency Test and on the Wechsler Intelligence
Scale for children (between January and March 2002). A total of 82 children were

eventually selected as participants of the Greek portion of the study.

WISC-III: Greek Children were screened on the subtests of Block Design and Similarities
of the Greek version of the Wechsler Intelligence Scale for children to ensure that their
IQ was within normal limits. English children were screened on the same subtests of the
English version of the Wechsler Intelligence Scale for children. Both Greek and English

children who obtained a score of less than 85 were excluded from the sample.

Experimental Test Battery
Phonological Awareness
Phoneme deletion of Words. In this task children (Greek & English) were asked to ‘take

away’ a phoneme from a set of words and provide the experimenter with the remainder

(e.g., broccoli (/brokoli/) — uzploha (/brizola/), pony (/pauni/) - zita (/pita/). In
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eight cases of the Greek version the phoneme that had to be deleted belonged to a CV
(consonant-vowel) structure and in the remaining six the deleted phoneme belonged to a
CC (consonant cluster) structure. The position of the deleted phoneme was initial, medial
or final. In three cases the phoneme that had to be deleted had an initial position and
belonged to a CV structure; in three cases it had a final position of a CV structure and in
the remaining two cases it had a medial position of a CV structure. In three cases the
phoneme that had to be<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>