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#### Abstract

Background: There is limited research on the association between opportunity cost of time and sports and exercise due to lack of data on opportunity cost of time. Using a sample of 14142 adults from Health Survey for England (2006), we develop and test a composite index of opportunity cost of time (to address the current issues with data constraint on opportunity cost of time) in order to explore the relationship between opportunity cost of time and sports participation. Methods: Probit regression models are fitted adjusting for a range of covariates. Opportunity cost of time is measured with two proxy measures: a) composite index (consisting of various indicators of wage earnings) constructed using principal component analysis; and b) education and employment, approach in the literature. We estimate the relative impact of the composite index compared with current proxy measures, on prediction of sports participation. Findings: Findings suggest that higher opportunity cost of time is associated with increased likelihood of sports participation, regardless of the time intensity of activity or the measure of opportunity cost of time used. The relative impacts of the two proxy measures are comparable. Sports and exercise was found to be positively correlated with income. Another important positive correlate of sports and exercise is participation in voluntary activity. The research and policy implications of our findings are discussed.
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## 1. INTRODUCTION

Economic theory suggests that the demand for sports and exercise is a function of money prices (e.g. membership fees, entrance fees) and time price (e.g. opportunity cost of time, travel time), among other factors. Understanding this relationship could inform policies aimed at encouraging levels and participation in sports and exercise and contribute to broader public health debates $[1,2]$. In the English context where physical inactivity related costs are estimated at $£ 8.2$ billion annually [3], and only 1 in 4 people meet the recommended level of physical activity [4], the information as to how prices can affect levels of participation in physical activity is of relevance to decision makers in search of policies to incentivise physical activity in the general population [5]. In this paper, we focus on the specification of opportunity cost of time because there is insufficient evidence on its effect on sports participation [6,7].

The opportunity cost of time is defined as the shadow price of leisure that is specified, in practice, as wage earnings [8-12]. This assumes that an individual in the labour market faces a flexible number of working hours and that labour time can be substituted for leisure at the margin, where the labour market is assumed to be in equilibrium. In making decisions about how to allocate time to leisure activities such as sports and exercise, individuals are therefore faced with trade-offs involving their alternative use of time/labour. People are assumed to balance the ratio of marginal utilities and opportunity costs of time associated with the competing arguments in deciding whether or not to participate in sports and exercise.

The few attempts to assess the influence of opportunity cost of time on sports and exercise have yielded mixed findings. Brown and Roberts [6] analysed frequency of participation in sports and exercise and found a mixed impact for opportunity cost of time among men but a positive effect for women. Humphreys and Ruseski
[2] found a positive effect for participation (or not) in sports whilst Humphreys and Ruseski [13,14] found mixed effects. Mixed effects were also observed for the relationship between opportunity cost of time and time spent on sports and exercise (differing by sports), given participation [2,13,14]. The overall mix in findings about opportunity cost of time are not surprising because the effect of opportunity cost of time on sports and exercise could be interpreted from the interaction of income and substitution effects. The income effect corresponds to a positive effect of opportunity cost of time such that if sports and exercise is a normal good, then increases in wage earnings (higher opportunity cost of time) would reflect positively on participation levels in sports and exercise. On the other hand, increases in wage earnings could make non-labour uses of time non-profitable, thereby increasing the tendency to substitute time spent on non-labour for labour market-substitution effect. Other reasons such as differences in sample and various specifications of sports and exercise used by the studies could also explain the mixed findings.

Apart from the scarcity of evidence, it is difficult to relate the current evidence on opportunity cost of time to policy formulation in England because the evidence is based on North American [2,13,14] and Australia populations [6]. The lack of evidence in England could be attributed to lack of data [15] as the national surveys with extensive measures on sports and exercise i.e. Health Survey for England, and Active People Survey [16] do not collect data on the opportunity cost of time. These surveys collect information on total income (including both wage and non wage earnings), which is limiting because it includes income from sources such as benefits in addition to labour income.

Such data constraints have confronted other researchers and prompted North American studies [13,14] to use proxies (i.e. education attainment and employment status) to measure opportunity cost of time. Education and employment were chosen as proxies because high educational attainment reflects high wage earnings [17], whereas being employed indicates the receipt of wage earnings. A similar approach is followed in this study, with a nationwide representative dataset with no direct measures for opportunity cost of time. Using proxies might produce errors in analysis due to imperfect speci- fication of the opportunity cost of time. However, weak proxies are still able to identify departures from a null hypothesis [18].

Whilst proxies help to indicate the opportunity cost of time, a number of concerns exist around the current proxies in the literature. First, they may not provide an adequate assessment of the concept's (i.e. opportunity cost of time) effect as some proxies may have direct and indirect influences on the dependent variable-sports
and exercise [19]. For example, while educational attainment may be a proxy for opportunity cost of time, it may also reflect permanent preference for sports and exercise because of increased years of sports participation in school [20]. Kolenikov and Angeles [21] therefore argue for the need to include as many proxies as data would allow, accounting for the potential measurement errors. Second, entering proxies as separate variables in a regression model may lead to redundancy in the proxies [22] and reduction in degrees of freedom. A standard approach to resolving these issues is the aggregation of the proxies to create a uni-dimensional measure (a composite index) [23]. This approach has been used extensively in healthcare and education literature, e.g. to create wealth and socio-economic status (SES) indices to study the effect of SES on health care utilisation [24-27] and educational enrolments [19,28,29]. Whilst this method may lack clear definition on the number of variables to include in the index, it offers a pragmatic and robust approach to dealing with data unavailability [24,30]. Our study demonstrates the usefulness of this pragmatic method in addressing data constraints in the literature on opportunity cost of time and sports literature.
An important gap in the literature on opportunity cost of time is the paucity of evidence on how the relationship between opportunity cost of time and sports participation differs across different types of sports. Different types of sports have varying time requirements and hence different time costs $[14,31]$. Therefore, the impact of opportunity cost of time on participation could differ across type of sports as, for example, individuals with high opportunity cost of time may tend to participate in sports with lower time requirements [31]. This is important because it could allow policy to target specific sports.

The primary aim of this paper is to develop and test a composite index of opportunity cost of time (to address the current issues with data constraint on opportunity cost of time) in order to explore the relationship between opportunity cost of time and sports participation. This builds on previous work around proxy measures, and estimate the relative impact of the composite index compared with current proxy measures, on prediction of sports participation. The secondary aim is to determine how the association between opportunity cost of time and participation differ by time intensity of sports activities.

## 2. METHODS

### 2.1. Data

Data from the 2006 Health Survey for England (HSE), a routine cross sectional survey of a nationally representative sample of persons living in private households in England, was used. The sample included 14,142 adults
(aged 16 or more) from interviews were undertaken between January 2006 and May 2007. The main topics were: cardiovascular disease and risk factors, levels of physical activity, general health, smoking, fruit and vegetable consumption, smoking and alcohol intake.

### 2.2. Methods of Analysis

### 2.2.1. Missing Observations

Chi square and Fischer's exact tests were used to examine the mechanisms under which the missingness occurred (i.e. missing completely at random or not) [32]. If the pattern of missingness did not occur completely at random, a regression based imputation method was used to replace missing values of continuous variables and a dummy variable specifying item-non response added. For the categorical variables, item non-response was included in the omitted category and a dummy variable for item non-response was created [33].

### 2.2.2. Regression Models

Probit regression models were fitted, respectively, for four dependent variables that indicated participation (or not) in: 1) any sports and exercise activity (swimming, cycling, workout at gym/exercise bike/weight training, aerobics/keep fit/gymnastics/dancing, running/jogging, football/rugby, badminton/tennis, squash, and press/sits ups); 2) low time intensity (press/sits ups, running/ jogging, workout at gym/exercise bike/weight training); 3) moderate time intensity (aerobics/keep fit/gymnastics/ dancing, swimming, cycling) and; 4) high time intensity activities (squash, football/rugby, badminton/tennis). To allow activity specific analysis, the average time spent on each occasion of participation in each of the different sports and exercise activities was calculated and used as the basis to categorise the activities into the 3 groups reflecting the magnitude of their time requirement (31). Three activities each were allocated to a group to afford sufficient observations for analysis (see Appendix).

Each dependent variable was estimated with separate models for: 1) current proxy measures for opportunity cost of time (i.e. educational attainment and employment status), approach in the literature; 2) composite index for opportunity cost of time. For clarity of presentation, the latter measure is henceforth referred to as "composite index", and the former "proxies". All models included covariates (i.e. economic, socio-demographic, health, and other variables) that in previous research had been shown to correlate with sports and exercise. Table 1 shows these variables and their distributions based on means (standard deviation) and proportions.

The models were estimated with sampling weights calculated as the inverse of the probability of being a respondent in a household multiplied by the household
weight which accounts for non-responding households [34]. Marginal effects (ME), estimated at sample mean values of independent variables, were computed for each variable. The threshold for statistical significance was set at $\leq 10 \%$ and analyses were undertaken using Stata version 10 .

### 2.3. Construction of Composite Index for Opportunity Cost of Time

Various methods are available to create composite indices e.g. correspondence analysis, simple summation, factor analysis and principal component analysis [23,30, 35]. A principal component analysis (PCA) was selected because it: provides more accurate weights and minimises the variance from observations compared with simple summation [23]; is applicable to both categorical and continuous data, unlike correspondence analysis that can only be used for categorical data (30); and is similar to factor analysis as both express variables as a set of indices, and lead to similar highly-correlated results [36]. In practice PCA is the most common approach used to aggregate data from a number of variables [19,24-29].

We used the polychoric PCA estimation technique as it produces more robust estimates than the regular PCA [21]. In practice, the principal component analysis derives uncorrelated indices or components from a set of correlated variables (i.e. proxies of opportunity cost of time in this context). Each of the indices or components represents a linear weighted aggregation of the set of variables.

Mathematically, the derived indices or principal components say from $I_{a}-I_{f}$, can be specified as:

$$
\begin{aligned}
& I_{a}=z_{a 1} X_{1}+z_{\mathrm{a} 2} X_{2}+\cdots z_{\mathrm{a} 10} X_{10} \\
& I_{f}=z_{\mathrm{f} 1} X_{1}+z_{\mathrm{f} 2} X_{2}+\cdots z_{\mathrm{f} 10} X_{10}
\end{aligned}
$$

where $X_{j t h}=$ the original variables (or proxies), $\mathrm{z}_{\mathrm{jth}}=$ the weight for the variables (or proxies).

The components or indices are presented in decreasing order of importance, which is measured by the variance explained by the components or index from the given data. The first component or index, which is often used to measure the intended concept, explains the largest variation followed by the successive components in decreasing order [29,30].

A first step in constructing the proxy index for opportunity cost of time, involves the selection of variables that may be proxy indicators for opportunity cost of time. Previous construction of composite indices has tended to select variables on "adhoc basis" [18]. In this paper, the following variables were selected to construct the composite index because they have been widely found in previous research (comparable to the UK context) to be correlates of wage earnings and were available in the

HSE 2006. These were: membership of trade or workers union [37-40], employee in big firms ( 500 or more employees) [40,41], having a highly skilled occupation [38,40,42], educational attainment [17], and employment status $[38,39,43,44]$. Data limitations precluded the selection of variables including "years of work experience"; and "parental socio economic status" [45]. The second half of Table 2 shows the selected variables and their distributions based on proportions. Previous construction of composite indices has tended to select variables on "adhoc basis" [18].

The composite index was assessed using Bartlett's test for sphericity, and the Kaiser-Meyer-Olkin Measure of Sampling Adequacy to check whether the variables used to construct the index had the requisite intercorrelation [46]. Both statistical tests should show an acceptable strength of correlation among the selected variables (i.e. statistical significant (at 5\%) result for Bartlett test of sphericity and a value of not less than 0.50 for the Kai-ser-Mayer-Olkin measure of sampling adequacy) for PCA to be considered valid [46].

To compare the composite index with proxies, their relative impact on the predictive ability of models and whether the direction of correlation between covariates and dependent variable(s) in models (containing either measure) related to a priori expectations (set out in Table 2) were assessed. The expected signs were selected based on a comparison of methods (e.g. specification of the dependent variable and the covariate; the origin and characteristics of the sample) used by the studies to ours.

## 3. RESULTS

Table 2 shows the summary statistics for the variables included. The sample was predominately White (89.1\%) with the remaining $11 \%$ constituting Asians, Chinese, Mixed race, and Blacks, and had a mean age of 49.3 (SD: 18.6 ) years. Of the sample, $55.3 \%$ were female. Most were married and living with their partners ( $54.5 \%$ ), and reported good health status (73.1\%). Few (21.3\%) were defined as obese or smokers ( $21.9 \%$ ), though the majority were "drinkers" (79.9\%). 44.2\% had participated in any sports and exercise activity within the last four weeks. Of those, about $22 \%$ participated in low and moderate time intensity activities and less than $9 \%$ were engaged in high time intensity activities.

The dependent variables had 10 missing observations each (same people) and were dropped from analysis. All explanatory variables (except region of residence, age, gender, urban residence, number of children in household, number of adults in household, and seasonal effect) had missing observations. Income had the highest number of missing observations $(\mathrm{n}=2792)$ while "marital status" and "health status" had the lowest $(\mathrm{n}=3)$. The propor-
tion of sports and exercise participants who had missing values for independent variables were statistically significantly different from "non-participants", (except "marital status", "working hours", "drinking status", "smoking status" and "access to vehicle") and therefore the missing observations of all explanatory variables were replaced.

The strength of correlation among the variables selected for construction of the composite index showed an appropriate intercorrelation and hence the composite index consists of all those variables. A score of 0.60 was found for the Kaiser-Meyer-Olkin Measure of Sampling Adequacy while Bartlett test of sphericity was highly statistically significant ( $\mathrm{p}<0.001$ ). The first principal component explained $39 \%$ of the total data and is thus selected as the composite index. Education provided more information on the composite index with an estimated coefficient of 0.78 followed by union membership (0.48) while skilled occupation was the least (0.26).

## Regression Models

The opportunity cost of time as captured by the proxies, was positively associated with the participation in sports and exercise. People with high opportunity cost of time were $7 \%$ more likely to participate in any sports and exercise (Table 3). Table 4 shows that the association was also positive and significant in moderate (6\%) and low time activities (3\%). In high time intensity activities, the correlation was mixed, as proxy 1 (degree holders) indicated that people with high opportunity cost of time were $1 \%$ more likely to participate in sports and exercise, while proxy 2 (employed) suggested that these individuals were $1 \%$ less likely to participate in sports and exercise (Table 4).

The composite index measure of opportunity cost of time also showed a positive correlation (3\%) with participation in any sports and exercise (Table 3). However, Table 4 shows that by type of activity, a positive relationship was found only for low and moderate time intensity activities and that the impacts were slightly lower ( $1 \%$ and $2 \%$ ) respectively.

Other factors that were statistically significantly correlated with the increased likelihood to participate in sports and exercise (irrespective of type) included high income earners ( $\mathrm{ME}=0.012$ to 0.089 ), "drinkers" $(\mathrm{ME}=$ $0.088)$, favourable health status $(\mathrm{ME}=0.039$ to 0.224$)$, and voluntary activity ( $\mathrm{ME}=0.033$ to 0.035 ). Conversely, residents in North East/West, Yorkshire, and London were less likely to participate ( $\mathrm{ME}=-0.068$ to -0.098 ). Being older ( $\mathrm{ME}=-0.002$ to -0.008 ), female $(\mathrm{ME}=$ -0.44 to -0.089 ), married ( $\mathrm{ME}=-0.036$ to -0.038 ), Asian ( $\mathrm{ME}=-0.078$ to -0.126 ), smoker ( $\mathrm{ME}=-0.048$ to -0.077 ), obese ( $\mathrm{ME}=-0.016$ to -0.052 ), or a fullime

Table 1. Descriptive statistics of variables (adjusted for missing observations).

| Variables | Obs. | Mean (SD)/\% | Variables | Obs. | Mean (SD)/\% | Variables | Obs. | \% |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DEPENDENT |  |  | CONTROL |  |  | Drinkers |  |  |
| Participate in physical activity |  |  | Age | 14142 | 49.3 (18.6) | Yes | 11,295 | 79.9 |
| Yes | 6248 | 44.2 | Number of adults in household | 14142 | 2.2 (0.92) | No | 2760 | 19.5 |
| No | 7884 | 55.8 | Access to vehicle | 11,532 | 81.5 | missing | 87 | 0.6 |
| missing | 10 | 0.07 | Yes | 11466 | 81.1 | Smokers |  |  |
| Participate in low time intensity |  |  | No | 2672 | 18.9 | Yes | 3101 | 21.9 |
| Yes | 3199 | 22.6 | missing | 3 | 0.01 | No | 10,934 | 77.6 |
| No | 10933 | 77.4 | Ethnicity |  |  | missing | 107 | 0.8 |
| missing | 10 | 0.07 | White | 12834 | 89.1 | Voluntary activities |  |  |
| Participate in moderate time intensity |  |  | Mixed | 123 | 1.0 | Yes | 1539 | 10.9 |
| Yes | 3370 | 23.8 | Asian | 831 | 5.9 | No | 11,001 | 77.8 |
| No | 10762 | 76.1 | Black | 395 | 2.8 | missing | 1602 | 11.3 |
| missing | 10 | 0.07 | Chinese | 158 | 1.1 | Urban residence |  |  |
| Participate in high time intensity |  |  | missing | 35 | 0.01 | Yes | 10,979 | 77.6 |
| Yes | 1170 | 8.3 | Gender |  |  | No | 3163 | 22.4 |
| No | 12962 | 91.6 | Male | 6324 | 44.7 | Seasonal effect |  |  |
| missing | 10 | 0.07 | Female | 7818 | 55.3 | Summer | 3224 | 22.8 |
| OPPORTUNITY <br> COST OF TIME <br> (proxy indicators) |  |  | Marital status |  |  | Spring | 3535 | 25 |
| Educational qualification |  |  | Other | 2872 | 20.3 | Autumn | 3592 | 25.4 |
| Degree holders | 2711 | 19.2 | Married | 7709 | 54.5 | Winter | 3790 | 26.8 |
| Non degree holders | 11383 | 78.5 | Single | 3558 | 25.2 | Region of residence |  |  |
| missing | 48 | 0.3 | missing | 3 | 0.01 | North east | 738 | 5.2 |
| Employed |  |  | Income |  |  | North west | 1918 | 13.6 |
| Yes | 7642 | 54.0 | <£10,598 | 1855 | 13.1 | Yorkshire | 1429 | 10.1 |
| No | 6460 | 45.7 | $\geq £ 10,598<£ 16,852$ | 2321 | 16.4 | East Midlands | 1238 | 8.8 |
| missing | 40 | 0.3 | $\geq £ 16,852<£ 25,114$ | 2351 | 16.6 | West Midlands | 1498 | 10.6 |
| Member of trade union |  |  | $\geq £ 25,114<£ 40,373$ | 2409 | 17.03 | East | 1573 | 11.1 |
| Yes | 365 | 2.6 | $\geq £ 40,373$ | 2414 | 17.07 | London | 2011 | 14.2 |
| No | 12175 | 86.1 | missing | 2792 | 19.7 | South west | 1440 | 10.2 |
| missing | 1602 | 11.3 | Working hours |  |  | South east | 2297 | 16.2 |
| Employee in big firm (500+) |  |  | Fulltime | 9412 | 66.6 | Obese (BMI: 30 plus) |  |  |
| Yes | 2046 | 14.5 | Part time | 3923 | 27.7 | Yes | 3010 | 21.3 |
| No | 9851 | 71.1 | missing | 807 | 5.7 | No | 9017 | 63.7 |
| missing | 2245 | 15.9 | Number of children | 14142 | 0.5 (0.90) | missing | 2115 | 15.0 |
| Skilled occupation |  |  | Health status |  |  |  |  |  |
| Yes | 10310 | 72.9 | Good health | 10464 | 73.1 |  |  |  |
| No | 3042 | 21.5 | Fair health | 2650 | 18.7 |  |  |  |
| missing | 790 | 5.6 | Bad health | 1025 | 7.3 |  |  |  |
|  |  |  | missing | 3 | 0.01 |  |  |  |

[^1]Table 2. A priori expectations about control variables.

| Control variables | Specification of variable in HSE 2006 | Evidence base (e.g.) | Expected sign* |
| :---: | :---: | :---: | :---: |
| Socio-economic |  |  |  |
| Age | Age in years | [20,60-65] | - |
| Income | Total income of household | [14,20,64,65] | + |
| Gender (female) | Male or Female | [13,20,66,67] | - |
| Ethnicity (non white) | White, non white (i.e. mixed race; Asian; Black; Chinese) | [13,14,20,61,65] | ? |
| Marital status (married) | Married, single, other | [13,14,20,61,65] | ? |
| Working hours (fulltime) | Weekly working hours (full time/part time) | [13,14,20,61,65] | - |
| Health |  |  |  |
| Health status (favourable) | Self-report on general health condition | [13,14,20,61,65] | + |
| Smoking status (smoker) | Smoker or non smoker | [13,14,20,61,65] | - |
| Drinking status (drinker) | Consume alcohol or not | [20,60-65] | + |
| Others |  |  |  |
| Children in household | Number of children (i.e. under 16 years) in household | [20,60-65] | ? |
| Adults in household | Number of adults (i.e. above 16 years) in household | [20,60-65] | ? |
| Seasonal effect (winter) | Seasons of year: summer, spring, autumn, winter (captured via month of interview variable) | [13] | - |
| Region of residence (southeast) | Region of residence in England: North east, North west, Yorkshire, East Midlands, West Midlands, East, London, South West | [13,20,65] | ? |
| Participation in voluntary activities (yes) | Participation in voluntary activities or not | [65] | ? |
| Urbanisation (urban) | Rural or urban resident | [65] | ? |
| Access to vehicle (yes) | Access to vehicle in household or not | [65] | ? |

*Positive correlation $(+)$, negative correlation ( - ), indeterminate (?).
worker ( $\mathrm{ME}=-0.015$ to -0.035 ) were all associated with lower participation ( $\mathrm{p}<0.01$ ). These results were consistent across models with either measure of opportunity cost of time.

There were, however, some differences across activity specific models. For example, Blacks or females were more likely to participate ( $\mathrm{ME}=0.177 ; 0.094$ respectively) in low time intensity activity but less likely to participate ( $\mathrm{ME}=-0.417 ;-0.211$ respectively) in moderate time intensity activity. Having more adults in the household was also negatively associated with participation in moderate time intensity activity ( $\mathrm{ME}=-0.052$ ) although positively correlated with high time intensity activity ( $\mathrm{ME}=-0.050$ ). Other results include being married or exercising in autumn that were correlated with lower participation ( $\mathrm{ME}=-0.114 ;-0.091$ respectively) in low time intensity activity but associated with higher participation ( $\mathrm{ME}=0.417 ; 0.253$ respectively) in moderate time intensity activity.

In terms of explaining participation in any sports and
exercise, the model with composite index had a prediction rate of $73.96 \%$ while the model with proxies had 73.94\%. These findings were consistent across activity specific models. Tables 3-5 show that all sets of models met a priori expectations.

## 4. DISCUSSION

Opportunity cost of time was found to be positively associated with sports and exercise, regardless of the time intensity of activity or the measure of opportunity cost of time used (composite index and the proxies). The magnitude of impact was not large suggesting that the increase in wage earnings may not be directly transferable to active leisure purposes. This may explain why sports and exercise, although a normal good, is not highly sensitive to changes in income. The positive cor- relation between opportunity cost of time and sports and exercise could be due to the dominant income effect and the offsetting effect of perceived benefits. An exploration of the offsetting effect of perceived benefits using data

Table 3. Estimation results (reduced models) for participation in any sports and exercise activity.

|  | Model (with proxies) |  | Model (with composite index) |  |
| :---: | :---: | :---: | :---: | :---: |
| Independent variables | Coef. ${ }^{\text {a }}$ | ME | Coef. ${ }^{\text {a }}$ | ME |
| Oppor. cost of time |  |  |  |  |
| Degree holders | $0.175^{* * *}$ | 0.070 |  |  |
| Employed | 0.006 | 0.003 |  |  |
| Composite index |  |  | $0.064^{* * *}$ | 0.025 |
| Socio demographics |  |  |  |  |
| Age | $-0.020^{* * *}$ | -0.008 | $-0.019^{* * *}$ | -0.008 |
| Ethnicity ${ }^{\text {b }}$ |  |  |  |  |
| Mixed | -0.003 | -0.001 | 0.005 | 0.002 |
| Asian | $-0.200^{* *}$ | -0.078 | $-0.192^{* *}$ | -0.075 |
| Black | -0.068 | -0.027 | -0.071 | -0.028 |
| Chinese | 0.013 | 0.005 | 0.050 | 0.020 |
| Female | $-0.111^{* * *}$ | -0.044 | $-0.111^{* * *}$ | -0.044 |
| Marital status ${ }^{\text {c }}$ |  |  |  |  |
| Other | -0.008 | -0.003 | -0.019 | -0.008 |
| Married | -0.090 ** | -0.036 | $-0.102^{* * *}$ | -0.041 |
| Income ${ }^{\text {d }}$ |  |  |  |  |
| $\geq £ 10,598<£ 16,852$ | 0.026 | 0.010 | 0.017 | 0.007 |
| $\geq £ 16,852<£ 25,114$ | $0.132^{* *}$ | 0.052 | $0.112^{* *}$ | 0.044 |
| $\geq £ 25,114<£ 40,373$ | $0.128^{* *}$ | 0.051 | $0.111^{* *}$ | 0.044 |
| $\geq £ 40,373$ | $0.209^{* *}$ | 0.083 | $0.205^{* * *}$ | 0.081 |
| Full time work | $-0.067^{* *}$ | -0.027 | $-0.087^{* *}$ | -0.035 |
| Health |  |  |  |  |
| Drinkers | $0.223^{* * *}$ | 0.088 | $0.208 * * *$ | 0.082 |
| Smokers | $-0.195^{* * *}$ | -0.077 | $-0.198^{* * *}$ | -0.078 |
| Health status ${ }^{\text {e }}$ |  |  |  |  |
| Good health | $0.585^{* * *}$ | 0.224 | $0.570^{* * *}$ | 0.219 |
| Fair health | $0.335^{* *}$ | 0.133 | $0.325^{* *}$ | 0.129 |
| Obese | $-0.125^{* * *}$ | -0.049 | $-0.131^{* * *}$ | -0.052 |
| Other variables |  |  |  |  |
| Voluntary activity | 0.082** | 0.033 | $0.089^{* *}$ | 0.035 |
| Seasonal effect ${ }^{\text {f }}$ |  |  |  |  |
| Summer | $0.257^{* * *}$ | 0.102 | $0.261^{* * *}$ | 0.104 |
| Spring | $0.100^{* * *}$ | 0.040 | $0.104^{* *}$ | 0.041 |
| Autumn | $0.101^{* * *}$ | 0.040 | $0.102^{* * *}$ | 0.041 |
| Region of residence ${ }^{\text {g }}$ |  |  |  |  |
| North east | $-0.251^{* * *}$ | -0.098 | $-0.245^{* * *}$ | -0.096 |
| North west | $-0.223^{* * *}$ | -0.088 | $-0.220^{* *}$ | -0.086 |
| Yorkshire | $-0.159^{* *}$ | -0.063 | $-0.162^{* * *}$ | -0.064 |
| East Midlands | -0.073 | -0.029 | -0.074 | -0.029 |
| West Midlands | $-0.111^{* *}$ | -0.044 | $-0.109^{* *}$ | -0.043 |
| East | -0.037 | -0.015 | -0.037 | -0.014 |
| London | $-0.218^{* * *}$ | -0.086 | $-0.205^{* *}$ | -0.081 |
| South west | -0.065 | -0.026 | -0.066 | -0.026 |
| Constant | 0.018 |  | 0.084 |  |
| Observations | 14142 |  | 14142 |  |
| Link test | $\mathrm{p}=0.132$ |  | $\mathrm{p}=0.204$ |  |
| Pseudo R ${ }^{2}$ | 0.240 |  | 0.238 |  |
| Goodness of fit | $\mathrm{p}=0.534^{\mathrm{g}}$ |  | $\mathrm{p}=0.524^{\mathrm{h}}$ |  |

${ }^{\text {a }}$ The asterisks show significance level of $1 \%\left(^{* * *}\right), 5 \%\left({ }^{* *}\right)$ and $10 \%\left(^{*}\right)$; ${ }^{\mathrm{b}}$ Omitted category: white; ${ }^{\mathrm{c}}$ Omitted category: single; Omitted category: lowest income quintile ( $<£ 10,598$ ); ${ }^{\mathrm{e}}$ Omitted category: bad health; ${ }^{\mathrm{f}}$ Omitted category: winter; ${ }^{\mathrm{g}}$ Omitted category: south east; ${ }^{\mathrm{h}}$ Chi-square $(8)=7.02,{ }^{\mathrm{i}}$ Chi-square $(8)=7.64$; *Average VIF for independent variables was 1.6, and the average tolerance levels was 0.4.

Table 4. Estimation results (reduced model) for participation in different types of sports and exercise activities.

| Independent variables | Low time intensity |  |  |  | Mod. time intensity |  |  |  | High time intensity |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Model (with proxies) |  | Model (with composite index) |  | Model (with proxies) |  | Model (with composite index) |  | Model (with proxies) |  | Model (with composite index) |  |
|  | Coef. ${ }^{\text {a }}$ | ME | Coef. ${ }^{\text {a }}$ | ME | Coef. ${ }^{\text {a }}$ | ME | Coef. ${ }^{\text {a }}$ | ME | Coef. ${ }^{\text {a }}$ | ME | Coef. ${ }^{\text {a }}$ | ME |
| Oppor. cost of time |  |  |  |  |  |  |  |  |  |  |  |  |
| Degree holders | $0.117^{* * *}$ | 0.033 |  |  | $0.201^{* * *}$ | 0.061 |  |  | $0.104^{* *}$ | 0.009 |  |  |
| Employed | -0.029 | -0.008 |  |  | 0.049 | 0.014 |  |  | $-0.128^{* *}$ | -0.011 |  |  |
| Composite index |  |  | $0.043^{* *}$ | 0.012 |  |  | $0.074^{* * *}$ | 0.021 |  |  | -0.004 | -0.000 |
| Demographics |  |  |  |  |  |  |  |  |  |  |  |  |
| Age | $-0.015^{* * *}$ | -0.004 | $-0.014^{* * *}$ | -0.004 | $-0.018^{* * *}$ | -0.005 | $-0.018^{* * *}$ | -0.005 | $-0.026^{* * *}$ | -0.002 | $-0.026^{* *}$ | -0.002 |
| No. of adults |  |  |  |  | $-0.052^{* *}$ | $-0.015$ | $-0.055^{* *}$ | -0.016 | $0.050^{* *}$ | 0.004 | 0.050 ** | 0.004 |
| Access to vehicle |  |  |  |  |  |  |  |  | $0.212^{* *}$ | 0.016 | $0.191{ }^{* *}$ | 0.015 |
| Ethnicity ${ }^{\text {b }}$ |  |  |  |  |  |  |  |  |  |  |  |  |
| Mixed | $-0.085$ | -0.023 | -0.075 | -0.020 | -0.090 | -0.098 | -0.090 | $-0.025$ |  |  |  |  |
| Asian | 0.076 | 0.022 | 0.081 | 0.023 | $-0.551^{* * *}$ | -0.126 | $-0.538^{* * *}$ | -0.124 |  |  |  |  |
| Black | $0.177^{* *}$ | 0.052 | $0.177^{* *}$ | 0.052 | $-0.417^{* * *}$ | $-0.100$ | $-0.413^{* * *}$ | -0.100 |  |  |  |  |
| Chinese | -0.105 | -0.028 | -0.080 | -0.021 | -0.250 ** | -0.065 | -0.212 | $-0.056$ |  |  |  |  |
| Female | $0.094^{* *}$ | 0.026 | $0.094^{* * *}$ | 0.026 | $-0.211^{* * *}$ | 0.061 | $-0.211^{* * *}$ | 0.061 | $-0.963^{* *}$ | -0.090 | $-0.958^{* *}$ | -0.089 |
| Marital status ${ }^{\text {c }}$ |  |  |  |  |  |  |  |  |  |  |  |  |
| Other | 0.015 | 0.004 | 0.003 | 0.001 | 0.057 | 0.017 | 0.051 | 0.015 |  |  |  |  |
| Married | $-0.114^{* *}$ | -0.038 | $-0.127^{* * *}$ | -0.035 | $0.086^{* *}$ | 0.025 | $0.080^{* *}$ | 0.023 |  |  |  |  |
| Income ${ }^{\text {d }}$ |  |  |  |  |  |  |  |  |  |  |  |  |
| $\begin{aligned} & \geq £ 10,598 \\ & <£ 16,852 \end{aligned}$ | 0.031 | 0.009 | 0.020 | 0.006 | 0.050 | 0.015 | 0.043 | 0.013 | 0.143* | 0.011 | $0.165^{*}$ | 0.012 |
| $\begin{aligned} & \geq £ 16,852 \\ & <£ 25,114 \end{aligned}$ | $0.172^{* *}$ | 0.050 | $0.151^{* *}$ | 0.043 | $0.103^{* *}$ | 0.030 | 0.090* | 0.026 | 0.049 | 0.004 | 0.022 | 0.002 |
| $\begin{aligned} & \geq £ 25,114 \\ & <£ 40,373 \end{aligned}$ | $0.186^{* *}$ | 0.054 | $0.165^{* *}$ | 0.048 | $0.141^{* *}$ | 0.042 | $0.137^{* *}$ | 0.041 | $0.166^{* *}$ | 0.015 | $0.142^{*}$ | 0.013 |
| $\geq £ 40,373$ | $0.299^{* * *}$ | 0.089 | $0.287^{* * *}$ | 0.085 | $0.187^{* * *}$ | 0.056 | $0.199^{* * *}$ | 0.060 | $0.191{ }^{* *}$ | 0.017 | $0.185^{* *}$ | 0.017 |
| Full time work |  |  |  |  | $-0.104^{* * *}$ | -0.030 | $-0.116^{* *}$ | -0.034 | $-0.126^{* *}$ | -0.011 | $-0.164^{* * *}$ | -0.015 |
| No. of children |  |  |  |  | $0.048^{* *}$ | 0.014 | $0.048^{* *}$ | 0.014 | $0.071{ }^{* * *}$ | 0.006 | $0.068^{* * *}$ | 0.006 |
| Other variables |  |  |  |  |  |  |  |  |  |  |  |  |
| Drinkers | $0.123^{* *}$ | 0.033 | $0.119^{* *}$ | 0.032 | $0.176{ }^{* * *}$ | 0.048 | $0.355^{* *}$ | 0.047 | $0.109^{* *}$ | 0.009 | $0.095^{*}$ | 0.008 |
| Smokers | $-0.180^{* *}$ | -0.048 | $-0.186^{* *}$ | -0.049 | $-0.247^{* *}$ | $-0.067$ | $-0.256{ }^{* * *}$ | $-0.070$ |  |  |  |  |
| Health status ${ }^{\text {e }}$ |  |  |  |  |  |  |  |  |  |  |  |  |
| Good health | $0.428^{* * *}$ | 0.107 | $0.409^{* * *}$ | 0.103 | $0.465^{* * *}$ | 0.120 | $0.462^{* * *}$ | 0.120 | $0.735^{* * *}$ | 0.047 | $0.703^{* *}$ | 0.045 |
| Fair health | $0.244^{* *}$ | 0.072 | $0.232^{* *}$ | 0.068 | $0.209^{* *}$ | 0.063 | $0.206^{* *}$ | 0.062 | $0.399^{* *}$ | 0.043 | $0.373^{* *}$ | 0.039 |
| Urban residence |  |  |  |  |  |  |  |  |  |  |  |  |

## Continued

| Obese | $-0.125^{* *}$ | $-0.038$ | $-0.148^{* * *}$ | -0.039 | $-0.080^{* *}$ | -0.023 | $-0.088^{* *}$ | -0.025 | $-0.203^{* *}$ | $-0.016$ | $-0.203^{* * *}$ | -0.016 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Seasonal effect ${ }^{\text {f }}$ |  |  |  |  |  |  |  |  |  |  |  |  |
| Summer | -0.049 | -0.013 | -0.045 | -0.012 | $0.422^{* * *}$ | 0.132 | $0.426^{* * *}$ | 0.133 | $0.273^{* * *}$ | 0.027 | $0.277^{* * *}$ | 0.027 |
| Spring | -0.027 | -0.007 | -0.025 | -0.007 | $0.185^{* *}$ | 0.055 | $0.187^{* * *}$ | 0.056 | $0.167^{* *}$ | 0.015 | $0.171^{* * *}$ | 0.016 |
| Autumn | $-0.091{ }^{* *}$ | -0.025 | $-0.091{ }^{* *}$ | -0.025 | $0.253^{* * *}$ | 0.076 | $0.253^{* * *}$ | 0.076 | $0.094^{*}$ | 0.008 | $0.091{ }^{*}$ | 0.008 |
| Region of residence ${ }^{g}$ |  |  |  |  |  |  |  |  |  |  |  |  |
| North east |  |  |  |  | $-0.266^{* * *}$ | -0.069 | $-0.262^{* * *}$ | -0.068 |  |  |  |  |
| North west |  |  |  |  | $-0.241^{* * *}$ | -0.064 | $-0.240^{* *}$ | -0.064 |  |  |  |  |
| Yorkshire |  |  |  |  | $-0.227^{* *}$ | -0.060 | $-0.232^{* *}$ | $-0.062$ |  |  |  |  |
| East Midlands |  |  |  |  | $-0.125^{* *}$ | -0.034 | $-0.126^{* *}$ | -0.035 |  |  |  |  |
| West Midlands |  |  |  |  | -0.196** | -0.053 | $-0.196^{* *}$ | -0.053 |  |  |  |  |
| East |  |  |  |  | -0.039 | -0.011 | -0.040 | -0.011 |  |  |  |  |
| London |  |  |  |  | $-0.179^{* *}$ | -0.049 | $-0.164^{* * *}$ | -0.045 |  |  |  |  |
| South west |  |  |  |  | -0.038 | -0.011 | -0.038 | -0.011 |  |  |  |  |
| Constant | $-0.888^{* * *}$ |  | $-0.888^{* *}$ |  | $-0.468^{* * *}$ |  | $-0.373^{* *}$ |  | $-1.297^{* *}$ |  | $-1.292^{* *}$ |  |
| Observations | 14142 |  | 14142 |  | 14142 |  | 14142 |  | 14142 |  | 14142 |  |
| Linktest | $\mathrm{p}=0.317$ |  | $\mathrm{p}=0.229$ |  | $\mathrm{p}=0.107$ |  | $\mathrm{p}=0.231$ |  | $\mathrm{p}=0.161$ |  | $\mathrm{p}=0.317$ |  |
| Pseudo $\mathrm{R}^{2}$ | 0.224 |  | 0.224 |  | 0.159 |  | 0.157 |  | 0.278 |  | 0.276 |  |
| Goodness of fit | $\mathrm{p}=0.498^{\mathrm{g}}$ |  | $\mathrm{p}=0.640^{\mathrm{h}}$ |  | $\mathrm{p}=0.345^{\mathrm{i}}$ |  | $\mathrm{p}=0.441^{\mathrm{j}}$ |  | $\mathrm{p}=0.151^{\mathrm{k}}$ |  | $\mathrm{p}=0.498^{1}$ |  |

${ }^{a}$ The estimated parameters and asterisks show significance level of $1 \%\left({ }^{* * *}\right), 5 \%\left({ }^{* *}\right)$ and $10 \%\left({ }^{*}\right) ;{ }^{b}$ Omitted category: white; ${ }^{\mathrm{c}}$ Omitted category: single; ${ }^{\mathrm{d}}$ Omitted category: lowest income quintile (<£10,598); ${ }^{\text {e }}$ Omitted category: bad health; ${ }^{\mathrm{f}}$ Omitted category: winter; ${ }^{\mathrm{g}}$ Omitted category: south east; ${ }^{\mathrm{h}} \mathrm{Chi}$-square $(8)=7.37$; ${ }^{\mathrm{i}}$ Chi-square $(8)=6.07$; ${ }^{\mathrm{j}}$ Chi-square $(8)=6.62$; ${ }^{\mathrm{k}} \mathrm{Chi}$-square $(8)=5.36$; ${ }^{\mathrm{C}}$ Chi-square $(8)=8.13$; ${ }^{\mathrm{m}} \mathrm{Chi}$-square $(8)=7.42$; Average VIF for independent variables was 1.7 , and the average tolerance levels was 0.3 .
from Health Education Authority National Survey of Activity and Health (HEANSAH) 1991, showed that people with high opportunity cost of time (e.g. degree holders) have significantly ( $\mathrm{p}<0.001$ ) greater perceived benefits from exercise and therefore be more likely to participate in exercise [7]. However, being potential indicators of economic status the proxies may have also captured opportunities for uptake such as increased access to exercise facilities. Although this may be true, its confounding effect may be minimal in this research context as Macintyre [47] observed that access to sports facilities in the UK is not determined by economic status.

It is worth considering why the correlation between sports and exercise, and number of socio-demographic factors differed across activity specific models. For example, having more adults in the household was negatively associated with moderate time intensity activity but positively correlated with high time intensity activity. High time intensity activities mainly comprised team sports and are therefore likely to be more attractive to households with more adults compared with moderate
time intensity activities that were largely individual sports. Having several adults in the household might correspond to improved opportunities for joint participation in recreational activities [48].

The findings on opportunity cost of time could, however, be challenged because the proxy measures may not have been effective indicators of opportunity cost of time. Specifically, education may not indicate high earnings as increased supply of skilled labour due to increased access to higher education (not matched by demand for such labour) have led to graduates tending to occupy relatively low-skilled positions resulting in pay penalty of up to $33 \%$ [49]. Nonetheless, the positive relationship between earnings and education is well supported by empirical evidence that is consistent across countries [50,51]. Furthermore, a number of factors provide validity to both types of proxy measure of opportunity cost of time presented in this study. First, the findings on the association between opportunity cost of time and sports and exercise behaviour are congruent with that in the literature [2,13]. Second, in the case of the control vari-
ables, a priori expectations were all met in models containing either proxy measure. Third, the model diagnostics suggested all models had good specification and fit.

The question of which type of proxy measure is superior is more difficult to answer conclusively. It is difficult to discriminate between them as all models containing either measure showed good specification and fit and satisfied a priori expectation. However, the properties of the composite index could be argued to be superior due to a number of reasons. First, the high time intensity activity model with proxies showed education to be positively associated with participation while a negative correlation was suggested by employment. The use of the composite index, however, clarified the direction of the correlation, revealing it to be negative but insignificant, and thereby easing interpretation. Secondly, a better specification of opportunity cost of time could be argued because the composite index captures more relevant indicators of opportunity cost of time, as demonstrated by the high intercorrelation among those factors. Related to this, the model with composite index showed a better predication rate (though only very slight: $0.02 \%$ ) than that of the proxies. On the other hand, if we consider other goodness-of-fit measures such as pseudo $R^{2}$ as a criterion then the proxies appear to better. It is therefore reasonable to argue that the choice of superior proxy measure should be context driven. For example, if we are trying to get a univariate measure for opportunity cost of time, then the composite index may be the better measure.

There are a number of broad set of limitations relating to this study. First, specifying opportunity cost of time in terms of wage earnings warrants concern because the cost of time spent on leisure cannot be equated to the benefit foregone in labour time-wages since: 1) people may value leisure more than labour time and; 2) the leisure/labour trade-off breaks down in the context of fixed working hours, as substitution of labour time for leisure do not suffice $[31,52]$. Palmquist et al. [53] has also argued that time may not be indivisible and that it is impractical to treat it as blocks that can be easily traded off. These concerns have culminated in alternative approaches to measure the opportunity cost of time. Coffey [52], for example, used survey questionnaires to measure an unemployed individual's value of leisure-reservation wage [52]. Other variants cover conducting a survey where respondents are asked directly for their opportunity cost of time [54] or their willingness to work additional hours, or/and their willingness to work or not [55]. However, the accuracy of these approaches has been questioned due to their sensitivity to self-reporting [56]. For example, Dawes [45] argues that the self reported wage rate of an individual who has been unemployed for a long time is likely to be based on subsistence demands rather than the wage that their labour market value.

Hence wage earnings remain the standard indicator of opportunity cost of time in both the economics literature in general [8-12] and the demand for physical activity literature in particular [2,6,13,14,31]. Another limitation is that sports and exercise was measured via questionnaire (i.e. self reports). Despite appropriate validity and reliability tests, the use of self reports to measure sports and exercise may be fraught with overestimation [57]. However, alternative approaches such as the use of objective measurements like accelerometers were not attainable within the logistical constraints of this study. Thus the application of the findings in this study ought to be treated with caution.

The findings on opportunity cost of time here provide an implication for policies to improve sports and exercise participation in England. The dominance of the income effect over substitution effect suggests that the introduction of economic incentives could improve participation levels of sports and exercise. Alternatively, given the potential offsetting effect of perceived benefits on the relationship between opportunity cost of time and sports and exercise, a policy recommendation could be to increase awareness about benefits from exercise via, for example, GP advice schemes. Such interventions have been shown to be cost-effective $[58,59]$. Yet, as the proxies may not be good measures of opportunity cost of time further research is needed to provide robust evidence on the relationship between opportunity cost of time and sports and exercise and inform policy.
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## APPENDIX. GROUPS OF DIFFERENT SPORTS ACTIVITIES

| Groups | Types of sports and exercise | Mean (SD) time per occasion of participation |
| :---: | :---: | :---: |
| Low time intensity | running/jogging | $10.7(18.0)$ |
| workout at gym/exercise bike/weight training | $14.5(19.6)$ |  |
| Moderate time intensity | Exercise (e.g. press ups, sits ups) | $7.5(24.3)$ |
|  | aerobics/keep fit/gymnastics/dance for fitness | $21.1(39.1)$ |
| High time intensity | Swimming | $21.3(34.3)$ |
|  | cycling | $22.3(40.5)$ |
|  | football/rugby | $23.7(20.7)$ |
| badminton/tennis | $26.8(30.3)$ |  |


[^0]:    *All authors declare that they have no competing interests.

[^1]:    *This specification was used because it provided the best fit for the regression models.

