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Abstract

A cohesive zone model is formulated to describe the mechanics of initiation

and propagation of cracks and the associated asperity degradation and nonlinear di-

lation along structural interfaces of quasi-brittle materials, such as concrete, rocks

and masonry, subjected to monotonic or cyclic loading. Using a two-scale ap-

proach, a cohesive-law is determined at each point of a smooth macroscale inter-

face by resolving a problem at the micro-scale for a representative interface area

(RIA), where the geometry of the asperities is modelled using three differently in-

clined microplanes. On each microplane a cohesive-frictional cohesive law is then
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used. In this paper, the finite depth of the asperities is accounted for by consid-

ering the progressive reduction in contact area between each couple of interfacing

microplanes for increasing opening (macro-scale) relative-displacement. Further-

more, the rupture of the asperities and associated flattening of the fracture surface

is captured by a progressive reduction of the inclination angles of the microplanes

in the RIA. Numerical examples are reported to assess the sensitivity of the shear-

stress slip curves and of the nonlinear dilation upon the geometry of the asperities

in the RIA. Numerical-experimental comparisons are then presented to illustrate

the predictive capability of the model in simulating granite rock joints subjected to

monotonic and cyclic shear loading and the concrete-bar interaction in a pull-out

test.

1 Introduction

Interface models are adopted in many engineering applications to simulate different

phenomena involving the de-cohesion and detachment processes. They are used, for

instance, to describe the adhesion of joined bodies, the interaction of heterogeneities in

composite materials, the opening of cracks for the evolution of potential fracture lines,

the response of fractured bodies, the formation of narrow bands characterized by high

strain gradients.

Interfaces are used at different scales; they are employed:

• at geological scale, to reproduce tectonic movements [23], by employing tech-

niques such as the X-FEM [37], or to simulate the joint propagation across layer

interfaces in sedimentary rocks [10];

• at structural scale, to predict the construction response as masonry buildings or

parts of them subjected to fractures due to different reasons in static [16] or dy-

namic [19] frameworks; to assess the effectiveness of strengthening by application

of FRP (fiber reinforced plastic) composites to structural elements [35];
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• at the scale of the largest particles in composite materials subjected to damage, to

evaluate the overall response in conjunction with homogenization processes, as

for instance in the case of masonry [22] or fibrous composite materials [24];

• at the nano-scale, to study the crack growth in layered nano-materials [36].

The nonlinear response of the interfaces is modeled applying the concepts of damage

mechanics, contact mechanics, plasticity and viscosity theories.

In the context of cohesive interfaces, damage plays the fundamental role of the in-

ternal variable governing the intensity of adhesion among the parts joined by the inter-

face [8]. The unilateral contact becomes important during damage evolution, i.e. during

the formation of microcracks along the interface. In particular, when microcracks coa-

lesce into a macrocrack, so that complete separation is possible among the joined parts,

very different responses occur at the interface when the interface mouths are open or

closed, inducing in the latter case a re-stiffening of the interface.

When damage is complete and the interface mouths are closed, sliding between the

surfaces of the interface can occur. Classically, sliding is assumed to be governed by

Coulomb’s law governed by a friction parameter. A review of interface models consid-

ering the coupling between friction, adhesion and damage [4, 21], with a discussion of

the most widely used cohesive zone models, has been presented in [20]. A strategy to

combine a contact algorithm and a cohesive approach has been also proposed in [30] to

model damage in masonry panels driven by interface debonding coupled with frictional

contact.

Sliding between interface surfaces can be accompanied by the dilatancy effect, i.e.

the presence of relative displacement in the direction normal to the interface. Dilatancy

can play a very important role in the overall response of a system including interfaces,

as in the case of fractured rocks. The literature concerning the specific issue of modeling

ditatancy and its rational derivation from micromechanical approaches is extensive.

In [18] a two scale model is proposed: at macroscopic level a constitutive law appli-
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cable to a large class of contact-friction problems is given; then, micro-level asperities

are considered, inducing interlocking and dilatancy. The degradation of the asperities is

also considered. For interfaces in geomaterials, a model able to consider the dependency

of dilatancy on the mean effective pressure was proposed in [5] while, more recently, a

micromechanical constitutive model for simulating the behaviour of fully formed cracks

in geomaterials accounting for roughness of the crack surface was proposed in [13]. A

constitutive law able to satisfactorily reproduce the mechanical response of interfaces

subjected to cyclic loading histories can be derived from elasto-plasticity theory. A

formulation of a constitutive model for cyclic loading histories leading to the opening,

re-closure and sliding accompanied by dilation or contraction was proposed in [31]. The

model is based on a micromechanical analysis of the interface considering the presence

of sawtooth asperities responsible for the dilatancy. A related numerical procedure was

also developed and implemented in a commercial computer code.

The problem of the stability of an assemblage of masonry elements interconnected

by dry joints subjected to unilateral contact, friction and dilatancy effects is approached

in [17]. It is assumed that the friction angle can be decomposed into two components,

one responsible for the dissipative response and one for the dilatancy; an analysis con-

cerning the possible states of equilibrium and displacement is presented. An interface

constitutive model accounting for the dilatancy phenomenon was proposed also in [14].

The model is based on a micromechanical kinematic conjecture in which distinction

is made between sliding strain and micro-slip strain; in particular, the latter is derived

considering spherical asperity interaction with variation of the contact area. A model

of an interface with micro-dilatancy was presented in [33], for studying the fiber-matrix

degradation of composite materials, based on a micromechanical model which takes

into account the role played by the interaction of asperities.

Several interface micromechanical mechanisms have been analyzed in [34], which

include damage and de-cohesion evolution, the interaction of primary and secondary

asperities, the asperity wear and the formation of a granular layer. Crack propagation in
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concrete dams was studied in [3] developing a damage-friction interface model which

account also for the possible water pressure effects, the unilateral contact and the dila-

tancy. The model is derived from a simplified micromechanical scheme. The friction

and the dilatancy effects are governed by two different angles and are formulated in a

phenomenological context. A thermodynamically consistent interface model, based on

damage and plasticity theories applied on the micromechanical idea given in [3], was

proposed in [32]. The model is mainly formulated to simulate the mechanical response

of the mortar in masonry material. Dilatancy is governed by two angles and is included

in a phenomenological way in the framework of a non-associativity rule.

A review of the literature reveals that dilatancy is reproduced developing microme-

chanical models or, more often, phenomenological approaches. Micromechanics has

the advantage of allowing a rational derivation of the phenomenon, but it can require

the use of quite simple schemes; on the other hand, phenomenological approaches often

can be more easily integrated in finite element codes.

In this paper an interface model is derived from a micromechanical analysis; the

model considers de-cohesion, unilateral contact, friction and dilation. The micro-model

is characterized by defining a representative interface area (RIA) with sawtooth asperi-

ties according to the scheme proposed in [25] and, more recently, discussed in [26].

The model is developed in a two-dimensional context and the RIA is defined with a

simplified, yet effective geometry consisting of three microplanes, one horizontal and

two inclined of equal and opposite angles, which are responsible for the dilation effect.

It is assumed that the three planes have the same area; the interface model given in [4]

is adopted for each plane.

Unlike the models in [25, 26], here the finite depth of the asperities is accounted

for in the formulation by enforcing equilibrium of the interfacing parts of the RIA in

the deformed configuration, so that the progressive reduction of the contact area for an

increasing opening displacement is considered.

Furthermore, the progressive reduction of the interlocking effect due to wear of the
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asperities and the consequent flattening of the surfaces at the micro-scale is also cap-

tured by the model through an exponential reduction of the inclination angle of the

microplanes of the RIA.

A sensitivity analysis with respect to the model parameters that represent the geome-

try of the asperities at the micro-scale is presented to better illustrate the model features.

Finally, the predictive capabilities of the model is shown by reporting the results of

the numerical simulation of granite rock joints subjected to monotonic and cyclic shear

loading, which were experimentally tested by Lee et al. [12], together with the simu-

lation of the pull-out test of a steel bar from a concrete block, which was carried out

experimentally by Shima et al. [28], and by comparing numerical results versus experi-

mental ones.

The paper is organized as follows. Section 2 describes the formulation of the model,

illustrating the main ideas and model assumptions to account for the finite depth of

the asperities and their progressive wear. Details of the implementations are reported

in Section 3. Section 4 reports the numerical results, starting from those of the sen-

sitivity analyses and, then, illustrating the model validation comparing the numerical

results with the experimental data obtained in [12, 28]. Finally, conclusions are drawn

in Section 5.

2 Model formulation

The main ideas and related key equations behind the model that is proposed are pre-

sented in this section.

Two-dimensional problems will be considered in which, within a body occupying

a domain Ω, an interface Γ is pre-defined, where a crack can initiate and propagate.

Accordingly, on Γ the displacement field is allowed to be discontinuous.

Following [25] and [26], the main features of the present formulation are:

• A two-scale approach is used: at the macro-scale the interface is assumed to be
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smooth, and indeed without loss of generality problems where Γ is a straight

line (Figure 1(a)) are considered; at the micro-scale, the actual geometry of the

asperities of the fracture surface is accounted for (Figure 1(b)).

• The macro-scale problem is solved numerically using a finite-element (FE) for-

mulation, with interface elements placed along Γ , and an appropriate nonlinear

solution scheme. The above assumption means that the details of the asperities do

not have to be captured by the spatial FE discretization.

• At the micro-scale the geometry of the asperities is simplified by assuming a

periodic pattern (Figure 1(c)), with a repeating unit made of a finite number Np

of straight microplanes, that will be referred to as the representative interface area

(RIA). In the applications considered in this paper Np = 3 and the RIA shown in

Figure 1(d) is chosen. Furthermore, the asperities are assumed infinitely stiff and

all the deformation of the interface within the RIA is defined by a unique relative-

displacement vector s. In this way, on each microplane k the macro-scale relative

displacement s is decomposed into mode-I and mode-II components depending

on the inclination angle θk of the microplane, and the corresponding local mode-I

and mode-II stress components are computed accounting for elastic damage and

friction using the model developed by Alfano and Sacco in [4].

• To link the two scales, at each integration point of each interface element of the

macro-scale model the cohesive law, which relates the relative displacement vec-

tor s to the interface stress σ, is determined by resolving the microscale problem

for the RIA.

• In order to use, on each microplane, an associated-type damage evolution law with

the use of a single damage variable in a neater and thermodynamically consistent

way, the same fracture energy in modes I and II are employed [26].
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Figure 1: Multiscale scheme: (a) flat macro-scale geometry; (b) geometry of the asperi-
ties accounted for at the micro-scale; (c) micro-scale geometry with simplified periodic
pattern; (d) representative interface area (repeating unit).

Figure 2: Details of the RIA showing the microplane numbers, 1,2 and 3, the local
({nk, tk}) and global ({N,T}) reference systems, the depth HN of the asperities and
the inclination angles the θk of microplanes.
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• At the macro-scale, the increase in fracture energy which is typically measured

for increasing mode-II/mode-I ratio is retrieved thanks to the interaction between

interlocking and friction captured by the multi-scale model.

The novel enhancements herein proposed are:

• The finite depth of the asperities is accounted for by taking into account the pro-

gressive reduction in contact area between each couple of interfacing microplanes

for increasing opening (macro-scale) relative-displacement (see Figure 3), up to

a point when the latter is larger than the assumed asperities depth, H , at which

point no interface stress is transmitted.

• The progressive degradation of the interlocking effect, due to the rupture of the

asperities and associated flattening of the fracture surface is captured by a pro-

gressive reduction of the inclination angles of the microplanes in the RIA.

Figure 3: Reduction in contact area along inclined microplanes depending on the open-
ing displacement sN = s ·N.

In the following subsection the essential features of the model proposed in [25] and

[26] are recalled. Subsequently, in Subsections 2.2 and 2.3 the two above mentioned

enhancements of the model are described in more detail.
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2.1 Interlocking interface model

The free energy per unit area Ψ is defined as the weighted sum of the free energies

associated with each microplane [25]:

Ψ =
Np∑
k=1

γkΨk (1)

where Ψk is the free energy per unit area of the k−th microplane, γk is its weight co-

efficient, and Np is the number of microplanes. Coefficient γk can be related to the

‘area fractions’ of the k-th inclined plane, which are defined as follows. Denoting by

AP the overall area of the RIA, by Ak the effective area of the k-th microplane, and by

A =
∑Np
k=1Ak the total area of all microplanes, the following relations hold

γk =
Ak
AP

= γ̂k
A

AP
(2)

where γ̂k =
Ak
A

is the effective area fraction of the k-th plane. Notice that, denoting by

APk the area of the projection of Ak onto the average interface plane, AP =
∑Np
k=1APk.

By definition of γ̂k, one has
∑Np
k=1 γ̂k = 1.

The macroscopic stress turns out to be expressed as the weighted sum of the contri-

bution of each microplane

σ =
∂Ψ

∂s
=

Np∑
k=1

γk σk where σk =
∂Ψk
∂s

(3)

2.1.1 Microplane constitutive law

The (specific) free energy on each microplane, Ψk, is written as follows:

Ψk(Dk, s, skf ) =
1

2
(1−Dk) (Kn s

2
kn +Kt s

2
kt) +

1

2
Dk

[
Kn 〈skn〉2− +Kt (skt − skf )2

]
(4)
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where skn and skt are the relative-displacement components in (local) modes I and II,

i.e. the components with respect to the local microplane reference system, Kn and

Kt are the elastic stiffnesses in modes I and II, skf denotes the inelastic frictional slip

on the damaged part of the microplane while 〈x〉− denotes the negative part of x. In

agreement with most of the cohesive-zone models proposed in the literature, Kn and Kt

are introduced in the form of penalty stiffness factors that must be not too high to avoid

ill-conditioning, yet sufficiently high to correctly capture the behavior of the undamaged

interface [2].

The local relative-displacement components skn and skt are related to the global

ones, sN and sT through a rotation matrix Rk:


skn

skt

 =


cos θk sin θk

− sin θk cos θk



sN

sT

 = Rk


sN

sT

 (5)

Differentiation of the local microplane free energy provides the local stress compo-

nents: 
σkn

σkt

 = (1−Dk)


Kn skn

Kt skt

+Dk


Kn 〈skn〉−

Kt (skt − skf )

 (6)

Using a Coulomb-like friction law the frictional slip skf on each microplane is the

solution to the following problem:



φk(skn, skt, skf ) = µKn 〈skn〉+ + |Kt (skt − skf )|

ṡkf = λ̇k sign (skt − skf )

λ̇k > 0 φk(skn, skt, skf ) ≤ 0 λ̇k φk(skn, skt, skf ) = 0

(7)

2.1.2 Damage evolution law

Damage evolution on each microplane is based on the law defined by Alfano and Cr-

isfield [2], which is in turn based on the bilinear relationships in pure modes I and II,

shown in Figure 4. In these relations s0n and s0t denote the damage-initiation relative
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displacements in modes I and II, respectively, while scn and sct denote the relative-

displacement values at which cohesion is lost. Given the peak stresses in modes I and

II, σ0n and σ0t, these are related to the scn and sct and to the fracture energies in modes

I and II, Gcn and Gct, by:

Gcn =
1

2
σ0n scn Gct =

1

2
σ0t sct (8)

Figure 4: Bilinear laws in pure modes I and II [2].

However, unlike the original model [2], here we build on the recent developments

presented by Serpieri et al. [26], where it is shown that to have an associated type of

damage evolution law, defined in terms of an equivalent relative displacement, the frac-

ture energies Gcn and Gct need to be taken equal, so that the subscripts c and t can be

omitted. More importantly, the assumption of a mode-independent value of the frac-

ture energy is supported by a valid physical argument: the fracture energies Gcn and

Gct only represent here the energy dissipation due to the rupture of bonds. Instead the

increase in the total (measured) fracture energy with increasing mode II/mode I ratio is

retrieved because of the interlocking effect and the associated additional dissipation due

to friction on the inclined planes. For the same reason, as also shown in [26], a unique

’ductility parameter’ η for mode I and mode II has to be used:

η = 1− s0n
scn

= 1− s0t
sct

(9)
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The damage evolution is then given by the following law:

Dk = max

{
0,min

{
1,

βk
η (1− βk)

}}
(10)

where

βk = max
history

√√√√(〈skn〉+
s0n

)2

+
(
skt
s0t

)2

(11)

Remark 2.1 It is worth noting that the above physical argument also implies that other

types of dissipation, e.g. due to plasticity, viscoelasticity, viscoplasticity, crack branch-

ing, are neglected here. This seems a reasonable assumption for the applications studied

in Section 4. In different cases, these further types of dissipation can be dealt with by

introducing additional internal variables and choosing appropriate evolution laws for

them, see e.g. [15] where such approach is used to develop a rate-dependent cohesive

model to simulate crack growth along viscoelastic interfaces.

Notice that, from equations (8) and (9) (see also Figure 4), it results:

Kn =
σ0n
s0n

=
σ2
0n

2 (1− η)Gc

=
2Gc

(1− η) s2cn
(12)

and

Kt =
σ0t
s0t

=
σ2
0t

2 (1− η)Gc

=
2Gc

(1− η) s2ct
. (13)

When (1), (2) and (4) are combined and Kn and Kt are expressed in terms of (12) and

(13), the resulting expression of the free energy is:

Ψ =
∑Np
k=1 γ̂k

A

AP

Gc

(1− η)

{
(1−Dk)

[ (
skn
scn

)2

+
(
skt
sct

)2
]

+ Dk

(〈skn〉−
scn

)2

+
(
skt − skf

sct

)2


(14)
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2.2 Modelling of the finite depth of asperities

The finite depth of asperities is accounted for following a rationale which is in several

respects similar to the extension of a structural model from infinitesimal displacements

to finite displacements: equilibrium is described no longer referring to the initial ge-

ometry of the mechanical system, rather referring to its current displaced configuration

which, with reference to a given point of the interface, is determined by the displacement

vector s.

In particular, with reference to the specific RIA used here, depicted in Figure 2, the

main idea is that, for the inclined microplane k (with θk 6= 0), the area in potential

contact in the deformed configuration is given by (see Figure 3):

Ak =

〈
HN − 〈s · n〉+

sin θk

〉
+

=

〈
HN − 〈sN〉+

sin θk

〉
+

= A0k

〈
1−

〈
sN
HN

〉
+

〉
+

(15)

where HN is the tooth height and A0k is the initial microplane area given by:

A0k =
H

sin θk
(16)

Substituting the expression (15) of the current contact area of plane k into equation (2),

the microplane area fraction is now given by:

γk =
A0k

AP

〈
1−

〈
sN
HN

〉
+

〉
+

= γ0kAg
(
sN
HN

)
(17)

where γ0k is the initial microplane area fraction whereas Ag is given by:

Ag(x) = 〈1− 〈x〉〉 (18)

and controls the geometrical contact decay.

Remark 2.2 Notice that, denoting by Ḡc the macroscopic fracture energy per unit pro-

jected interface area, parameters γ̂0k and Ḡc constitute an alternative, yet completely
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equivalent, set of material parameters which can be conveniently employed in place of

parameters γ0k andGc. Actually, in the light of the energy balanceAP Ḡc =
∑Np
k=1A0kGc

the macroscale and microscale fracture energy densities are related by:

Ḡc =
∑Np
k=1

A0k

AP
Gc =

∑Np
k=1 γ0kGc = A0

AP
Gc (19)

In view of (19) and (2) the following multiplying coefficients are equivalent and can be

interchanged in (14):

γ0kGc = γ̂0k
A0

AP
Gc = γ̂0kḠc (20)

In particular, when parameters γ̂0k and Ḡc are employed to specify the RIA material

properties, the overall expression of the free energy accounting for the finite depth of

asperities (obtained combining (14) with (17) and (20)) turns out to be:

Ψ =
∑Np
k=1

γ̂0kḠc

(1− η)
Ag

(
sN
HN

){
(1−Dk)

[ (
skn
scn

)2

+
(
skt
sct

)2
]

+ Dk

(〈skn〉−
scn

)2

+
(
skt − skf

sct

)2


(21)

Use of expression (21) is convenient when the overall macroscale fracture energy den-

sity Ḡc is among the known data and the microplane distribution and inclination has to

be deduced from the macroscopic dilation behavior of the interface.

2.3 Modelling of progressive interlocking degradation

Degradation of asperities is an important structural feature which is added to the inter-

face model in order to capture damage-induced decrease of the interlocking effect [9].

High precision laser profilometer measurements of the surface topography of fractured

rock surfaces provide evidence that the geometry of cracked surfaces consists of a mul-

tiplicity of asperities whose dimension ranges from macroscopic to microscopic scale,

and a strong correlation exists between the observation length-scale and the microplane

15



inclination [12]. This nature of the asperity distribution would more properly require

a statistical treatment [6, 7] . However, in the present work, to retain the deterministic

nature of the approach set forth in [4, 25] and keep the number of employed history

variables limited, a rationale similar to the one considered in [12] is followed.

Hence, progressive interlocking decrease originated in a microplane k due to asperity

degradation is addressed by the following exponential law:

θk = (θk0 − θkf ) e
− ζk
ζk0 + θkf (22)

which relates the current value of the microplane inclination angle θk to the frictional

work spent in sliding along the local tangential direction of the k-th plane since the

beginning of the analysis:

ζk =
∫
history

σkt dskf (23)

The quantities θk0, θkf and ζk0 are parameters defining the evolution of degradation

associated with the k-th microplane. In particular θk0 is the microplane inclination angle

at the beginning of the analysis, θkf is its value asymptotically approached when ζk

tends to infinity whereas ζk0 is a characteristic energy value that controls the rate of

degradation.

The effect of changes of θk due to interlocking degradation is a variation of the

rotation matrix relating the global frame and the local frame of plane k, while variations

of area fractions induced by change in θk are neglected in the current formulation and

coefficients γ̂0k are kept as constant parameters.

3 Numerical implementation

The interface model has been implemented in a finite-step time integration scheme fol-

lowing a procedure similar to the one adopted in [25]. While we refer the reader to these
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articles for the related details, here we focus on the differences, which are due to the fact

that the inclination angle and the area fraction here are not constant in time.

In particular, a time step from time t to time t + ∆t is considered and the discrete

counterpart of (3) is given by:

σt+∆t =
Np∑
k=1

γk,t+∆t σk,t+∆t (24)

Since the model is used as constitutive law of interface elements within a conven-

tional, displacement-based nonlinear finite-element analysis, the interface constitutive

problem is relative-displacement driven. Hence, at each iteration of the generic incre-

ment from time t to time t+∆t, trial nodal displacements result on each interface point

in (assigned) tentative relative displacements st+∆t.

From the assigned values of st+∆t, the new values for the area fractions γk are com-

puted. With these values and with the inclination angles θk fixed at the value at begin-

ning of the step, the solution algorithm presented in [25] is used. The updated value

ζk,t+∆t of ζk is then numerically computed as follows:

ζk,t+∆t = ζk,t + σkt,t (skf,t+∆t − skf,t) (25)

The tangent algorithmic interface stiffness Kt is obtained by differentiating Equation

(24) with respect to the assigned relative displacement st+∆t:

Kt =
∂σ

∂s
=

Np∑
k=1

(
σk ⊗

∂γk
∂s

+ γk
∂σk

∂s

)
(26)

where are quantities are evaluated at time t+∆t.

The vector term
∂γk
∂s

, which does not appear in [25] where the area fractions are

constant in time, is given by:

∂γk
∂s

= γ0k
∂Ag
∂x

∂x

∂s
, with x =

sN
HN

(27)
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where, on account of (18) and of the above expression of x:

∂Ag
∂x

=


1 if x ∈ [0, 1]

0 if x /∈ [0, 1]
and

∂x

∂s
=

1

HN


1

0

 . (28)

To evaluate the second term in the sum on the right-hand side of (26), let us first

notice that in Equations (24) and (26), the components of σk are to be evaluated in the

global reference system {N,T}, so it becomes:

σk =


σkN

σkT

 =


cos θk − sin θk

sin θk cos θk



σkn

σkt

 = RT
k


σkn

σkt

 (29)

where RT
k is the transpose of the rotation matrix in Equation (5). Differentiating one

has:

∂σk

∂s
=
∂RT

k

∂s


σkn

σkt

+ RT
k

∂

∂s


σkn

σkt

 (30)

The second term on the right-hand side is evaluated as in [25]. The first term, which

does not appear in [25] where the microplane inclinations are constant in time, is a

third-order tensor which is evaluated as follows:

∂RT
k

∂s
=
∂RT

k

∂θk

∂θk
∂ζk
⊗ ∂ζk

∂s
(31)

The first factor on the right-hand side is given by:

∂RT
k

∂θk
=

∂

∂θk


cos θk − sin θk

sin θk cos θk

 =


− sin θk − cos θk

cos θk − sin θk

 =

=


0 −1

1 0




cos θk − sin θk

sin θk cos θk

 = RT
π
2
RT
k

(32)

where RT
π
2

is the transposed rotation matrix evaluated for θk = π/2.
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The second factor in Equation (31) is obtained by differentiating (22):

∂θk
∂ζk

= −θk0 − θkf
ζk0

e
− ζk
ζk0 (33)

The third factor in Equation (31) is given by:

∂ζk
∂s

=
∂ζk
∂skt

∂skt
∂s

(34)

where, from Equation (23) one has:

∂ζk
∂skt

= σkT (35)

while (5) yields

∂skt
∂s

=


− sin θk

cos θk

 (36)

4 Numerical examples

The results of two sets of numerical examples are reported in this section.

Section 4.1 presents an assessment of the single point response of the proposed inter-

face model, including a sensitivity analysis with respect to parameters HN , θ0, θf and ζ0

and a model validation against the experimental results in [12] for pre-cracked granite

rock joints under monotonic and cyclic loading.

Section 4.2 then describes the nonlinear finite-element simulation of a pull out test

of a ribbed steel bar from a concrete cylinder, in which the proposed model has been

used as constitutive law for interface elements. For this application the model has been

calibrated and validated against the experimental results reported in [28].

The 2D RIA used is shown in Figure 1. The initial area fractions of the three mi-

croplanes are all equal, so that γ̂0k = 1/3 for all k = 1, 2, 3. The moduli of the initial

angle of the inclined microplanes have the same absolute value θ0, so that−θ01 = θ03 =
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θ0. Likewise, the final inclination angle that would be asymptotically reached on an

inclined microplane in case of full degradation is the same, being −θf1 = θf3 = θf .

However, during damage evolution, the initial symmetry of the RIE is generally lost

because degradation evolves independently on each microplane according to Equation

(23), so that in general −θ1 6= θ3. The intermediate microplane has a constant zero

inclination so that θ2 = θ02 = θf2 = 0.

4.1 Assessment of single point response

In all the sensitivity analyses the response of the interface model is evaluated in terms

of shear stress-slip and dilation-slip curves obtained when the slip, sT , is prescribed to

monotonically increase in presence of a constant normal compressive (i.e., negative)

stress σN .

4.1.1 Sensitivity to HN

Firstly we focus on the effect of the geometry of the asperities in absence of asperity-

related damage, so that the absolute values of the asperity angles remains fixed and

equal to θ = θ0 = θf . In this case ζ0 has obviously no effect.

Figures 5 and 6 show the results for θ = 45◦ and θ = 25◦. Each graph is generated

by sweeping parameter HN from 1 mm to 0.01 mm, while the normal stress is kept

constantly equal to σN = −0.2 MPa, and all remaining constitutive interface parameters

are set equal to those employed in [25], reported in Table 1. Parameters of Table 1 also

define the initial stiffness coefficients Kn and Kt according to relations (12) and (13).

σ0n [MPa] σ0t [MPa] Ḡc [KJ/m2] η [–] µ [–]

3.0 3.0 0.3 0.9 0.5

Table 1: Material parameters employed in sensitivity analyses to HN .

The dilation slip curves, Figures 5(b) and 6(b) , show that dilation attains a finite

value with an horizontal asymptote positioned below the threshold value set by HN .
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Figure 5: Response obtained for monotonically increasing slip, constant σN = −0.2
MPa and fixed θ = 45◦, under different HN values: (a) shear stress vs. slip (σT − sT );
(b) dilation vs. slip (sN − sT ).

As remarked in the related legends, Figures 5(a), 6(a) show that when HN is suf-

ficiently high, as expected, the present model recovers the same slip vs. shear stress

response of the infinite dilation model reported in [25], which corresponds to HN =∞.

Notice, in particular that the curves in Figures 5(a) and 6(a) for HN = 0.5 mm and HN

= 1.0 mm already overlap.

An increasingly concave softening branch is obtained as HN decreases with a lower

overall fracture energy. It can be observed that in Figure 5 the softening branch ap-

proaches a vertical tangent as HN tends to zero. Numerical instabilities for extremely

low values of HN were detected. The implemented code cannot handle a zero value of

HN since HN appears at the denominator of some of the implemented formulas. With
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Figure 6: Response obtained for monotonically increasing slip, constant σN = −0.2
MPa and fixed θ = 25◦, under different HN values: (a) shear stress vs. slip (σT − sT );
(b) dilation vs. slip (sN − sT ).

the current formulation and implementation an ideally flat surface has to be reproduced

by setting the interlocking angles to zero and HN to a finite small value. Further anal-

yses were performed setting θ = 0◦, and show that, irrespective of the value employed

for HN , all curves overlap and recover the standard response of the basic single plane

model of [4], in the absence of dilation.

4.1.2 Sensitivity to θ

Figure 7 shows the shear stress-slip and dilation-slip curves for HN = 0.025 and θ

varying between 0 and 45◦ with σN = −0.2 MPa and the other model parameters as in

Table 1. Asperity degradation is again excluded in these examples so that θ = θ0 = θf .
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In Figure 7(b) it is easier to appreciate that the dilation-slip curve starts with a neg-

ative slope and a small initial part where dilation is negative. This is because, initially,

dilation is negative due to the interface compliance under the applied compressive stress.

Positive dilation is then found for larger vaues of the prescribed slip.

It is also worth noting that when θ increases from 18◦ to 45◦ there is a significant

difference in the shear stress-slip curve whereas there is little change in the dilation

response.
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Figure 7: Response obtained for monotonically increasing slip, constant σN = −0.2
MPa , HN = 0.025 and varying θ: (a) shear stress vs. slip (σT − sT ); (b) dilation vs.
slip (sN − sT ).

4.1.3 Sensitivity to η

Parameter η controls the initial elastic interface stiffness according to relation (9), so

that the closer to unity is η, the stiffer the interface, with infinite stiffness reached in the

limit of η = 1.

Figures 8(a) and 8(b) respectively show the shear-slip and the dilation-slip curves for

different values of η ranging from 0.7 to 0.999, for θ = θ0 = θf = 25◦, HN = 0.5,

σN = −0.2 MPa and all the other material parameters as in Table 1. The figure shows

that dilation asymptotically approaches HN in the limit of an infinitely stiff interface

(η = 1).
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Figure 8: Response obtained for monotonically increasing slip, constant σN = −0.2
MPa , HN = 0.5 and varying η: (a) shear stress vs. slip (σT − sT ); (b) dilation vs. slip
(sN − sT ).

4.1.4 Sensitivity to θ0, θf and ζ0

A second group of sensitivity analyses has been carried out to assess the dependency of

the interface model to the initial microplane angle θ0, the (asymptotic) final angle θf and

the characteristic energy value ζ0 controlling the rate of the asperity wear in accordance

with Equation (22).

Table 2 reports the constitutive parameters kept fixed in these analyses. Notice that

Ḡc is set equal to a negligible value to separate the role of cohesion from that played by

the inclination angle, which physically reproduces the case of a pre-fractured interface.

Figure 9 shows the shear stress-slip and dilation-slip curves obtained, under constant
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σ0n [MPa] σ0t [MPa] Ḡc [kJ/m2] η [–] µ [–]
0.025 0.025 0.0005 0.99 0.5

Table 2: Material parameters employed in the analyses of the sensitivity to asperity
degradation.

confinement pressure, σN = −0.2 MPa, for ζ0 = 20 kJ/m2, θf = 7◦, HN = 5 mm and

θ0 varying between 15◦ and 50◦.
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Figure 9: Response for monotonically increasing slip, for σN = −2 MPa, ζ0 = 20
kJ/m2, θf = 7◦, HN = 5 mm and θ0 varying between 15◦ and 50◦: (a) shear stress vs
slip; (b) dilation vs. slip.

In Figure 10 the initial asperity angle is kept fixed to θ0 = 30◦ while θf is swept

between 0◦ and 30◦. The other model parameters are ζ0 = 20 kJ/m2, σN = −2 MPa and

HN = 1 mm.

It is interesting to observe that, as expected, the shear stress-slip curve obtained

for θf = θ0 = 30◦ recovers a horizontal inelastic branch while, for θf = 0, dilation

asymptotically tends to zero. This last condition is suitable to model interfaces subjected

to complete crushing and abrasion of asperities.

The sensitivity of the response to ζ0, which is closely related to asperity toughness

and geometry, is shown by the results in Figure 11, obtained for θ0 = 30◦, θf = 7◦,

σN = −2 MPa, HN = 2 mm and ζ0 varying.

Figure 11 reveals that by increasing ζ0 from 1 to 104 kJ/m2 the slip at complete

asperity degradation changes from the range of millimeters to the range of centimeters.
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mm, θ0 = 30◦, ζ0 = 20 kJ/m2 and θf varying: (a) shear stress vs. slip curves; (b)
dilation vs. slip.

The value assigned to ζ0, for a given interface, can be calibrated according to the

size and toughness of the asperities. For instance, in Subsection 4.1.5 ζ0 is calibrated

accounting for the asperities present in granite rock pre-cracked joints, while in Sec-

tion 4.2 this energy parameter is calibrated on account of the experimentally observed

bond-slip curves where asperity degradation is due to crushing and shearing of concrete

between the ribs.
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Figure 11: Response for monotonically increasing slip, θ0 = 30◦, θf = 7◦, σN = −2
MPa, HN = 2 mm and ζ0 varying: (a) shear stress vs slip; (b) dilation vs slip.
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4.1.5 Single-point behavior under cyclic response with asperity degradation

The single-point behavior under cyclic response is analyzed in this next group of ex-

amples, in presence of asperity degradation. Firstly, a typical cyclic response obtained

with the proposed model is shown in Figures 12a-12c for a cyclic slip history, with

HN = 5.0 mm, ζ0 = 20.0 kJ/m2 and the remaining parameters equal to those of the

previous example of Figure 11.
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Figure 12: Responses under cyclic loading with the model parameters as in the case of
Figure 11: (a) prescribed slip history; (b) shear stress response and (c) dilation response.
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Next the predictive capabilities of the single-point response are validated against the

experimental results for the granite joints tested by Lee et al. [12], for which material

parameters used in the simulations are calibrated as follows:

1. Since all tested joints were pre-fractured, Ḡc, σ0n and σ0t are set to negligible

values.

2. Considering the relatively small sensitivity to η revealed in Figure 8 for η > 0.9 a

value of η = 0.99 was taken.

3. The friction coefficient µ is taken equal to the value µ = 34.6◦ measured by Lee

et al. [12] on smooth granite joints made by saw-cutting. The close correlation

shown in Figure 13 between the experimental shear stress-slip curve under cyclic

loading reported in [12] and the curve numerically obtained with our model with

µ = 34.6◦ and θ = θf = 0 represents a first element of successful validation of

the model in terms of simulation of friction.
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Figure 13: Comparison between the experimentally measured [12] and our numerically
obtained shear stress-slip curves for smooth granite joints subject to cyclic testing.

4. Parameters HN and θf are then calibrated by numerically curve fitting with the

proposed model the shear stress-slip and dilation-slip curves experimentally ob-

tained by Lee et al. [12] during the second cycle and reported in Figure 14(a) and

14(b), respectively, resulting in HN = 4 mm and θf = 9◦.
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Figure 14: Experimental (dotted lines) and numerical (solid lines) shear stress-slip and
dilation-slip curves for the rough granite joints tested by Lee et al. [12] during the first
(a) and (b) and second (c) and (d) cycle.

5. Finally, θ0 and ζ0, are calibrated by curve fitting the shear stress-slip curves in

Figures 14(a) and 14(b) relative to the first cycle, resulting in θ0 = 30◦ and ζ0 =

6.666 N/mm.

Ultimately, a satisfactory correlation is obtained for all curves of Figure 14 with a

single set of parameters, which provides a good validation for the proposed model in

absence of initial cohesion. The only feature not adequately captured by the model

response is the reduction in the initial stiffness at the beginning of the second half (i.e.

during reverse loading) of the first loading cycle.
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4.2 Pull-out test of a steel bar from a concrete block

In this subsection the interface model is employed in a structural analysis to simulate

the pull-out test of a ribbed steel bar from a cylindrical concrete specimen carried out

by Shima et al. [28]. This test is selected as a benchmark among many pull-out tests

documented in the literature essentially for two reasons. Firstly, the geometrical regu-

larity of the ribs employed in these experiments and their axial-symmetry well fits the

geometrical assumptions of the model. Secondly, the relatively large dimensions of the

concrete specimen, as well as the insertion of a clay sleeve with very small adherence

in an initial part at the loaded end of the steel bar, prevents the formation of splitting

cracks and results in negligible concrete damage or plasticity, except in a thin region

immediately adjacent to the steel bar and its ribs.

The pull-out test has been simulated in an axial-simmetric finite-element analysis

with the code ABAQUS [11] modelling the response of such thin region with the pro-

posed cohesive model, which was implemented as a user-subroutine (UMAT).

4.2.1 Test set-up

The experimental apparatus is schematized in Figure 15. A SD30-steel bar of diameter

D = 19.5 mm is placed at center axis of a cylindrical concrete block. An initial 10D-

long (195 mm) region with weakened bond is created in the vicinity of the loaded end of

the bar, by inserting a clay sleeve surrounding the bar, in order to avoid concrete damage

and splitting at the top end of the concrete block. Below this region the steel-concrete

bond is full. The load has been quasi-statically applied by prescribing the displacement

of the top end of the bar up to a maximum value of 5.2 mm. The primary measured

quantities are the top-end bar displacement, the pull-out force and the strain along the

bar. The latter has been measured using pairs of 5 mm strain gauges, each pair placed

diametrically opposite to each other and, along the bar, regularly spaced with a distance

of 49 mm between each pair.

The nonlinear response during the test is the concurrent result of two different dam-
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Figure 15: Experimental set-up [28].

age mechanisms. The first is the loss of cohesion, followed by contact loss, between

the bar and the surrounding material, originated by the transverse restriction in the bar,

due to longitudinal deformation and yielding. A second damage mechanism is the local

wear and crushing of asperities in close proximity of the bar ribs.

Both these phenomena predominantly take place at the upper clay-bar interface where

the bar yields and where slip is one order of magnitude larger than in the lower part of

the bar, where concrete is subjected to much lower slip and the bar remains in the elastic

range.

4.2.2 Finite-element model

A two-dimensional axial-symmetric finite-element model has been used for the simula-

tion. A structured mesh of 4-noded fully-integrated axial-symmetric elements (named

CAX4 in ABAQUS) is used for the steel bar and the concrete block with an element size

of approximatively 5 × 5 mm2. On the clay-bar and concrete-bar interfaces, 4-noded

axial-symmetric interface elements (named COHAX4 in ABAQUS), with approximate
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element size of 5 mm, have been used. Details on the number of elements are reported

in Figure 15.

For concrete, a linear elastic material model is employed in consideration of the

negligible damage and plasticity found in the experiments. For the steel bar a small-

strain von Mises elasto-plastic material model with nonlinear isotropic hardening has

been used, in order to reproduce the significant excursion in the plastic range of the bar

in proximity of the loaded end.

The concrete and steel material properties used in the simulation are based on the

data on these materials given in [28] and are reported in Tables 3 and 4. In particu-

lar, the Young’s modulus, Ec, and Poisson’s ratio, νc, of concrete were obtained using

the correlations suggested by the Italian code of practice [1], considering an average

cylinder strength fc of 19.6 MPa [28]. For steel, the Young’s modulus, Es, the Pois-

son’s ratio, νs, the first yield strength, fy, and the total strain corresponding to the onset

of hardening after the initial plastic plateau, εh, are reported in [28]. The complete

isotropic-hardening curve reported in Table 4, relating the hardened yield strength σy to

the equivalent plastic strain εpeq is taken from the uni-axial stress-strain curve reported

in [28].

Ec [GPa] νc [-] Es [GPa] νs [-] fsy [MPa] εh [-]
2.621 0.2 190.0 0.3 350 0.0165

Table 3: Material properties employed for concrete and steel.

σy [MPa] 350 350 360 390 400 410
εpeq [-] 0.0 0.0146 0.0164 0.0206 0.0224 0.0242

σy [MPa] 415 427 433 444 450 460
εpeq [-] 0.026 0.0278 0.0292 0.0314 0.0352 0.038

Table 4: Representative hardened yield strength values vs corresponding equivalent
plastic strain values in the isotropic-hardening curve.

To reproduce the local interface response at the concrete-bar cohesive zone and at

the clay-bar cohesive zone, the present model has been used employing for these two
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cylindrical surfaces different mechanical parameters to account for the significantly dif-

ferent asperity geometry and damage evolution determined by the different mechanical

properties of clay and concrete.

The following rationale was used to calibrate the model parameters on both the clay-

bar and the concrete-bar interfaces. In agreement with [26] the following conditions

are set σ0n = σ0t = σ0. For both interfaces η has been taken equal to 0.995 to obtain

an interface stiffness high enough to well simulate the initial undamaged response, yet

avoiding ill-conditioning. Furthermore, in this range the sensitivity of the structural

response obtained to η was found to be negligible, in agreement with [2, 27].

To account of the much larger scratch resistance of steel, compared to concrete and

clay, for both interfaces θf was set to 0 degrees. Physically this can be interpreted as as-

suming that the asperities in concrete and clay can be almost or completely smoothened

at full asperities degradation.

For the concrete-bar interface, based on the data on the geometry of the bar ribs

reported in [29], the values θ0 = 45◦ and HN = 1.5 mm were set.

Numerical sensitivity analyses have revealed a predominant influence of the clay-bar

interface parameters on the overall response and a less pronounced influence of the pa-

rameters of the concrete-bar interface located in the interior region. This influence is ex-

pected, since the clay-bar region is next to the loaded end and since this zone is weaker.

However, since no data on the clay material properties are provided in [29], the remain-

ing parameters were determined by curve fitting the primary data reported [29], namely

(i) the pull-out stress vs top-end displacement-to-diameter ratio and (ii) the point-wise

strain profiles measured by the strain gauges placed along the bar. These experimental

data are reported in Figure 16 (dotted curve) and 17 (markers), respectively.

For the clay-bar interface, curve-fitting of the first branch of the load-displacement

curve in Figure 16, corresponding to a displacement-to-diameter ratio, s/φ, up to a value

of 0.05, provided σ0 = 0.5 MPa and Ḡc = 0.05 N/mm.

The remaining parameters were determined by curve fitting the experimental points
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in Figure 17 and the second part of the curve in Figure 16, corresponding to a ratio s/φ

in the range [0.05, 0.4]. The resulting parameters are collected in Table 5.
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Figure 16: Numerical-experimental comparison. Pull-out stress plotted versus the ratio
of the applied displacement at the loaded end to the diameter.
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Figure 17: Comparison of measured axial strain (markers) and computed bar axial strain
(lines) for different loading levels.

Figures 16 and 17 show overall good overall correlation between numerically pre-

dicted and experimentally measured data. These results in conjunction with the good
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σ0n=σ0t Ḡcn = Ḡct η µ θ0 θf HN ζ0
[MPa] [N/mm] [-] [-] [ deg.] [ deg.] [mm] [N/mm]

Concrete-bar 1.0 0.1 0.995 0.7 45.0 0.0 1.5 33.3
Clay-bar 0.5 0.05 0.995 0.6 1.75 0.0 0.5 33.3

Table 5: Concrete-bar and clay-bar interface material parameters.

correlation obtained for the pre-cracked granite joints, can be considered as an overall

successful validation for the proposed model.

5 Conclusions

A new cohesive-zone model, in which de-cohesion, friction, dilation and surface wear

are captured with simplified, yet effective micro-mechanical assumptions within a two-

scale formulation, has been presented, discussed and validated. With respect to previous

work, which this development build on, the possibility of accounting for the finite depth

of the surface asperities and for their progressive wear and rupture have been introduced

in the model and an extensive numerical investigation has been presented to demonstrate

the validity of the proposed approach.

The effectiveness of the proposed model lies in two main features: (i) the model

requires the identification of a relatively small number of parameters; (b) each of these

parameters has a very clear physical meaning, which also makes it easier to identify

them with solid engineering arguments, such as those used in the applications presented

in this paper; (c) the model captures the essential processes that contribute to the en-

ergy dissipation during crack initiation and propagation in cases where plasticity, visco-

plasticity, visco-elasticity and crack branching are negligible.

To demonstrate the effectiveness of the proposed model the results of a number of

numerical simulations were described and discussed in detail. A sensitivity analysis of

the model to the key parameters describing the surface geometry at the micro-scale and

its evolution as a result of wear and rupture of the asperities has first been documented.

A validation of the single-point response predicted by the model, in absence of initial
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cohesion, against the experimental results by [12] was then reported. The calibration

procedure used to identify the model parameters in this case was described in detail and

discussed.

Finally, the capability of the model to provide accurate predictions of structural prob-

lems including interfaces with initial cohesion is assessed by simulating the pull-out

test of a mild-steel bar from a concrete cylindrical block made and reported by Shima

et al. [28]. Again, the rationale used to identify the model parameters is explained in

detail.

While the model is of course not able to capture all the complex damage processes

occurring at the micromechanical scale, the numerical results demonstrate that it cap-

tures all the qualitative aspects of the dissipative processes simulated, with a quantitative

accuracy that appears satisfactory, also considering the overall uncertainty that affects

some of the experimental measures during the test.

The good compromise between sound physical foundations and richness of the re-

sponse, on the one hand, and the limited number of parameters and their clear physical

meaning, on the other hand, suggest that the proposed model has high potential to be

employed as an effective and versatile tool in many engineering problems.

Further research aiming to increase the applicability, accuracy and robustness of the

model should address a number of points. While the simplicity of the micromechanical

assumptions, and in particular of the RIA used here, are an advantage as discussed

above, the possibility of enriching the model with additional details such as a statistical

distribution of the depth of the asperities and inclination of microplanes is probably one

of the first points worth to be addressed. Furthermore, for more systematic applications

to real-life and industrial problems, research work is needed to devise standard, and

most likely problem-dependent, testing procedures for the identification of the model

parameters. The extension to three-dimensional cases is another important aspect which

requires future efforts.
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