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This paper presents a novel approach to social data analysis, exploring the use of microblogging to man-
age interaction between humans and robots, and presenting and evaluating an architecture that extends
the use of social networks to connect humans and devices. The approach uses natural language process-
ing – in the form of simple grammar-based techniques – to extract features of interest from textual data
retrieved from a microblogging platform in real-time and generate appropriate executable code for the
robot. The simple rule-based solution exploits some of the ‘natural’ constraints imposed by microblog-
ging platforms to manage the potential complexity of the interactions and create bi-directional commu-
nication. In order to evaluate the developed system, an analysis of real-time, user-generated social media
data is presented. The analysis demonstrates the feasibility of producing programmes from the social
media data which lead to executable actions by a front-end application – an approach of immediate rel-
evance to web-based systems, like question–answering engines, personal digital assistants, and smart
home/office devices.
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1. Introduction generated in real-time by users of a social media platform, in order
Electronic communication networks permeate many aspects of
our daily lives, offering what now approaches anytime, anywhere
access to the internet, supporting inter-personal communication
in a range of forms, and allowing individuals to freely create and
share content through multiple platforms without requiring cod-
ing skills. This content consists of vast amounts of natural language
data, providing an unprecedented insight into human social behav-
iour, sentiments, opinions and expertise on a global scale, creating
a wealth of new opportunities for Natural Language Processing
(NLP) research, with immediate implications for business and com-
merce. This new territory, however, also poses challenges for NLP,
as the analysis of massive, heterogeneous, unstructured and noisy
data in real-time is a formidable task for existing approaches.

In response to the new challenges and opportunities, the paper
presents an architecture for social data retrieval and analysis using
NLP techniques. While recognising the immense value of machine-
learning algorithms, it develops the argument that a simpler rule-
based solution that leverages some of the ‘natural’ constraints
imposed by the communication medium itself can also yield prom-
ising results. The paper uses a robot as a proof-of-concept system
to which the architecture is tuned. It includes the analysis of data
to assess the performance of the approach. At the same time, the
particular front-end application allows for a unique use scenario;
in which the social media data from the user is not only analysed,
but also acted upon, and, most importantly, new data (in the form
of system responses) is shared through the same platform. As such,
the present paper adds a dimension to social data analysis, using it
for event detection as well as event generation and, as a result,
supports bi-directional communication. In addition, the field of
human–robot interaction is interesting in its own right, and related
research focuses on aspects such as intuitive interfaces and user
perceptions. So, the paper ultimately aims to present and evaluate
an architecture that extends the use of social networks to connect
humans and machines.

As argued above, advances in computer and communication
technologies have simplified and, at the same time, enriched inter-
actions between users and between users and systems. Robots, on
the other hand, are still relatively inaccessible to most people since
communication with them commonly requires knowledge of pro-
gramming languages or training in the use of complex applications.

The most natural way for humans to communicate and interact
is, of course, through spontaneous forms of communication such as
speech, so it is unsurprising that there has been an increasing
interest in translating natural language instructions given by peo-
ple into actions carried out by machines (see, for example, the IBL
[27] and the DiaSpace projects [42]). So far, research based on
these human-oriented approaches to human–machine interaction

https://core.ac.uk/display/29140331?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://crossmark.crossref.org/dialog/?doi=10.1016/j.knosys.2014.05.009&domain=pdf
http://creativecommons.org/licenses/by/3.0/
http://dx.doi.org/10.1016/j.knosys.2014.05.009
http://creativecommons.org/licenses/by/3.0/
mailto:stasha.lauria@brunel.ac.uk
mailto:james@jsutton.co.uk
http://dx.doi.org/10.1016/j.knosys.2014.05.009
http://www.sciencedirect.com/science/journal/09507051
http://www.elsevier.com/locate/knosys


D. Bell et al. / Knowledge-Based Systems 69 (2014) 64–77 65
has focused on using either speech or graphical techniques to
instruct robots to perform tasks. However, speech-based interfaces
suffer from inadequate speech recognition accuracy in real-world
environments, and graphical control, while valuable in multimodal
interfaces, typically requires learning in order to use it. Thus, this
paper argues that the pervasiveness of networks and the popular-
ity of specific communication platforms offer opportunities for
human–machine interaction at a distance, in near real-time.
Specific social networking applications, for example, provide
software platforms that use natural language, albeit with some
restrictions, and allow the connection in near real-time of individ-
uals and devices (in machine form). This paper will explore the
potential of a sub-class of social networking applications – microb-
logging sites – to be used as a platform for human–machine
interaction.

The work reported in the paper will demonstrate how social
networks and robotics can be brought together in a way that would
allow any naive user to control a robot using simple natural lan-
guage commands. The simplicity with which messages may be
exchanged, combined with the ubiquitous nature of microblogging
clients, makes this a communication method that can be seen as a
hybrid of instant messaging and status notification and therefore
ideal for near real-time applications. The microblogging platform
used in the work also means that the exchange can be bi-direc-
tional, allowing the robot to message, or enter into dialogue with,
the user to clarify any problem that occurs. When seen in combina-
tion with the immediacy of the microblogging application, this
offers the opportunity for users quickly to become involved in a
range of tasks with the robot and confidently to embark on
complex activities. In particular, robots can be connected to the
wireless home/office network and controlled through handheld
devices or computers remotely, in order to perform tasks such as
household chores, intelligent teleconferencing, movement and
intruder detection, and pet and plant care.

The remainder of the paper is organised as follows. In Section 2,
we provide a general discussion of microblogging platforms and
their potential in this area, introduce the specific platform used
in the work (Twitter), and briefly explore existing research in the
area of robotics and social networking. Section 3 describes the gen-
eral architecture that constitutes the proposed human–machine
interaction approach. Section 4 discusses the results of the system
evaluation study that involved real users. Finally, Section 5 pre-
sents conclusions drawn from the work and identifies areas for
future research.
2. Background

In this section, key aspects related to the proposed architecture
are presented. In particular, the microblogging service used in the
work is briefly discussed and the reasons for its adoption pre-
sented. Another element of the approach developed and reported
in this paper is the use of social networks in robotics, necessitating
a brief background review of relevant work in this area to inform
the research activity. This leads to a discussion of work related to
event detection tasks, before moving onto event generation tasks,
which frames the original aspects investigated in this paper.
1 https://business.twitter.com/twitter-101.
2 http://who.is/website-information/www.twitter.com.
2.1. The microblogging platform

Various studies (see, for example, Java et al. [20]) have investi-
gated the uses of microblogging platforms, with coordinating
social activities, seeking or sharing information, and reporting
news being among the most popular. Analysis of these studies sug-
gests that much of the existing research on textual information
processing (or text mining) has been focused on event detection.
The tasks that have been addressed using text mining from
microblog postings include: sentiment analysis; classification of
messages into categories; clustering of messages; and identifica-
tion of trending topics. For example, Petrovic et al. [37] attempt
to detect whether users discuss any event that has never appeared
before on a microblogging platform (Twitter); and in Sakaki et al.
[39], the authors analyse messages on the same platform to detect
critical events like earthquakes. In such cases, the researchers for-
mulate event detection as a classification problem. By searching for
specific keywords, they have been able to successfully classify
tweets (the messages broadcast via Twitter) into a positive or a
negative event, showing that limited Natural Language Processing
(NLP) techniques can be useful in domain-specific contexts owing
to the constraints imposed on, and features offered to, the user by
the social media format.

Twitter was chosen as the communication platform used in this
research for several reasons. First, it is one of the most commonly-
used social networking services on the internet. Since the first
‘tweet’ – the name for the maximum 140-character messages sup-
ported by the platform – was sent in 2006, Twitter has amassed
over 200 million active users and, on average, 340 million tweets
are sent each day.1,2 Another key reason for using Twitter in this
research is the immediacy of messages sent on the platform. Twitter
streams consist of short messages sent to other users in near
real-time. Messages may be used to broadcast to a wide range of
subscribed users (followers) or narrowcast, as a one-to-one commu-
nication, using a direct message [11]. Twitter is also very low-
bandwidth, making it easily accessible across a wide range of
networks including those used with mobile/cell phones, and is avail-
able across fixed and mobile platforms (personal computers, tablets,
smartphones). Twitter is even usable with older mobile phones
without web access, since SMS messages sent to Twitter can act as
tweets. In addition, Twitter has a simple interface and is basic in
its design, making it easy for inexperienced users to gain an under-
standing of how to use it. This means that anyone with access to a
mobile phone or Internet-connected device can use Twitter and
could, in the context of our work, communicate with a remote device
such as a robot.

Given that Twitter is relatively ‘young’, there is little scientific
data about how it affects language use and how it compares with
other (more established) electronic media of communication. Of
note, though, is the study by Hu et al. [18] which analysed and
compared large language corpora obtained from Twitter, SMS,
online chat, emails, Blogs, online magazines and a news website.
Compared to SMS and online chat, the language produced over
Twitter was found to be more standard, formal and factual. The
authors reported that Twitter closely resembles written language
norms (such as the ones observed in online magazines and news
sites), while sharing the brevity, immediacy and interactivity of
SMS and online chat. This evidence challenges expectations that
the language data generated on Twitter is highly ungrammatical
and idiosyncratic; it, in fact, sets Twitter apart as a unique social
media/CMC platform. Based on these findings, it could be argued
that these inherent characteristics of language use on Twitter
(interactive, constrained but, at the same time, relatively fluent
language) combined with Twitter’s ubiquity and cross-platform
accessibility over the web essentially render Twitter an excellent
platform for controlling computers or devices through natural
language. In effect, the present study develops the argument that
users will naturally adapt to the platform and produce simple,
concise and clean input for the robot, without the necessity to
consciously adapt to the robot.

https://business.twitter.com/twitter-101
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Moreover, Twitter offers a more active and conversational form
of communication than other forms of blogging and, as such, it may
attract more interest-driven participation. Because previous
research suggests that people will treat a robot with the same
social conventions that they would a human (see, for example,
Kidd and Breazeal [22]), Twitter can then be seen as offering a
platform for computer-mediated communication between human
and robot. An unresolved question, though, is whether such a
computer-mediated medium creates or removes obstacles for
successful communication when compared with the face-to-face
communication (i.e., direct or ‘medium-less’ control of robots).

While it has been argued, and empirically demonstrated, that
computer-mediation can create obstacles for successful communi-
cation in other contexts, there is also a substantial amount of evi-
dence that the impact of the resulting obstacles on media choice
and task outcomes is uncertain (see Whittaker [48], for a review).
Nevertheless, models, such as the Social Expansion Theory devel-
oped by Carlson and Zmud [6] and the Compensatory Adaptation
Theory proposed by Kock [24], have argued that the repetitive
use of a communication medium to accomplish a particular task
is likely to lead over time to that medium being perceived as richer
than before, notably because users adapt to what they perceive as
the medium’s initial lack of richness [24]. Further, Rhoads [38] has
suggested that planning can improve as a result of a better under-
standing of the advantages and limitations of computer-mediated
communication, leading to users more effectively implementing
virtual strategies.

More specifically, in [13], research on communication mediated
through text-based collaboration found no adverse effects of a spe-
cific text-based collaboration technology, instant messaging, on
team performance in a simulated command and control task, lead-
ing to the conclusion that teams restricted to text-based collabora-
tion performed the task as well as teams who could communicate
orally. Teams restricted to text-based collaboration also provided
similar ratings of their workload and situational awareness to
those given by teams that communicated directly (i.e., orally).

Although, then, there is evidence that perceived obstacles
arising from computer-medicated communication may not cause
significant difficulties, to the best of our knowledge there is no
experimental evidence that the arguments will hold in the context
of a microblogging service like Twitter being used as the mediating
platform for human-robot interaction.

2.2. Social networks and robotics

Indeed, the literature on the use of social networks to commu-
nicate with robots or similar artificial devices is still scarce. One
notable example which is similar to the approach discussed in this
paper can be seen in Ma et al. [33], where a system was devised
that allowed a number of robots to be given instructions via SMS
(Short Message Service), The Microsoft Network (MSN) Instant
Messenger application, Facebook, and an online calendar applica-
tion. In this study, the robots were given single tasks to accomplish
(e.g., ‘vacuum the floor’ or ‘check if a window is closed’). Although
complex tasks, they were from a set pre-defined by the designer so
there was limited control over what the robot could accomplish.
The system used a combination of listeners (connected to MSN
or Facebook), a message processor and a task dispatcher, as well
as a response element to allow a user with an Internet connected
device or mobile phone to request that the robot carry out an
action. Along with potential complexities that might be encoun-
tered by naïve users in using some of the applications involved
[45], it is not clear whether each message could include more than
one instruction to be executed by the robot. Finally, the system did
not allow bi-directional communication since no available feed-
back was provided from the robot to the user.
Another allied example of social networks and robotics is seen
in a short video from Takashi Ogura.3 In the video, a developer
has connected a small humanoid robot to an Arduino microproces-
sor, which is in turn connected to his computer and then Twitter.
The user can be seen sending simple commands to the robot via a
Twitter feed (e.g., ‘@Tweetnoid do motionName1 motionName2’).
However, little information is provided about how the developer
accomplished this task, and it appears that the system looks for
pre-set keywords separated by a space and does not actually trans-
late the language into runtime code for the robot. For instance, when
the command ‘@Tweetnoid do hello’ was sent, the system identified
the keyword ‘hello’ and then made the robot move its arm. As with
the previous example, it is also unclear whether the system allows
bi-directional communication.

Though these examples have limitations, they demonstrate that
Twitter can be considered more than a human-to-human social
activity tool, and that it may also be used a means of communica-
tion between people and devices.

2.3. Event detection tasks

The way in which such communication – through social media
retrieval and analysis – is coordinated tends to be focused on event
detection tasks based on language processing techniques. For these
purposes an event can be defined as something that happens at a
given place and time; therefore, the presence of participant, place,
and time information could determine the existence of an event in
the textual message [44]. Examples of events could be physical
events, such as natural activities (e.g., earthquakes, riots, etc.), or
abstract events, such as feelings and sentiments. Further, users
can be defined as sensors or agents and tweets as sensory values.
In other words, the user functions as a sensor of the event. If the
user sends a tweet about an event, then the user is returning a
positive value. A tweet can therefore be considered as a sensor
reading and, as also discussed in Sakaki et al. [39], this is a crucial
assumption enabling application of various methods related to
sensory information.

Following these assumptions, the event detection problem can
be reduced into detecting the pre-defined object and its location
estimation. To detect events, language processing techniques are
usually applied to filter messages, discarding those that are irrele-
vant, and analyse the identified, relevant tweets that contain the
required information. In order to process tweets, researchers either
use off-the-shelf trained NLP tools, normally used for analysing for-
mal text (i.e., speech tagging and statistical methods of extraction),
or they ‘retrain’ existing techniques to handle the informal text
that tends to be found in tweets. Such retraining is necessary
because, in general, NLP tools are designed to process edited texts
(such as news articles and documents) and therefore perform
poorly when applied to what is found in the Twitter text domain,
owing to the noisy, unique and often informal style of tweets.
The retraining, therefore, usually requires the annotation of large
datasets, which is costly.

2.4. Event generation tasks

However, little work has been done on event generation in a
social Web media context. Within this framework, events are
generated by actuators (instead of events being detected by
sensors). In line with the detection assumptions, if robots are
defined as actuators or agents, the event generation problem can
then be reduced into the object identification and its mapping into
sequence of actions, time and location estimation. Language
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processing techniques are therefore applied to filter out the irrele-
vant messages, then identify the event and translate it into a
sequence of actions to be executed. In this framework, the selected
tweets carry the required information, however events are no
longer pre-defined and the language processing phase requires
some knowledge representation models to generate the correct
event. Moreover, care must be taken in understanding how events
are ‘acquired’ from the text messages (see, for example, Ganier
[14]).

As discussed above, the quantity and the nature of the content
generated by microblogs such as Twitter, makes the distillation of
information using NLP a very difficult task. Frequently, the mes-
sage is a single sentence or less; the grammar used is generally
informal and unstructured, relative to the pertinent domain; and
the tone is conversational, and the message frequently unedited,
meaning that abbreviations and errors are common.

Moreover, the message is semi-structured by traditional NLP
definitions, since it contains some meta-data (timestamps, loca-
tion, author, etc.) in addition to free-text. In semi-structured
extraction, the text to be analysed is often not comprised of full
sentences, but rather short phrases, and rarely includes the sort
of linguistic anaphora the supports the development of meaning.
Therefore, extraction from these semi-structured texts is essen-
tially reduced to a tagging task, based on specific tokens and token
features. It may also include richer representations of context, such
as part-of-speech tagging, name tagging and chunking (see, for
example, Foster et al. [12]), but their implementation is problem-
atic for event detection purposes owing to the characteristics of
tweets that have already been noted. Coping with repeated, chan-
ged and dropped letters, unexpected punctuation, syntactic and
semantic ellipsis are among the most common problems encoun-
tered in analysing semi-structured messages [9]. Although some
of these aspects are perhaps more problematic in the context of
event detection, it is less clear how they ‘play out’ in the event gen-
eration context on which the work in this paper focuses. Indeed,
the nature of event generative messages may be different from that
of event driven messages in the context of controlling robots, in
which this paper is interested.

That is, event generation tasks are less likely to be affected by
some of the previously discussed problems associated with NLP
tools that have been applied to Twitter messages up to this point.
Indeed, the linguistic style used to control the robot may be less
likely to deviate much from easily-understood natural language.
For example, urban slang, which is often used in human-to-human
tweets, is unlikely to be perceived as helpful in instructing a robot
and is therefore less likely to be used. Moreover, the constraint of
140 characters placed on a tweet results in very limited syntactic
and semantic contexts, which may in turn facilitate knowledge
representation; this is contrary to the case for event detection,
where the limited context may make the classification task harder
(see, for example, Corvey et al. [8]).

An added simplification in many event generation cases is that
each message corresponds to a single instance, since the granular-
ity of the chunks tends to be compatible with the message size
limitations (see, for example, Tenbrink and Winter [46], for a dis-
cussion of the granularity of chunks). In other words, the structure
of the Twitter messages may be similar to the standard natural lan-
guage in an event generation domain. So, in designing an event
generation approach, traditional part-of-speech tagging and
knowledge representation models would form a useful starting
point of the approach. In particular, the task of converting user
instructions into robot procedures seems comparable to the one
of acquiring procedures from text introduced in Bovair and Kieras
[3]. In our system, though, the task then requires a comprehension
phase, performing parsing and some referential and semantic
analysis to convert the input sentence into a propositional
representation. In the next step, a translation process, based on a
declarative representation of the knowledge, then acts on the prop-
ositional representation to construct a procedural representation.
This representation of the procedure can be encoded into an exe-
cutable robot program that the interpreter process accesses and
executes to generate the desired event.

The application of techniques adopted from NLP research to
these various steps is justified by the nature of the problem.
Indeed, if messages are interpreted as constituting a workflow,
where robot activities (such as turn or take) can be seen as ordered
tasks within it, the dataflow can be associated with directions (left
or right, for example) and sensors, and workflow patterns (such as
sequences, conjunctions and loops) can be identified as the basic
control structures. For each of these basic structures, rules can be
defined to represent the correct combinations of tasks and
dataflow using NLP corpus-based techniques. These rules are
essentially isomorphic in content to the corresponding proposi-
tional representation that can be obtained using the comprehen-
sion process described above.

Other approaches are possible, of course; for example, Schum-
acher et al. [41] discuss two different methods based on informa-
tion extraction to acquire cases as workflows. However, it is not
clear whether information extraction techniques can handle
anaphora problems better than – or even as well as – NLP. Also,
as argued in Dufour-Lussier et al. [10], information extraction tech-
niques may not be well equipped to deal with loops, conjunctions,
etc.

Based on these premises, in the remainder of the paper we pres-
ent the design of a framework for event generation tasks in a Twit-
ter domain. The aim is to discuss an architecture to implement
social media driven human–robot interaction, based on natural
language models capable of dealing with social media retrieval
and knowledge representation. As such, Twitter is used to generate
events by sending commands and queries to a robot; in turn, the
robot uses the same platform to tweet basic feedback, creating a
sense of bi-directional communication.
3. Architecture

This section explains the architecture by working through a
navigation scenario using the developed system. Taking a simple
initial instruction, the user could instruct the robot to turn left.
In order to complete this task, the user has to begin their tweet
with a keyword/Twitter ‘handle’ that identifies the robot (for
example @robotTweeter42) followed by the instruction to ‘turn
left’. The system should be able to distil the tweet, identifying
the user command and finally generate the associated action of
the robot turning left. In developing the architecture and system
reported in this paper, a Finch robot was used to generate the
actions.

The Finch robot is an educational tool that was developed to
assist students learning how to write code (http://www.finchro-
bot.com). It has a number of basic sensors, including: light; tem-
perature; obstacle; and accelerometers. It has control over two
motors, an RGB Light Emitting Diode (LED) and a buzzer [28]. In
this project, it is used to show the outcome of translated com-
mands from the tweets by moving, taking photos and obtaining
sensor readings for the user.

The process (depicted in Fig. 1) begins with a tweet being
received from a user (or the robot) over Twitter; the next step is
to translate the tweet into a form of code that can control the Finch
robot. Once the code has been generated from the message, it is
then processed and executed, which in turn controls the robot by
moving it and collecting data from its sensors and camera. The
results of the processed code are then summarised in a HyperText

http://www.finchrobot.com
http://www.finchrobot.com


Fig. 1. High-level processes of the system.

Table 1
XML file format.

<Tweet>

<id>TWEET ID</id>

<sender>TWITTER USER</sender>

<message>MESSAGE</message>

<time>TIME OF TWEET</message>

<method>TWEET/DM</method>

</Tweet>

68 D. Bell et al. / Knowledge-Based Systems 69 (2014) 64–77
Mark-up Language (HTML) document that shows the original
tweet, the converted code and the results. This is then uploaded
to a HyperText Transfer Protocol (HTTP) server, and the Uniform
Resource Locator (URL) is saved in a response Tweet file. This
response Tweet file is then picked up and sent back to the original
user.

The architecture components for the proposed model are there-
fore: the Twitter processor; the Natural Language Processing (NLP)
module; the Finch controller; and the Response processor. Each of
these components is able to function independently of the others
so that the system as a whole is more stable and is able to be mod-
ified easily without having to rebuild all of the components. To rea-
lise this architecture, the Finch controller was created using Java,
whereas the Twitter processor, the NLP module and the response
processor were implemented using Python. Each component will
now be briefly discussed.
3.1. Twitter processor

The first component, the Twitter processor, implements a fairly
simple algorithm. Once initialised, it checks for any incoming (pub-
lic) tweets and then any incoming direct (private) messages (PMs).
If the processor receives a message, it will store it in an eXtensible
Markup Language (XML) format, as shown in Table 1. Then, it will
check for any previously XML-stored messages that need to be sent
to their respective users.

Once an XML-stored message has been identified, the delivery
method is checked. If the method is a public tweet, it will send
the reply to the user as a public tweet; if the method is a direct pri-
vate message, it will send the response as a direct message. The
message content and the sender ID are then extracted and the
message is sent to the user. Once both incoming and outgoing
messages have been checked and processed, the code will check
for a flag signalling the exit from this sequence of actions. If no flag
has been raised, the system will start again by checking for new
messages.

3.2. Natural language processing

The aim of this module is to translate the instructions contained
in a Twitter message into a computer program. The key steps to
achieve this translation – word processing; event extraction; Con-
ceptNet analysis; and code implementation – are briefly discussed
below.

3.2.1. Word processing
The first step in this stage of the process is to segment the mes-

sage into lexical items. As a consequence, the tweet is broken down
into words, or so called ‘tokens’. These tokens are then used during
the next step of the word processing activity: Part Of Speech (POS)
tagging. During the tagging activity, each lexical item is tagged
with the appropriate class.

POS is a basic form of syntactic analysis with countless applica-
tions in NLP, and has been used in attempts to develop a Twitter-
tailored POS tagset and tagger (see, for example, Gimpel et al. [15]).
Such tailoring attempts are motivated by the view that Twitter
poses additional challenges as a result, for example, of the conver-
sational nature of the text and the lack of conventional orthogra-
phy. However, as already discussed in previous sections, it is
reasonable to assume that the event generation model investigated
here is closer to standard linguistic models than event detection
Twitter domains and therefore an off-the-shelf Wall Street Journal
(WSJ) corpus of the Penn Treebank model is used in our approach,
instead of introducing more tailored POS models. The performance
of a POS model based on standard corpora in the domain on which
this paper focuses – navigation, which obviously contains route
instructions – is one aspect that needs to be evaluated, mainly
because route instructions tends to contain imperative forms
which may not be frequent in standard corpora.

3.2.2. Event extraction
The second key step in the NLP process is event extraction

achieved by parsing the lexical items from the word processing
step. That is, once the POS tags have been assigned, commands
are chunked by grouping consecutive words/tags together that
match certain pre-defined patterns. An off-the-shelf tagger and
chunker, developed by Bird et al. [2] and based on the Penn Tree-
bank tagset (described in the previous section), was used for the
grammar defined in this work, and is presented in Table 2.

Table 2 shows the grammar defined in this paper to extract a
number of patterns that can group together words related to a
set of basic actions to control the robot. The grammar in Table 2
has four clauses: ACT1, IF, LOOP, IFCLAUSE, LOOPCLAUSE. They
have been designed to extract sequential, branching and repetition
patterns from the user instructions contained in a tweet. The rules
in Table 2 have been manually defined; 10 volunteers were invited
to produce a set of route instructions so that syntactic structures
could be identified. In particular, first a corpus of user instructions
was collected and possible chunks identified; then, these possible



Table 2
Example of a basic set of rules for sequential constructs.

Grammar for basic actions

ACT1:

{<VB.
�
|NN|NNP><PRP>

�
<DT>

�
<NN>}

{<NNP><NN><RB><CD>}

{<NN|NNP><RB><CD><NNS>}

{<RB><VB><CD><NNS>}

{<VB.
�
><VB.

�
|RB><CD>

�
}

{<RB><PRP><DT><NN>}

{<NN><RB><CD>}

{<NNP><VBD>}

{<VB><NNS>}

{<NN><VBD>}

{<NNP><RB>}

{<NN><RB>}

{<NN><NNP>}

{<NNP><NNP>}

{<VBD>}

LOOP:

{<CD><NNS>}

IF:

{<IN><.
�
>+<NN><.

�
>+<JJR><.

�
>+<CD><.

�
>}

{<IN><JJ><.
�
>+<RBR><.

�
>+<CD><.

�
>}

IFCLAUSE:

{<IF><ACT1>}

LOOPCLAUSE:

{<ACT1><LOOP>}

{<LOOP><ACT1>}
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combinations were run through the POS tagger and, finally, the rel-
evant combinations that would represent a command were
selected to produce the grammar shown in Table 2.

Each clause in Table 2 indicates how sentences should be
chunked using regular expressions (or tag patterns). For example,
the first clause (ACT1) has 15 rules to describe sequences of tagged
words, and each of these 15 tag patterns is delimited by curly
braces. In this example, the first rule says that an ACT1 chunk
should be formed whenever the chunker finds any verb words
(VB.�) or a noun (NN) or a Proper noun (NNP), followed by zero
or more personal pronouns (PRP) followed by zero or more deter-
miners (DT), followed by a noun (NN).

For example, the words from a tweet containing the string
‘move forward’ would be chunked together because the tags
assigned to each term of the command would be VBD (the repre-
sentation of a verb in the past tense) and RB (the representation
of an adverb). This matches the rule <VB.�><VB.�|RB><CD>� to rep-
resent this user command and would therefore be classified as an
action (the rule covers clauses that consist of a verb followed by
another verb or adverb, and a cardinal number).

This grammar includes two recursive rules (IFCLAUSE, LOOP-
CLAUSE) to handle branching and loops. The patterns of a clause
are executed in order. Sometimes an individual pattern will match
with multiple, overlapping elements of the input. As with regular
expressions and substitution more generally, the chunker will
identify the first match possible, then continue looking for matches
after the first match has ended. The clauses of a grammar are also
executed in order.
4 http://conceptnet5.media.mit.edu/.
3.2.3. ConceptNet analysis
Keyword-based and statistical approaches to Natural Language

Processing (NLP) have been immensely successful, particularly for
well-defined domains, but are less effective when handling the
massive amounts of unstructured, human-oriented language data
generated on the web. As such, there is a growing interest for solu-
tions that allow deeper, more meaningful understanding of text.
Concept-level analysis stands at the forefront of these methods
for the NLP of text and social media data. This approach involves
semantic analysis of text utilising wide semantic knowledge bases,
such as web ontologies and semantic networks. Its application has
been extremely promising in the area of sentiment and opinion
analysis, which is inarguably the most complex NLP task [5].

The next step in the processing involves basic concept-level
analysis that relies on ConceptNet 5 – a knowledge base that con-
sists of common sense concepts and relations.4 Specifically, the
chunks of text output by the event extraction analysis phase (as
described in the previous sub-section) are processed using Concept-
Net. The knowledge in ConceptNet is drawn from a variety of sources:
crowd-sourced (such as Wikipedia, Wiktionary, and the Open Mind
Common Sense) and expert-created sources (such as WordNet and
JMDict); and games (such as Verbosity). The aim of ConceptNet anal-
ysis is to verify the relevance of a user instruction, relying on common
sense knowledge. Simply put, the system has the capacity to identify
the ‘chunks’ that do or do not make sense (from the point of view of
the robot). For example, the analysis deals with the chunk ‘move for-
ward’ as the assertion: [[automobile]] is capable of [[moving for-
ward]]. This assertion consists of two concepts, automobile and
moving forward, connected by the relation, CapableOf. The analysis,
then, determines whether the assertion is true based on its knowl-
edge sources. In this case, the outcome is positive (an automobile
can move forward); and, therefore, the chunk is verified as an activity
that can be performed by the robot. Where the outcome is negative,
because of the assertion not fitting with common sense knowledge,
the chunk is rejected, and the instruction does not continue through
the rest of the processing and execution. The robot responds by send-
ing a tweet signalling that it did not understand the user’s message.
An example would be ‘move upwards’, which would not make sense
for a robot operating in a 2D plane.

However, current knowledge sources used by ConceptNet lack-
ing in concepts and relations that specifically suit human–robot
instruction. As a result, the ConceptNet analysis implemented in
the system is not currently capable of processing complex instruc-
tions that consist of if-clauses (such as ‘if the temperature is lower
than 25�, move forwards’). Given this limitation of the current
implementation of ConceptNet analysis, the system has been con-
figured to still feed such complex chunks to the next analysis phase
which attempts to match them with pre-defined robot actions
(code implementation). This phase in the analysis is detailed in
the next sub-section.

3.2.4. Code implementation
The fourth and final step in the NLP module is the code imple-

mentation. This final step can be seen as an interface between the
chunks produced in the previous step and the robot’s pre-defined
set of actions. The result produced after this final step is the pro-
gram that will control the robot. That is, as a result of the event
extraction step, all of the tokens relevant to a user command will
have now been grouped under a chunk node. For example, if the
command is a simple statement such as ‘move forward’, then the
tokens ‘move’ and ‘forward’ will be grouped together under the
chunk node ‘‘ACT1 move/VB forward/RB’’ as specified in Table 2.
Therefore, during the final code implementation step this chunk
node needs to be matched with the appropriate robot action.
Table 3 shows the matching between user commands and robot
actions as defined in this paper. In Table 3, the first column indi-
cates the generic type of user action, whereas the second column
shows the functional vocabulary. The functional vocabulary is the
list of pre-defined procedures that can be executed by the robot.
The use of a pre-defined set of robot executable actions is sup-
ported by previous research, which shows that although the num-
ber of distinct procedures increases with the number of sampled
instructions, there is a decrease in new procedures identified over

http://conceptnet5.media.mit.edu/


Table 3
Range of commands implemented in the current system.

Type of command Robot action (BNF notation)

Moving Move [direction] [speed]

Direction = [‘‘forwards’’|‘‘backwards’’]. Default is forwards.

Speed = [‘‘fast’’|‘‘normal’’|‘‘slow’’]. Default is normal.

Example: move forward slowly

Turning Turn [direction][degrees]

Direction = [‘‘left’’|‘‘right’’]. Default is left.

Degrees = any integer between 0 and 180. Default is 90.

Example: turn left 180

Get Sensor Reading Get [sensor]

Sensor = [‘‘light’’|‘‘temperature’’|‘‘obstacle’’|‘‘photo’’]

Example: get temperature

Sleeping Sleep [seconds]

Seconds = any integer between 0 and 100. Default is 1.

Example: sleep 20

Conditionals If [sensor][comparison][integer] then [action]

Sensor = [‘‘light’’|‘‘temperature’’|‘‘obstacle’’|‘‘photo’’]

Comparison = [‘‘higher’’|‘‘lower’’|‘‘same’’|‘‘different’’]

Integer = any integer over 1

Action = [‘‘move’’|‘‘turn’’|‘‘get’’|‘‘sleep’’]

Example: If temperature is higher than 10 then turn left

Loop Action integer times

Action = [‘‘move’’|‘‘turn’’|‘‘get’’|‘‘sleep’’]

Integer = any integer over 1

Example: move forward 10 times
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time. In other words, there is a tendency to rely on previously used
expressions as time progresses [27].

Hence, during this final step, each chunk node is analysed. That is,
within the node, the system identifies actions (VB terms such as
move, turn, get, show, tell, wait) that can be matched with one of
the available robot primitives from Table 3. In this way, depending
on the action identified, the chunk is converted into the appropriate
piece of code that is executable by the robot. During this stage, the
system also searches the chunk node for the required parameters.
Default behaviours are used in case the command is underspecified.
For example, in the case of the chunk ‘turn left’, the line of code
‘myFinch.turn(2,90)’ would be produced and used to control the
robot, where the value 2 indicates the direction (specified in the user
command) and the value 90 indicates the angle of rotation, assigned
by default owing to the lack of information specified in the user com-
mand. For loop and branching instructions (that is the IFCLAUSE,
LOOPCLAUSE nodes, see Table 2), the same technique is applied. That
is, by analysing the node, specific terms, keywords or integers are
extracted to create a loop or conditional structure. Then the individ-
ual actions within the node are processed as described above to cre-
ate the resulting code structure. Once all of the chunks have been
processed, a final executable program is therefore produced. If no
chunk nodes have been formed for a user message (for example
‘‘@twibot1 left’’), then an empty program is produced.

The four analysis phases of the NLP module described above are
summarised through a simple example of a user command (‘move
forward’), which is shown in Fig. 2.
Fig. 2. The four analysis phases of the NLP module – word processing; event extraction;
contains the instruction, ‘move forward’.
In summary, the NLP module relies on syntactic analysis, which
uses a context-free grammar that has been fine-tuned based on
corpus data, and basic common sense analysis. The system also
performs semantic-level analysis to produce a logical form of the
sentence. For example, the instruction ‘don’t turn’ will not lead to
the robot turning, and the instruction ‘if the temperature is higher
than 25, move forward’ will not lead to the robot moving forward,
unless the condition is met. In effect, while it may appear that
these phases are distinct and separate, the system implementation
performs semantic interpretation in a ‘rule-by-rule style’, effec-
tively interweaving the syntactic and semantic analysis processes,
such that a syntactic structure is identified through being mapped
into a well-formed semantic (logical form) structure.

3.3. Finch controller

Once the tweet has been translated into a piece of code, the
resulting robot executable program is then passed to the Finch
controller which works in a similar way to the other components
of the system. The Finch controller periodically checks for any pro-
gram being produced by the Translator module; if one is found, it is
executed. Once the program has been processed, the results are
stored (for example the user may have asked to take a picture)
and the HTML generator module described below is called to pro-
duce the feedback for the user. Finally the controller will check for
an exit flag and then sleep for 30 s before looking for more pro-
grams to be executed. The process is illustrated in Fig. 3.
ConceptNet analysis; and code implementation – summarised through a tweet that



Fig. 3. Executing a procedure.

Fig. 4. Examples of HTML pages produced as a result of Tweet messages by two users in the system evaluation stage.
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The JavaScript program controls the Finch robot and handles all
aspects of the connection and control of the robot, including the
ability to capture still images via a webcam. Table 3 shows the
matching between user commands and robot actions as defined
in this paper. The first column indicates the generic type of user
action whereas the second column shows the functional vocabulary.
The functional vocabulary is the list of pre-defined procedures that
can be executed by the robot. A pre-defined procedure will then be
implemented as robot executable program, following the process
described above.

3.4. Response processor

The Response processor module creates the HyperText Mark-up
Language (HTML) summary file and the response tweet that is sent
back to the user. Using the Tweet ID as an argument, it collects the
original Twitter message, the produced code and the output from
the execution of commands in the current user commands. It then
formats the collected data in a simple HTML file which is uploaded
to a web server using File Transfer Protocol (FTP).

In order to ensure that the response tweet is under 140 charac-
ters long, the URL to the file is shortened using a free URL shorten-
ing service (such as that offered by tinyurl.com) and is then added
to a response message. This response message is stored for the
Twitter processor to then send back to the user. Fig. 4 shows exam-
ples of the HTML produced as a result of Tweet messages by two
real users.

3.5. Testing

Testing focused on the ability of the system to translate Twitter
messages into executable programs (event extraction phase). In
particular, we tested how successful was the mapping from the
sequential, branching and repetition rules defined in the grammar
(see Table 2) into actions (see Table 3). For this purpose, a set of
simple and different commands were tested. Table 4 provides
some examples of the testing corpus. From these initial tests, it
emerged that the most successful mapping occurs for messages
with sequential instructions. At the same time, tweets containing
loops resulted in ambiguity. For instance, for the command ‘Take
a photo and turn left; repeat this 4 times, then tell me the temper-
ature’ (example 5 in Table 4), the expected output should have
been that the system took four photographs, turned left after each
and returned the four photographs and the temperature to the
user. In reality, however, the robot took a photo once, and then
turned left 4 times before then returning the temperature.

Natural language is inherently and notoriously ambiguous;
ambiguities are often difficult to resolve even in human-to-human
interactions. For example, the last command in Table 4 could have
two interpretations: a request for the robot to move forward five
times and turn left five times; and a request to move forward once
and turn left five times. Given that the current grammar of the sys-
tem allows only one action inside a loop or conditional statement,
it would correctly or incorrectly produce the second interpretation.
Humans tend to resolve ambiguities through clarification requests.
Human communication models describing strategies pertaining to
the planning and formulation of clarification requests (see, for
example, Clark [7]) have informed dialogue system development
(see, for example, Skantze [43]). As such, it would be interesting
to investigate how to implement such strategies in a different com-
munication medium.
4. Usability evaluation

One of the primary aims of this research was to determine
whether Twitter can be a viable platform for communication
between users and interactive systems. Specific questions include:
are naive users able to control a system using natural language;
and what is their subjective experience of such unusual interaction
situation.

Therefore, usability evaluation was a critical stage in the devel-
opment of the system. According to the ISO definition [19], usabil-
ity is the ‘‘extent to which a product can be used by specified users
to achieve specified goals with effectiveness, efficiency and
satisfaction in a specified context of use’’. This definition postulates
that in order to reliably evaluate the usability of a system, all its

http://www.tinyurl.com


Table 4
Examples of commands from the testing corpus.

User commands

Please move forward then turn left and take a photo

Go back then turn right and take a photo, finally go forwards

Tell me the temperature, then turn left and take a photo

If the temperature is lower than 25, move forwards

Take a photo and turn left; repeat this 4 times, then tell me the

temperature

If the temperature is higher than 10, take a photo then move

forward and turn right

Move forward then left five times, turn left then tell me the

temperature and take a photo

Fig. 5. Metrics used to measure each usability aspect in the study.
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components, effectiveness, efficiency and satisfaction, need to be
measured. Following this framework, the evaluation testing in this
study relied on common effectiveness metrics, including: task
completion rates and error rates (accuracy); the efficiency indica-
tors used were task times, number of user turns and words; and,
finally, user satisfaction was determined through subjective rat-
ings and opinions collected using questionnaires. The metrics used
in this study are summarised in Fig. 5. Effectiveness and efficiency
measurements are relatively easy to obtain and analyse. However,
measuring satisfaction is less straightforward, and the validity and
objectivity of these methods are more likely to be questioned. As
such, HCI practitioners largely depend on standardised question-
naires, which are shown to be more reliable than ‘home-grown’
ones [40], simply because they have been scientifically developed
and have been repeatedly employed. The weakness of this
approach, however, naturally lies in the fact that general-purpose
instruments are rarely capable of probing all dimensions of a
system or interface – a limitation which is exacerbated when the
system is novel or experimental. Therefore, the challenge of mea-
suring user satisfaction involves three activities: (i) identifying
the questionnaire that is most suitable for the application to be
evaluated; (ii) fine-tuning the questionnaire to the application;
and (iii) considering complementary techniques to the question-
naire for uncovering authentic reactions and perceptions. The
Fig. 6. Participants’ previous experience with Tw
process adopted in this usability study is detailed in the following
subsections.
4.1. Participants, task and procedure

A total of 11 participants (9 male and 2 female students at a UK
university) were recruited. Participants were native or near-native
speakers of English. Previous experience in using Twitter was not
necessary, and no specific computer expertise or other skill was
required to take part in the experiment. As seen in the pie charts
in Fig. 6, participants in the study varied in terms of their familiar-
ity with Twitter, but most of them appear to have used it before.
The majority of users also opted to access Twitter using a
computer.

Participants were asked to control a robot remotely using natu-
ral language commands sent via Twitter. In particular, the task was
to navigate the robot to two specific locations and instruct it to
take a picture and a temperature reading – these two actions could
be performed in any order, and users were free to plan and modify
their route as they wished. They were asked to rely on the map
shown in Fig. 7, and they received written and oral instructions,
but no examples or instructions were provided on how to commu-
nicate or complete the task. Participants were asked to log into
Twitter, using the device of their choice (that is, Smartphone, tablet
or computer). Users were informed that their interaction would be
logged and written consent was obtained. After completion of the
task, the users completed the ‘Desirability test’ and, subsequently,
filled in a questionnaire. These are discussed in Section 4.3.
4.2. Efficiency and effectiveness

4.2.1. Effectiveness
Effectiveness was determined through the measures of task

success and error rates. System logs indicated that all participants
managed to complete the specified actions in the task (100% task
success rate). The system was able to understand and translate into
programmes/actions 82.5% of tweets sent (52 out of 63 tweets).
This accuracy appears satisfactory, given the fact that users freely
and spontaneously interacted with the system. Yet, the system
failed to understand 11 tweets. Closer inspection of these instruc-
tions revealed the source of error. Seven of these utterances were
out-of-grammar (for example, ‘show me your position’, ‘go back
to your starting point’, ‘where are you?’) and the robot could not
process them based on its current linguistic and functional capabil-
ities. Users are generally inexperienced about what robots are able
to say or do. In fact, it is possible that natural language interfaces
encourage inflated assumptions about a system’s abilities and
may create expectations of human-like perception. As such, it
itter and device used to complete the study.



Fig. 7. The map and tasks used in the study.
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appears necessary that the system is able to provide sufficient
feedback to prevent or correct such misconceptions. The remaining
four problematic phrases were messages such as ‘I am happy’ and ‘I
love you’. While this could simply illustrate playful behaviour, or a
satisfied user, it may also relate to previous research findings that
suggested that humans tend to produce social responses towards
artefacts (e.g., see [35]).
4.2.2. Efficiency
Efficiency was measured using task completion times and num-

ber of turns and words required to complete the task. As shown in
Table 5, the average user took approximately 17.5 min, 5.7 tweets
and 52.8 words. Examination of the corpus revealed that the users
of this study did not generally use any of the complex or compound
utterances that were anticipated and used during system testing.
In general, the vocabulary and syntactic structures of the corpus
were limited and invariable (the size of the vocabulary was just
38 words). Users appear to use a strategy of reiterating expressions
that had worked before. According to models of communication,
people adapt their language, based on a priori beliefs about the
addressee’s knowledge. These beliefs are continuously updated
based on the feedback that the addressee contributes throughout
the interaction [7]. However, this process is not as straightforward
in human–machine communication; users had a rudimentary ini-
tial model of the robot interlocutor’s knowledge and this model
was not updated in the course of the interaction, simply because
the robot was unable to provide appropriate feedback. As such,
the users were less willing to use different, or possibly more effi-
cient and complex, commands (for instance, ‘take the third turn
right’ instead of ‘move forward, move forward, move forward, turn
right’). A different explanation may be that people are discouraged
to use complex language because of the restrictions imposed by
the Twitter medium itself. Ultimately, the lack of adaptation and
usage of complex language is highly desirable for a system with
basic linguistic capabilities, such as the system in this study. But
it is possible that users perceive such limitations as originating
from the Twitter platform and not from the system itself. This idea
Table 5
Mean time, number of tweets and words required to complete the task.

Task time (min) Number of tweets Number of words

17.55 5.72 52.81
appears to be supported by the user satisfaction data, discussed in
the following sections.

4.3. User satisfaction

4.3.1. Questionnaire instrument
As argued above, it is advisable to use a standardised question-

naire for usability testing. At the same time, a degree of customisa-
tion is necessary so as to target the particular research question and
domain of the study. Well-known questionnaire instruments, such
as the Questionnaire for User Interaction Satisfaction (QUIS) [16],
and the Software Usability Measurement Inventory (SUMI) [23],
have been extensively used to evaluate systems, ranging from web-
sites to software suites. However, systems with natural language
interfaces possess different characteristics, which may not be read-
ily addressed by these instruments. Therefore, the questionnaire
selected for this study was the SASSI tool [17], which was mainly
designed for and validated using speech input systems. It contained
50 seven-point Likert scale negative and positive statements (for
instance, ‘the system is accurate’ and ‘the interaction with the sys-
tem is boring’) which were mapped across six dimensions: System
Response Accuracy, Likeability, Cognitive Demand, Annoyance,
Habitability and Speed. These dimensions largely correspond to
the ones found in other general-purpose questionnaire instruments,
such as QUIS and SUMI. SASSI was considered a good fit for the sys-
tem reported here because it is one of the few accepted tools for dia-
logue system evaluation. At the same time, the differences in the
interaction domain and specific aims of the current study necessi-
tated customisation of SASSI to exclude items or include additional
ones. First, the ‘speed’ dimension addressed in SASSI was not
deemed necessary at this stage of the work. Second, it was felt that
SASSI did not sufficiently probe the quality of feedback provided by
the system. Third, the current study aimed to go beyond assessing
whether the system was perceived to be useful or user-friendly,
placing greater focus on issues to do with non-task related aspects
of affect and emotions (termed ‘emotional usability’ by Logan
[32]). To this end, the SASSI questionnaire was adapted to integrate
elements from other standard questionnaire instruments. In partic-
ular, the final selection of each questionnaire item for measuring a
specific dimension was driven by (i) its relevance to our research
objectives and (ii) its occurrence in at least one more questionnaire.
The questionnaires used were: SUMI, PSSUQ [29] and SUS [4]. For
items targeting ‘affect’ and ‘system feedback’, the study drew on
models such as the ones by Jordan [21], Logan [32] and Kwahk
and Han [26] � in which pleasure to use a product is a prominent
concept � and questionnaires such as QUIS and PUTQ (Purdue
Usability Testing Questionnaire) [30]. Table 6 shows the question-
naire employed in this study. The second column indicates the ques-
tionnaire instrument(s) from which each item originates. The first
column shows the SASSI dimension addressed by the questions.

As can be seen in Fig. 8, the results of the questionnaire analysis
indicate an overall satisfaction with the system. The high affect
scores suggested that users enjoyed using the system. This is reit-
erated by the low scores in the Annoyance items. Indeed, it is
increasingly recognised that, as technology becomes pervasive,
interactive products not only need to be useful and usable, but also
fascinating and appealing to use [32]. In addition, users perceived
the interaction to be effortless and comfortable. Moreover, the sys-
tem was perceived to be accurate. At the same time, the system
received comparatively lower ratings for the habitability measure.
Habitability, here, overlaps with the concept of visibility [36].
Users in this study appear to have been unable to determine what
to say to the system and what the system was doing. This may be
attributed to the lack of previous familiarity with similar NLP
applications, but, most likely, to the absence of visual feedback
and effective verbal feedback by the system.



Table 6
The items of the questionnaire completed by users at the end of the session.

Dimension Questionnaire Item Source of Item

Accuracy The system didn’t always do what I wanted SASSI, SUMI

The system didn’t always do what I expected SASSI, SUMI

The interaction with the system is consistent SASSI, SUMI, SUS

The interaction with the system is efficient SASSI, PSSUQ

Likeability/Affect The system is pleasant SASSI, PSSUQ, Kwahk and Han [26]
I was able to recover easily from errors SASSI, SUS

I enjoyed using the system SASSI, SUMI, PSSUQ

It is easy to learn to use the system SASSI, SUMI, PSSUQ, SUS

I would use this system again SASSI, SUS

I felt in control of the interaction with the system SASSI, SUMI

I felt excited when using the system Jordan [21]

Cognitive Demand I felt confident and comfortable using the system SASSI, SUS

I felt tense using the system SASSI, SUMI, PSSUQ

The system is easy to use SASSI, SUS, PSSUQ

Habitability The interaction with the system is natural SASSI

I sometimes wondered if I was using the right word SASSI, SUMI

The feedback from the system is clear PUTQ, QUIS, SUMI, PSSUQ, Kwahk and Han [26]
I was not always sure what the system was doing SASSI

Annoyance The interaction with the system is boring SASSI, SUMI

The interaction with the system is frustrating SASSI, SUMI
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4.3.2. Desirability test
As mentioned in the previous section, usability testing should

also aim to determine whether an application would be desirable
by users. Questionnaires may not specifically target aspects of
‘desirability’ and ‘joy of use’. Even if they do (for instance, SUMI
and SASSI), they are practically limited by the keyword on which
they are anchored (‘this system is pleasant’). In response to this
limitation, a method was developed and used by Microsoft R&D
to collect feedback on the desirability of a new product [1]. The
method consisted of a series of 118 ‘product reaction’ words, such
as ‘familiar’, ‘overwhelming’, and ‘intimidating’, from which the
users could select the ones that most closely matched their opin-
ions for the system they had just used. Moreover, it was argued
that this approach offers participants more ‘freedom’ to be critical
of the system [1]. As such, the study employed this technique to
elicit additional insight into user perceptions. Immediately after
completing the task (and before being given the questionnaire),
participants were presented with the list of words in randomised
order and they had to pick five words which most accurately
reflected their opinions. The data obtained are presented as a
‘Word Cloud’ (see Fig. 9). The Word Cloud illustrates that the pre-
valent sentiment of participants was expressed through keywords
such as, easy to use (selected by 73% � 8 out of 11 � users), crea-
tive, accessible, clear (selected by 36% of users), fun, useful, and
comfortable (selected by 27% of users). These findings appear to
echo the results of the questionnaire analysis, presented in the pre-
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Fig. 8. Average scores for each construct. The scores for Cognitive Demand and
Annoyance are reversed to facilitate comparison with the rest dimensions. The
scores shown above for these dimensions were calculated by subtracting their
actual average score from 7.
vious section. It should be noted that in Benedek and Miner [1],
researchers also engaged in a discussion with users regarding the
selection of each keyword. This was not performed in the current
study, due to practical limitations.
4.3.3. Analysis of user statements
After completing the desirability test, participants were asked

to describe three positive and three negative aspects of their inter-
action with the system. While participants’ responses were quite
brief, they harmonise with the results from both questionnaires.
Table 7 summarises the recurring themes (mentioned by three or
more participants) and their occurrence frequency, and provides
examples of statements.

As expected, the most prevalent positive perception was that
the system was easy to use. Participants positively commented
on the system’s language understanding capabilities. This is an
interesting observation, considering that the actual capabilities of
the system were rudimentary. Participants also expressed that
they enjoyed using the system. Most importantly, relevant to the
central research question of this study, a number of participants
stated that they enjoyed using Twitter as a platform to communi-
cate with the robot. Grounded analysis of the statements regarding
negative aspects was less revealing. In particular, system response
times were considered problematic by almost all participants. This
is certainly true, as Twitter only allows retrieval of tweets every
30 s. Delays were possibly exacerbated by the fact that all partici-
pants were interacting with the system at the same time. Along the
same lines, users commented that the responses and feedback
eventually sent by the system were not sufficient or appropriate.
Indeed, the HTML-based output of the current implementation
seems rather awkward for a normal user, but, in a future version
of the system this can be easily rectified to display action execu-
tions and the relevant links in a more intuitive way. It also emerged
that the system should be able to employ advanced interactive
mechanisms. As noted by Koulouri et al. [25], lack of visual co-
presence (supervision) increases the need for information-rich
and timely feedback by the system.
5. Conclusions and future work

This paper has presented a novel approach to social data analy-
sis, using simple grammar-based techniques to extract features of



Fig. 9. Word Cloud showing the most frequently selected items. The colour contrast and font size of each item in the Word Cloud is derived by the frequency in which the
adjective was selected. As such, larger and darker words are more popular than the lighter and smaller adjectives.

Table 7
Recurring themes in user statements.

Theme Frequency

(%)

Example statements

Positive Ease of use 81.8 ‘Very simple to use’, ‘It was easy to understand what commands to use and how to send them’

Language

understanding

36.4 ‘It does understand simple English outside of programming language’, ‘It understands

everything!’

Platform 27.3 ‘It uses a social networking platform’, ‘great using it with Twitter’

Negative Response times 91.0 ‘The system does not reply sometimes’, ‘It takes time to let you know that your commands are

received’

Feedback

suitability

27.3 ‘You cannot know exactly where the robot is’, ‘the output looks too complicated for a normal

user’

D. Bell et al. / Knowledge-Based Systems 69 (2014) 64–77 75
interest from the textual data retrieved from a microblogging plat-
form in real-time. In addition, the analysis is performed with the
purpose of producing programmes which lead to executable
actions by a front-end application. An alternative approach for
remotely controlling domestic robots has been proposed. While
the Finch Robot is primarily used in educational settings, other
more advanced service robots could be ‘plugged in’; for example,
iRobot produces a fully programmable vacuum cleaning robot.
Moreover, the front-end application, the robot, is essentially a
‘proof of concept’ application, showcasing the simplicity and effec-
tiveness of the architecture for controlling domestic activities and
home automation through the use of Web 2.0 sites. Of immediate
relevance are applications for monitoring and controlling house-
hold devices, temperature, lighting, audio, entertainment and
security systems, watering plants, and feeding pets, as well as
assistive technologies for the elderly and disabled. In addition,
the front-end application does not necessarily have to be a physical
device, like a heating system or a vacuum cleaner, but could be a
database or web-based system, like a search engine, personal
digital assistant or e-commerce website. Finally, as explained
below, the architecture enables multiple devices of different types
to be connected to the system and interfaced through a common
platform (Twitter). In effect, this allows for integration of multiple
appliances and systems, leading to increased convenience and
efficiency.

The architecture which integrated a mobile robot and the Twit-
ter platform was proposed, implemented and evaluated with real
users. The evaluation revealed that users were able to successfully
control the robot using Twitter as an interface. Most importantly,
unique insight was gained into their experience. Pleasure and ease
of use were among the most prevalent and recurring reactions. It
was observed, however, that users employed invariable and sim-
plistic language. This may have been a by-product of the character
constraints of Twitter. Yet, this was not perceived as a limitation of
the system, but rather, the system was judged to be more capable in
terms of accuracy and language understanding than it actually was.

Nevertheless, the results from the evaluation reported in this
paper remain preliminary. The study needs to be replicated to
involve users controlling the robot using a different communica-
tion medium; for instance, an instant messaging application that
imposes no turn length restrictions (similar to the setup presented
in Koulouri et al. [25]) or speech, in a collocated or remote interac-
tion setting. The comparison of the results of both studies could
provide definite answers about the efficacy of Twitter as an inter-
action platform between humans and users. This study used a sim-
ple robotic device to showcase the rich opportunities offered by
this interface approach. The research can be extended to test the
approach with different types of device and application. Given
the novelty of the interaction domain, there is little understanding
about how users would interact with such systems and this frames
a strand of future research. While the evaluation study reported in
this paper produced some preliminary data, we feel that the next
step would be to conduct a study in which participants can use
the platform in the wild, for over a sustained period of time

The implications, arising from this alternative use of social
media based on the principle of users being defined as actuators
rather than sensors, have been identified and discussed. In partic-
ular, the linguistic repercussions have been presented and evalu-
ated. For example, a more complex linguistic model than
previously assumed is emerging about the chunking. That is, the
linguistic style seems to change depending on the purpose and
context in which the social media is used. However, the constraint
on the length of the messages is not necessarily a limitation during
the translation process, but may prove to be a ‘blessing in disguise’
as it forces users to utilise simpler linguistic constructs, and as
such, reduce ambiguities. Yet, ambiguities inevitably arise and
adaptive techniques as well dialogue-based strategies based on
human–human models must be investigated further. Nevertheless,
it has been possible to successfully generate events by exploiting
invariants such as functional vocabulary. The event generation
paradigm discussed here could be applied to a wider domain.
One possibility is to use it to generate computer programs on the
fly and with little knowledge of the programming language syntax.
However, more investigation is needed to understand how scalable
this approach would be.

It should be noted that the proposed architecture is extensible.
That is, the module controlling the robot is not specific to the Finch
robot, but is merely a queuing mechanism. This poses an interest-
ing opportunity, where multiple robots or devices of different
types can be connected to the system and queued through the
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controller class. The user can then communicate with each of them
using Twitter as an interface.

Finally, the event generation paradigm discussed here also
bears some affinities with Complex Event Processing (CEP) models
described in Tuchin et al. [47]. Indeed, they are both based on the
analysis of events in (near) real-time in order to generate immedi-
ate insight and enable immediate response to the existing
conditions. The event analysis is then one of pattern detection,
where the definition of a pattern is based on event relations like
temporal, spatial or semantic relations. These rule-based para-
digms currently rely extensively on the manual definition of the
relevant rules. While in this paper it has been demonstrated that
it is reasonable to provide partial rule specification, providing all
the required details could be a difficult task. Moreover, rules may
change over time. Therefore, mechanisms for automating both
the initial definition of rules and the update of rules over time, as
suggested in Tuchin et al. [47], could be developed by combining
CEP models with the approach presented in this paper.

As discussed above, miscommunication is a ubiquitous phe-
nomenon of human communication and is, indeed, more prevalent
in human–computer interactions. However, Martinovsky and
Traum [34] suggested that through miscommunication, interlocu-
tors gain awareness of the state and capabilities of each other. In
this light, miscommunication between humans and computers is
not seen as a pathological phenomenon that should be prevented,
but as a key component of longer-term successful interactions. As
such, the ability to initiate clarification dialogues is essential for
systems with natural language interfaces. Therefore, it is interest-
ing to investigate and implement simple clarification mechanisms,
as described by communication models [7], and assess how Twitter
as medium changes the patterns of interaction.

It is evident that the NLP approach described in this paper
does not readily extend to different domains and contexts, given
its reliance on pre-defined syntactic and semantic rules. The
domain of the applications used in this study involves task-
oriented and factual natural language. As such, the proposed
domain is well-served by simpler analysis approaches (like the
one employed in the study) that do not necessitate deep
concept-level understanding. Nevertheless, interactions with
intelligent personal systems, like robots, smart homes, and digital
assistants, are intended to be long-term and, indeed, ‘personal’.
Therefore, these interactions will greatly benefit from concept-
level analysis (of sentiments) which draws on common sense or
user-specific knowledge bases that encompass the spatial, tempo-
ral, physical, social, and psychological aspects of everyday life
[31]. This approach will permit understanding of the implicit
meaning of user instructions, which is key to achieving natural
and accurate NLP. In this phase of its development, the system
has limited concept-level analysis capabilities. As part of future
work, the operation of the component will be advanced in two
directions. First, the system currently relies on the existing
knowledge sources of ConceptNet, which do not provide sufficient
coverage of concepts and relations relevant to the domain of
human-robot navigation and instruction. Therefore, in order to
fully utilise the remarkable potential of concept-level analysis
for devices, such as robots capable of acting in the real-world, it
is necessary to re-engineer ontology to better serve the domain.
For example, one interesting aspect is that ConceptNet is fed from
DBpedia (amongst other sources). Hence, a further development
currently under investigation is one where robot capabilities are
described in Wikipedia (maybe even for different robot types)
and as such will flow from Wikipedia (Categorisation and info-
boxes) to DBpedia and then ConceptNet. Second, as previously
discussed, the error handling strategy of the system lacks sophis-
tication. ConceptNet analysis captures concepts and relations; as
such, in cases in which the instruction is rejected, the identified
concepts and relations may be used in the formulation of intelli-
gent clarification requests sent by the system to the user.

In conclusion, the architecture described in this paper enables
event detection and generation by a single or multiple applications,
and remote communication using the internet and Web 2.0 plat-
forms. The events detected and generated can be natural language
and database data, and physical sensor/actuator events. From this
perspective, this study presented an early implementation and
evaluation of the Internet of Things concept, in which anything in
the world – people, physical and virtual objects – communicate
and connect to each other in intelligent ways.
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