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Controllability and controller-observer design for a
class of linear time-varying systems
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Abstract In this paper a class of linear time-varying control systems is con-
sidered. The time variation consists of a scalar time-varying coefficient mul-
tiplying the state matrix of an otherwise time-invariant system. Under very
weak assumptions of this coefficient, we show that the controllability can be
assessed by an algebraic rank condition, Kalman canonical decomposition is
possible, and we give a method for designing a linear state-feedback controller
and Luenberger observer.

Keywords Linear time-varying systems · Controllablility · Kalman canonical
structure · Stabilisation · Observer

1 Introduction

Consider the following linear time-varying control system:
ẋ(t) = a(t)Ax(t) +Bu(t),

y(t) = Cx(t),

x(0) = x0.

(1)

We assume that the following data are given:

A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n.

We further assume that the function a : [0, T ]→ R is a given integrable func-
tion. The state equation of system (1) has been considered in [11]. There, under
one further constraint on a(t), it was shown that the complete controllability
of (1) at a certain time T is equivalent to the complete controllability of the
pair [A,B]. This is a rather surprising result, given that the coefficient a(t)
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can change in an almost arbitrary manner and no smoothness assumptions are
placed on it.
In this paper, we further explore the fundamental properties of (1), where we
have included the possibility that only the output can be observed. In section
2, we improve on the conclusion of [11] by showing that the complete control-
lability of (1) is indeed equivalent to the complete controllability of the pair
[A,B], under further weaker conditions on a(t). This result is used in section 3
to show that a Kalman canonical system decomposition is possible for all time
t. In section 4, and based on the canonical decomposition, we give necessary
and sufficient conditions for stabilisability/detectability, as well as a method
for designing a stabilising linear state-feedback controller and a full order Lu-
enberger observer.
Before we conclude this introduction, let us point out that a slightly more
general system

ẋ(t) = a(t)Ax(t) +BB1(t)u(t),

y(t) = C1(t)Cx(t),

x(0) = x0,

B1(·), B−11 (·) ∈ L∞([0,∞);Rm×m), C1(·), C−11 (·) ∈ L∞([0,∞);Rp×p),

can always be transformed into (1) by introducing a new control variable
u1(t) ≡ B1(t)u(t), and a new output variable y1(t) ≡ C−11 (t)y(t). Thus, all
results of this paper are also valid for this more general system.

2 Controllability

Controllability and criteria for assessing it were introduced by Kalman in [7].
In general these criteria require either the calculation of the Grammian matrix
or the solution of the Lyapunov matrix differential equation, neither of which
is easy. Attempts have been made to obtain simpler criteria for assessing this
fundamental system property. When the system coefficients have a certain
number of derivatives or are analytic, then algebraic criteria that do not require
solving the Lyapunov equation are available [3], [21], [19], [20]. In [11] an
algebraic criterion for controllability of (1) is introduced that does not require
the differentiability of a(t). However, it imposes the constraint on the integral
of a(t) not being zero in the interval of interest. In this section, we prove that
such an algebraic criterion is valid without the mentioned restriction. Indeed,
apart from the minimum requirement of a(t) being an integrable function, we
make no further assumptions on it. Let us first recall the definition of complete
controllability.

Definition 1 System (1) is called completely controllable at time T > 0, if
for each pair x0, xT ∈ Rn, there exists a control u(t) such that x(T ) = xT .
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In [11], the following rank condition for controllability of (1) at time T is
proved.

Theorem 1 Let the coefficient a(·) be such that∫ T

0

a(t)dt 6= 0. (2)

Then system (1) is completely controllable at time T if and only if:

rank C = n. (3)

where C ≡ [B,AB, ..., An−1B].

As pointed out in [11], the above theorem does not require for the coefficient
a(t) to be n − 2 times differentiable, which is an advantage over the control-
lability criterion of [3], [21], [19], [20]. However, the opposite is also true: the
systems with n − 2 times differentiable coefficient a(t), that do not satisfy
condition (2), can be considered by the criterion of [3], [21], [19], [20]. Clearly,
it is desirable to remove the constraint (2).
Let us recall the general necessary and sufficient condition for complete con-
trollability as given in [7].

Lemma 1 System (1) is completely controllable at time T if and only if:

rank GT = n. (4)

Here GT is the controllability Gramian defined as:

GT =

∫ T

0

Φ(t)BB′Φ′(t)dt,

where Φ(·) is the solution to the following matrix differential equation: Φ̇(t) = a(t)AΦ(t),

Φ(0) = I.
(5)

In [11] it is shown that Φ(t) = eg(t)A, where g(t) =
∫ t
0
a(s)ds. Then it is obvious

that

Φ(t)a(t)A = a(t)AΦ(t). (6)

Lemma 2 Let a(t) 6= 0, for a.e. t ∈ [0, T ]. Then the system (1) is not com-
pletely controllable at time T , if and only if there exists a non-zero vector
p ∈ Rn such that:

p′Φ(t)AiB = 0, ∀t ∈ [0, T ], i ∈ N0. (7)
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Proof (Sufficiency.) Let the equations (7) hold, which in particular means that
p′Φ(t)B = 0. This implies p′GT p = 0, i.e. the system is not completely con-
trollable at time T .
(Necessity.). We prove this by induction. Assume that system (1) is not com-
pletely controllable at time T . Then there exists a non-zero vector p ∈ Rn such
that p′GT p = 0. Due to the nonnegativity of GT , this implies:

p′Φ(t)B = 0, ∀t ∈ [0, T ].

This proves (7) for i = 0. We assume that (7) holds for i = 0, ..., j ≥ 0, i.e.

p′Φ(t)AjB = 0, ∀t ∈ [0, T ]. (8)

Now we need to prove that (7) holds for i = j+1. The derivative of p′Φ(t)AjB
is:

d

dt

[
p′Φ(t)AjB

]
= p′a(t)AΦ(t)AjB.

Integration and commutation (6) give:

p′Φ(t)AjB = p′AjB +

∫ t

0

p′Φ(τ)a(τ)Aj+1Bdτ,

which when substituted into (8) results in

p′AjB +

∫ t

0

p′Φ(τ)a(τ)Aj+1Bdτ = 0, ∀t ∈ [0, T ]. (9)

Taking t = 0 in (9) implies that p′AjB = 0, and thus equation (9) becomes∫ t

0

p′Φ(τ)a(τ)Aj+1Bdτ = 0, ∀t ∈ [0, T ]. (10)

Let F (t) be defined as

F (t) ≡
∫ t

0

p′Φ(τ)a(τ)Aj+1Bdτ, ∀t ∈ [0, T ] (11)

Then (10) implies that F (t) = 0, ∀t ∈ [0, T ], and hence is differentiable with
derivative

dF (t)

dt
= 0, ∀t ∈ [0, T ].

From Theorem 4.4.2 of [1], we have p′Φ(t)a(t)Aj+1B = dF (t)
dt , a.e. t ∈ [0, T ].

Therefore,

p′Φ(t)a(t)Aj+1B = 0, a.e. t ∈ [0, T ]. (12)

Due to our assumption on a(·), equation (12) is equivalent to:

p′Φ(t)Aj+1B = 0, ∀t ∈ [0, T ].

This confirms (7) for i = j + 1, and thus completes the proof.
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We can now state and prove the main result of this section, where we have
excluded the trivial case of a(t) = 0 for a.e. t ∈ [0, T ].

Theorem 2 System (1) is completely controllable at time T if and only if:

rank C = n. (13)

Proof The proof proceeds in two parts. In part (a) we prove the theorem under
the assumption that a(t) 6= 0, for a.e. t ∈ [0, T ]. In part (b) we use this result
to prove the general case.
(a) Let a(t) 6= 0, for a.e. t ∈ [0, T ].
(Sufficiency.) Assume that condition (13) holds, but the system is not com-
pletely controllable at time T . From Lemma 2 we know that there exists a
non-zero vector p ∈ Rn such that

p′Φ(t)AjB = 0, ∀t ∈ [0, T ], j ∈ N0. (14)

The first n equations in (14) are equivalent to:

p′Φ(t)[B,AB, ..., An−1B] = 0. (15)

However, due to our assumption that (13) holds, this is not possible. Hence,
the system is completely controllable.
(Necessity.) Assume that the system is completely controllable at time T , but
(13) does not hold. This means that there exists a non-zero vector p ∈ Rn,
such that (15) holds, which in turn implies (14). From Lemma 2 we conclude
that the system is not completely controllable at time T , and hence the con-
tradiction.
(b) Let there be at least one interval [a, b] ⊂ [0, T ] such that a(t) 6= 0 for
a.e. t ∈ [a, b]. Let there be N disjoint subintervals of [0, T ], excluding [a, b],
where a(t) 6= 0 for a.e. t. Here N is a non-negative integer, and denote those
intervals by αi, i = 1, 2, ..., N . Similarly, let βj , j = 1, 2, ...,M , denote the
disjoint subintervals of [0, T ] such that a(t) = 0 for a.e. t ∈ βi, where M is
some non-negative integer. Also let

[0, T ] = [a, b]
⋃(

N⋃
i=1

αi

)⋃ M⋃
j=1

βj

 .

The Grammian matrix can now be written as:

GT =

∫ b

a

Φ(t)BB′Φ′(t)dt+

N∑
i=1

∫
αi

Φ(t)BB′Φ′(t)dt+

M∑
j=1

∫
βj

BB′dt. (16)

If (13) is not satisfied, then neither is rank B = n satisfied. Thus, according to
part (a) of the proof, none of the integrals in (16) is positive definite, i.e. GT is
not positive definite1 and therefore the system is not completely controllable.

1 In this case there exists an orthogonal matrix V such that V ′GTV =

[
G1 0
0 0

]
, which is

clearly not positive definite; the existence of V can easily be derived from the results in [9].
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This makes the condition (13) necessary. On the other hand, if (13) does hold,
then according to part (a) of the proof, at least the first integral in (16) is
positive definite (of course, if N > 0, then so are all integrals in the intervals
αi). Which means that system (1) is completely controllable. This completes
the proof.

3 Canonical structure

Kalman canonical decomposition theorem was introduced in [8], [9] (see also [6]),
and is a fundamental result in control system theory. When the system is
time-varying, the best results so far are those of [24], [25], [26]. Under the
assumption of continuous system coefficients, they show that there exists a
time-varying transformation matrix that decomposes the system for all time
t. No systematic procedure for constructing such a transformation matrix is
given. The next result shows that a Kalman canonical decomposition of system
(1) is possible for all t, without continuity assumption on a(t). Moreover, the
transformation matrix that achieves this decomposition is time-invariant and
can be constructed using the well-established methods (see, e. g. [9], [28]). This
is obviously a very rare example of a time-varying system with these features,
and should be the first one reported in literature.
For notational simplicity, we consider the decomposition of the state equation
only, and the decomposition of the whole system is done similarly.

Theorem 3 Let there exists a number 0 < ρ ∈ R such that a(t) 6= 0, a.e.
t ∈ [0, ρ]. Then there exists a time invariant transformation matrix U ∈ Rn×n
that decomposes the system into the completely controllable and uncontrollable
parts for all t > 0.

Proof According to Theorem 2, a necessary condition for not complete control-
lability is rank C = n1 < n. Then, according to [9], there exists a constant
matrix U such that

U−1AU =

[
A1 A2

0 A3

]
, U−1B =

[
B̄
0

]
, (17)

where A1 ∈ Rn1×n1 , A2 ∈ Rn1×(n−n1), A3 ∈ R(n−n1)×(n−n1).

Here the pair [A1, B̄] is completely controllable, whereas the nature of A2, A3,
is not relevant for our current purposes. By introducing the state transforma-
tion x(t) = Uz(t), the state equation of (1) is transformed into ż1(t) = a(t)A1z1(t) + a(t)A2z2(t) + B̄u(t),

ż2(t) = a(t)A3z2(t)
(18)

where z(t) = [z′1(t), z′2(t)]′. The state z1(t) is completely controllable for all t
due to the fact that [A1, B̄] is a completely controllable pair, and the fact that
if the pair [a(t)A1, B̄] is completely controllable for some time T , it is so for
all time t > 0 (see Theorem 2). The state z2(t) is clearly uncontrollable.
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4 Controller and observer design

Considerable attention has been given to the problem of stabilisation and state
observation of linear time-varying control systems [2], [4], [7], [10], [12], [13], [14],
[15], [16], [17], [18], [22], [23]. Common assumptions of these methods are that
the system is controllable/observable in a certain sense, and/or derivatives of
the coefficients exist up to a certain order. Here we make no such assumptions.
Consequently, the existing methods for stabilisation and observation of linear
time-varying systems are not applicable to our situation in general. Fortu-
nately, however, it turn out that by a proper modification, methods of linear
time-invariant systems can be used. We begin by considering the problem of
stabilisation of (1) by means of linear state-feedback controller, and then use
such a result to design the state observer. The following is a standing assump-
tion of this section.
Assumption (A1). There exists a number 0 < ρ ∈ R such that a(t) 6= 0, a.e.
t ∈ [0, ρ], and

lim
t→∞

∫ t

0

a(τ)dτ = ±∞,

Recall that the pair of matrices [a(t)A,B] is stabilisable if there exist a matrix
K(t) such that the system ẋ(t) = [a(t)A+BK(t)]x(t) is asymptotically stable.
Similarly, the pair [a(t)A,C] is detectable if the pair [a(t)A′, C ′] is stabilisable.

Theorem 4 (a) If limt→∞
∫ t
0
a(τ)dτ = ∞, then the pair [a(t)A,B] is stabil-

isable if and only if the eigenvalues of the matrix A3 in the Kalman decompo-
sition (17) have negative real parts.

(b) If limt→∞
∫ t
0
a(τ)dτ = −∞, then the pair [a(t)A,B] is stabilisable if and

only if the eigenvalues of the matrix A3 in the Kalman decomposition (17)
have positive real parts.

Proof We prove part (b) only, since the proof of part (a) is done similarly. Due
to assumption A1 and Theorem 3, there exists a constant matrix U through
which the state equation of (1) can be decomposed into (18) using the trans-
formation x(t) = Uz(t). Since U is a constant matrix, the stability of x(t) is
equivalent with the stability of z(t). Hence we focus on the stabilisability of
(18). The solution of the uncontrollable system ż2(t) = a(t)A3z2(t) is

z2(t) = exp

[
A3

∫ t

0

a(τ)dτ

]
z2(0) (19)

Clearly, limt→∞ z2(t) = 0, ∀z2(0) ∈ Rn1×n1 , if and only if all eigenvalues of A3

have positive real parts. On the other hand, since the pair [A1, B̄] is completely
controllable, by Wonham’s theorem [27], there exists K1 ∈ Rm×(n−n1) such
that the matrix A1 + B̄K1 has any desired set of eigenvalues. We choose
the control u(t) = a(t)K1z1(t), where K1 is such that all the eigenvalues of
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A1+B̄K1 have positive real parts. The system (18) under this control becomes
ż(t) = a(t)Āz(t) where

Ā =

[
A1 + B̄K1 A2

0 A3

]
. (20)

Since all eigenvalues of Ā have positive real parts, the system (18) is asymp-
totically stable.

It is interesting to note that the stabilisability of (1) does not depend on the
particular form of a(t) but only on the behavior of its integral at infinity. In
part (a) of the above theorem, the conditions for stabilisability are the same as
for the time-invariant system. However, these conditions in part (b) are very
different from the corresponding ones of time-invariant system as it requires
the eigenvalues of A to have positive real parts. For the rest of the section we
make the following minimum assumption on the system.
Assumption (A2). The pair [a(t)A,B] is stabilisable, and the pair [a(t)A,C]
is detectable.

While Theorem 4 gives necessary and sufficient conditions for stabilisability,
its proof gives the main idea for constructing a linear state-feedback stabilis-
ing controller of the form u(t) = K(t)x(t). We first need to design the matrix
K1 such that A1 + B̄K1 has the desired eigenvalues. This can be done by
any of the well-known methods of linear time-invariant systems (see, e. g. [5]).
Decomposing the matrix U−1 in block form as:

U−1 =

[
U1 U2

U3 U4

]
,

with U1 being of dimension (n − n1) × (n − n1), we can write the stabilising
feedback gain as

K(t) = a(t)K1[U1 U2]. (21)

We now focus on the design of a full order Luenberger observer, and one can
easily adopt this approach to design the reduced order observer. Consider the
following linear time-varying observer:

˙̂x(t) = a(t)Ax̂(t) +Bu(t) + L(t)[y(t)− ŷ(t)],

ŷ(t) = Cx̂(t)
(22)

The matrix L(t) of order n× p needs to be such that limt→∞ e(t) = 0, where
e(t) ≡ x(t)− x̂(t) is the state estimation error. The equation of this error is:

ė(t) = [a(t)A− L(t)C]e(t). (23)

Since the pair [a(t)A,C] is detectable, there exists a matrix L(t) such that (23)
is asymptotically stable. Of course, L(t) can be determined using the previous
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procedure of designing K(t). Next we show that the system consisting of the
controller that feeds back the state of the observer, is asymptotically stable.
Let the controller be chosen as a linear feedback from the estimated state as:

u(t) = K(t)x̂(t) = K(t)[x(t)− e(t)].

where K(t) is given in (21). The state equation now becomes:

ẋ(t) = [a(t)A+BK(t)]x(t)− a(t)BK(t)e(t).

Denoting by s(t) ≡ [x′(t), e′(t)]′, we have that ṡ(t) = H(t)s(t), where

H(t) =

[
a(t)A+BK(t) −BK(t)

0 a(t)A− L(t)C

]
,

which is clearly an asymptotically stable system.

5 Conclusions

We have derived several basic results for a class of linear time-varying sys-
tems. These are: an algebraic criterion for complete controllability, canonical
decomposition of the system for all time t, and a design approach to stabilising
controllers and observers. Despite the weak assumptions on the time-varying
coefficient, the results are very explicit and have a strong link with the rich
theory of linear time-invariant systems. It would be interesting to investigate
if more general linear time-varying systems can be approximated by or trans-
formed into this class of systems.
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