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Abstract

Zilber constructed a class of exponential fields ECFgk ccp whose models
have exponential-algebraic properties similar to the classical complex field
with exponentiation Ceyp. In this thesis we study this class and the more
general classes ECFgg, also defined by Zilber, and ECF, studied by Zilber
and Kirby. We investigate stable-like behaviour modulo arithmetic in these
classes by developing a unique independence relation for each class, and in

ECF we use this relation to examine types.

We provide an exposition of exponential fields that is more model theo-
retic and type-oriented than preceding work. We then investigate the types
in ECF that are orthogonal to the kernel. New ideas presented include a
characterisation of these types, and the definition of a grounding set; these
results allow us find sufficient conditions to prove that a type over a set
uniquely extends to a type over the smallest strong ELA-subfield contain-

ing that set.

For each class we define a ternary relation on subsets, and prove that
these relations are independence relations, with properties akin to non-
forking independence in first order theories. Applying work of Kangas,
Hyttinen and Kesala, we prove that in ECFgk our independence notion is
the unique independence relation for this class, and that our independence
notion in ECFgk ccp is exactly the canonical independence relation for this
class derived from the pregeometry. Assuming the conjecture known as CIT,
we use our independence relation in ECF to prove that types orthogonal

to the kernel are exactly the generically stable types.
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Chapter 1

Introduction

Consider the complex field with exponentiation Ceyp, = (C, +, -, exp, 0, 1).

It is known that the integers are definable in this structure by
Z={xeC : Yy (exp(y) =1 — exp(zy)=1) }.

Therefore C.y, is undecidable, and unstable. Wilkie proved that Rey, =
(R; +, -, exp, 0, 1) is model complete [24, Second Main Theorem]|, but this is
not the case for Ceyp, [20, Proposition 1.1]. There are still many intriguing

open questions about Ceyp:

e Are the real numbers definable in this structure?

e (Zilber) Is Cuyp quasi-minimal, that is, are all of its definable subsets

either countable or cocountable?

e (Mycielski) What are the non-trivial automorphisms other than com-

plex conjugation?



We also would like to know if there are any strange exponential-algebraic
relations between elements of Cey,, a question that can be more clearly

described by a conjecture from transcendental number theory:

Schanuel’s Conjecture: Let aq,...,a, € C be Q-linearly independent.
Then

td(ah ey Gy eXp(a’l)7 e eXp<an)) Z n

If this conjecture were true, it would minimize the exponential-algebraic
relations between elements of Ceyp,. For instance it would imply that the fol-
lowing transcendental numbers are all algebraically independent over Q [22]

p.326).
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Macintyre gave a description of an abstract algebraic exponential field
n [I8], defining an E-field to be a field F' with a defined homomorphism
E : (F,+) — (F*,-). For all E-fields that we consider, F will be an alge-
braically closed field of characteristic zero and E will be surjective; we call
such an E-field an ELA-field. The class of all ELA-fields is still too gen-
eral for us to characterise, so we shall work with more specific subclasses
of E-fields. Macintyre also described a notion of E-algebraicity in terms
of a non-singular set of solutions of polynomials in z, E(z) [I8], Definition
5, Section 2.5]. From this notion we obtain a closure operator given by

eclp(B) ={a € F : a is E-algebraic over B} for any subset B C F', and an



associated dimension function, exponential transcendence degree, given by

etd(a/B) = min{|b| : b C @ and (eclp(bB) = eclp(aB)}.

We can in fact come to this dimension function another way. For an E-field
F, consider the following Hrushovski predimension function for each finite
aCF

§(a) = td(a, e*) — ldimg(a)

This predimension gives rise to a dimension function given by d(a) =
min{d(ab) : b € F} and a closure operator clp(a) = {b € F : d(ba) = d(a)}.
Kirby proved that eclp agrees with clp and is always a pregeometry for
every ELA-field F satisfying 6(a) > 0 for all a € F' [12, Theorem 1.1], and

furthermore by [12, Theorem 1.3] it follows that

etdr(a) = min{d(ab) : b€ F}.

Note that in Cep the statement 6(a) > 0 is equivalent to Schanuel’s con-

jecture.

As a new method of studying exponential fields, in [26] Zilber con-
structed an L, ,(Q)-sentence ®, where @) is the quantifier saying ‘there
exists uncountably many’, that axiomatises all of the properties that we
know of Cep, as well as all those properties we desire it to have. Models
of ® are structures of the form (K;+,-, F,0,1), where (K;+,-,0,1) is an
algebraically closed field of characteristic zero, E : (K,+) — (K*,) is a
surjective homomorphism, ker(E) = 7Z for some transcendental element

7 € K, and Schanuel’s conjecture in K holds. ® also demands that these



models are sufficiently existentially closed and have a countable closure
property; that is, any system of exponential-algebraic equations that could
have a solution in an extension of K already has a solution in K, and in fact
K contains countably many such solutions. Assuming the other axioms, the
countable closure property is equivalent to stating that ecl(a) is countable
for all finite tuples a € K. Zilber proved that the class I of models of ®,
the class of pseudo-exponential fields, contains a unique model of cardinality
k for each uncountable cardinal k. These models are quasi-minimal, and

the model of cardinality x has 2" automorphisms.

It is then natural to question whether or not the unique model of K
of cardinality 2 is isomorphic to Cexp- However for this we would need
to prove Schanuel’s conjecture and more, so it is considered out of reach.
Instead it is prudent to investigate properties of models in K and generali-

sations of IC, which we call exponential fields.

A significant issue with Ceyp is its combination of geometric and arith-
metic structure. One reduct of Cey, is the algebraically closed field (C; 4+, -),
which has a stable theory and is a well-behaved, strongly minimal, geomet-
ric structure. However, we also have definable arithmetic structure in the
form of (Z;+, ), giving rise to Gédel’s phenomena, in particular wild defin-
able sets. We therefore have the following question in mind: do exponential
fields exhibit any stable-like behaviour modulo arithmetic? One definition
of stability is that non-forking extensions of types should give rise to an in-
dependence relation with reasonable properties. So in particular we ask, do
exponential fields allow for a useful notion of independence modulo arith-

metic? If so, what does this relation tell us about their structure, and the



structure of their types?

The main body of work in this thesis concerns defining and investigating
independence relations that act over arithmetic in several different classes
of exponential fields, with the intention of observing stable-like behaviour.
We are especially interested in the class ECF, which was proved in [16]
to be ‘superstable over the kernel’; and in fact an elementary class modulo
a certain number theoretic conjecture known as CIT (the conjecture of
intersections of tori with varieties). We would therefore like to know what
other stable-like behaviour is exhibited in ECF. We use independence to
study the types in ECF and investigate the meaning of the model theoretic

property of generic stability in this setting.

The structure of the thesis is as follows. In Chapter 2 we define four
classes of exponential fields, ExpF, ECF, ECFgkx and ECFgk ccp. Zil-
ber’s class K is exactly ECFgsk ccp, and ECFgk is the more general class
containing models that may have uncountably many solutions of the form
(a,e”) for all algebraic varieties with sensible properties, as studied in [14].
ECF is even more general, and requires only that (Z;+,-) is a model of
the theory of (Z;+, ), rather than isomorphic to it. For each of the classes
ECF, ECFgsk, and ECFgk ccp, we specify an appropriate embedding
such that they are abstract elementary classes, admitting monster models.
We define and describe the notions of hull and ELA-subfield in exponen-
tial fields from [I5, Section 3,7], and with these we prove several useful
statements about types in ECF. Types in exponential fields have been
investigated before in [14] and implicitly throughout [I5]; in this chapter

we give an explicit characterisation of Galois types over strong ELA-closed



subfields and show that these correspond exactly with the syntactic types
over strong ELA-closed subfields. These types can be thought of as ‘orthog-
onal to the kernel’, in that they do not require new kernel elements in order
to be realised. These types are our main objects of study, as if a model
realising the type preserves the kernel of the base, the model must also pre-
serve arithmetic of the base, and thus realising this type need not give rise
to any additional arithmetic issues. We define the grounding set of a type
orthogonal to the kernel, which is a finite set that fully characterises the
type, comparable to the notion of a base in a first order theory. Using this
definition we prove that, assuming CIT, any orthogonal type over a ground-
ing set B uniquely extends to the Galois type over the strong ELA-subfield

generated by B.

We begin Chapter 3 by providing an overview of the literature on in-
dependence and pre-independence relations in first order theories and ab-
stract elementary classes. We then define and describe a new ternary rela-
tion on ExpF and prove that it is a pre-independence relation; we develop
this relation to construct ternary relations specific to each of the classes
ECF,ECFgk and ECFgk ccp, and prove that each relation is indeed an
independence relation for its class. Using work by Hyttinen, Keséla and
Kangas we prove that our independence relation for ECFgyk is the unique
independence relation for that class (satisfying bounded free extensions of
weak types). We also prove that for ECFgk ccp our independence relation
is exactly the canonical pregeometric independence notion, and by work of
Hyttinen and Kangas prove that additionally it is equivalent to non-splitting

of weak types in this class.



In Chapter 4 we use our independence relation for ECF to prove that,
assuming CIT, the global types orthogonal to the kernel are exactly the
generically stable types, yielding the informal corollary that this indepen-
dence relation is a useful notion of independence for ECF. We conclude
with a brief discussion of potential future directions of research, suggesting
other model-theoretic properties that could be investigated in ECF using

exponential-algebraic techniques.

Throughout this thesis we write A, B,C,... to denote sets, @,b,... to
denote tuples, and we write AB for AUB and ab for @~ b. We abuse notation
and write @ € A to mean a € A%, and we also write @ to mean the tuple
(ay,as, ..., a,) as well as the set {ay, as, ..., a, }; therefore if b = (by, ..., by,) is
any tuple and A is any set, Ab denotes AU{by, ..., by, }. We write e to mean
exp(a) even when exp is not the standard analytic exponential function.
We also allow the exponential of tuples by setting e = (e, ..., e*), and we

allow the exponential of a subset by defining e? = {e® : a € A}.

We recall that for a Q-vector space V with subsets A, B,C C V we say
that A is Q-linearly independent from B over C, written A J/(g'lin B, if for
all a € A we have ldimg(a/C) = ldimg(a/BC). We recall also that for an
algebraically closed field K with subsets A, B, C' C K we write A LSCFO B
and say A is field-theoretically algebraically independent from B over C' if
td(a/C) = td(a/BC) for every a € A. Here td(X/Y) denotes the tran-
scendence degree of Q(XY') over Q(Y). For a € K and B C K we define
Loc(a/B) the locus of @ over B to be the intersection of all algebraic varieties

defined over B containing a.



Chapter 2

Exponential fields and types in
ECF

In this chapter we define axiomatically four classes of exponential fields,
namely ExpF, ECF, ECFgk, and ECFgk ccp. The purpose of this
chapter is to obtain tools that may be used in Chapter 3 to prove facts
about independence relations in exponential fields, and to study types in
ECF. We show that with certain associated embeddings, ECF, ECFgsk
and ECFgk ccp are abstract elementary classes admitting monster models.
We focus on investigating types in ECF', in particular types orthogonal to
the kernel, which may be realised without extending the kernel. We show
that in ECF, Galois types and syntactic types that are orthogonal to the
kernel are equivalent over semi-strong ELA-subfields. Following this we in-
troduce the notion of a grounding set, which can fully characterise a type
orthogonal to the kernel defined over a semi-strong ELA-subfield, in par-

ticular, over a model. We show that assuming the Diophantine conjecture
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known as CIT, a type over a grounding set uniquely extends to a type over
the smallest strong ELA-subfield containing the grounding set. Finally we
comment on how a grounding set corresponds with the notion of a base in

a first order theory.

2.1 Classes of exponential fields

In [26] Zilber constructed a class ECFgk ccp of pseudo-exponential fields
which have all the properties we desire of C.y,. He showed that this class
is axiomatisable in L, (@), where @) is a quantifier meaning ‘there exist
uncountably many’, and further that it is k-categorical for all uncount-
able k. These models are quasiminimal, meaning that all definable sets are
countable or cocountable, and the model of cardinality x has an automor-
phism group of cardinality 2%. Zilber conjectured that the unique model of

cardinality continuum is isomorphic to Ceyp.

We now work towards defining ECF gk ccp as described above, and also
the more general classes ECF and ECFgk as investigated in [16] and [14]
respectively. Appendix A provides a summary of the properties of these

classes for the reader’s reference.

We will consider structures of the form (M;+, -, exp) where one or more

of the following axioms hold.

(I) (M;+,-) is an algebraically closed field of characteristic 0, and exp :

(M, +) = (M*,) is a surjective homomorphism.

We shall call a structure M satisfying axiom (I) an ELA-field, where the
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‘E’ and the ‘L’ mean that every element in M has an exponential and a
logarithm in M, and the ‘A’ means that M is algebraically closed. In
general, the exponential fields we shall study have stronger properties. For
instance, we wish to have an axiom expressing that the kernel is an infinite
cyclic group generated by a transcendental element; this axiom will include

the statement that Z = Z, where

Z ={z: Vy(exp(y) =1 — exp(zy) = 1)}

is the multiplicative stabiliser of the kernel. This property is observable in

Cexp, and is characterised by the following axiom.

(IT) There is an element 7 € M such that ker(M) = 7Z and 7 is tran-

scendental.

If M is an ELA-field such that axiom (II) also holds, we say that M has
standard kernel, that is Z(M) = Z. As seen in [14] Section 2.1], axiom
(IT) can be split into two parts, saying respectively that (a) the kernel is a
cyclic Z-module and every element in the kernel is transcendental over Z,
and (b) Z = Z. Note that part (a) is first order expressible, while part (b)
is given by an L, ,-sentence omitting the partial type of a non-standard
integer. If we weaken the statement of part (b), we can allow for a wider
range of exponential fields with non-standard kernels. We consider then the

following first order axioms as a weakening of axiom (II).

(ITa) There is an element 7 € M such that ker(M) = 77 and 7 is tran-

scendental over Z.

(IIb) (Z;+,-) E Th(Z;+,-).
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We also wish our structures to satisfy Schanuel’s Conjecture over the kernel,

which is expressed by the below axiom.

(III) Schanuel Condition (SC) If a € M" is Q-linearly independent over

ker(M), then td(a,e®/ ker(M)) > n.

Here we say a € M" is Q-linearly independent over a subset A C M if for

any non-zero tuple A € Q" we have " | Aja; ¢ spang(A).

The following class of exponential fields is the most general that we shall

study.

Definition 2.1.1. Define ExpF to be the class of all models of axioms (I),
(ITa), (ITb), and (III).

Further axioms require more terminology. We want axioms demanding
that our models have a certain amount of saturation. Intuitively, axiom
(IV) will say that any system of exponential algebraic equations that could
have a solution in an exponential field extension of M already has a solution
in M, and axiom (V) will say that M contains only countably many such
solutions. In order to describe these axioms precisely we need to define a
particular matrix action on an element in G, where G = G,(M) x G,,(M),
the product of a copy of the additive and multiplicative groups of the field
M. Suppose (Z,y) € G™ and let M be a k x n integer matrix. We define
the action M - (z,7) = (a,v) where u; = Y% my;a; and v; = [/, y; for

it =1,...,k. For V an algebraic variety in G" we define

M-V ={M-(z,9)|(z,y) € V}
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Definition 2.1.2. [I5, Definition 5.1] Let V' C G™ be an algebraic variety.
We say V' is rotund if for any k x n integer matrix M with rk M = k, we
have dim(M - V') > k. We say V' is free if there do not exist my,...,m,, € Z

not all zero and b € M such that V' C {(z,y) : > mz; = b} or V C
{(,9): Iy = b}

(IV) Strong Exponential Closure (SEC) If A C M is any finite set,
and V C G™ is an irreducible, free, and rotund algebraic variety
defined over A, then there exist a € M" such that (a,exp(a)) € V is

generic over A, that is td(a,exp(a)/A) = dim V.

(V) Countable Closure Property (CCP) If A C M is a finite subset
and V C G" is an irreducible, free, rotund variety defined over A

with dim V' = n, then

{a € M" : (a,exp(a)) € V is generic in V over A}

is countable.

Definition 2.1.3. e Define ECF to be the class containing all models

of axioms (I), (ITa), (IIb), (III) and (IV). We call ECF the class of

exponentially closed fields.

e Define ECFgk to be the class containing all models of axioms (I),
(IT), (III) and (IV). We call ECFgk the class of exponentially closed

fields with standard kernel.

e Define ECFgk ccp to be the subclass of ECFgk containing all models
of axioms (I), (II), (III), (IV), and (V). We call ECFgk ccp the class
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of exponentially closed fields with standard kernel and the countable

closure property.

Lemma 2.1.4. ECFSK,CCP Q ECFSK g ECF g EIZJpF

Proof. The inclusions ECFgk ccp € ECFgk and ECF C ExpF are clear.
For ECFsk C ECF, we observe that axioms (I), (III) and (IV) are common

to both classes, and satisfaction of axioms (Ila) and (IIb) follows from axiom

(IT) as Z = Z. O

By [26l Lemma 5.12] C.y, satisfies axiom (V). However it is not known
that Ceyp is in ECFgk ccp or even ExpF, as axioms (III) and (IV) are
unproven for Cgp,. In the next section we show that these classes with

certain associated embeddings are abstract elementary classes.

2.2 Abstract elementary classes

A class of structures C is called an elementary class if there is a first order
theory T' such that the models of T' are exactly those structures contained
in C. Such a class has good model theoretic properties. Our classes ECFgk
and ECFgk ccp are not elementary classes, and whether or not ECF is
elementary is dependent on the aforementioned conjecture known as CIT.

However, we have the following generalisation of elementary classes due to

Shelah.

Definition 2.2.1. [8, Definition 2.1] Let £ be a countable language, C a

class of L-structures and let <. be a partial order on C. Then (C, <) is
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an abstract elementary class (or AEC for short) if the following properties

hold.

(1) Both C and < are closed under isomorphisms.
(2) For all M, N €C, if M <¢ N then M is a substructure of N.

(3) Let My, My, and M3 be L-structures in C with M; C M,. If M; <
Mz and My <p M3, then M; < M,.

(4) Suppose that (M; : i < w) is a <e-chain of L-structures in C, and let
M* = ,., Mi. Then M* € C and for each i < w we have M; < M*.
Furthermore if NV € C such that for each i < w we have M; < N, then

M* < N.

(5) Downward Léwenheim-Skolem (DLS) There is a cardinal LS(C) > N
such that for every M € C and subset A C M, there exists a model

A* € C such that A C A* < M and |A*| = |A| + LS(C).

Note that an elementary class C of models of a first order theory 7" is an

abstract elementary class, with <. being elementary embedding.

Definition 2.2.2. [§ Definition 2.3] Let (C,<¢) be an AEC and let
M,N € C. We say amap f: M — N is a C-embedding if f(M) <¢ N.

Definition 2.2.3. [6, Definitions 2.2-2.5] We say that an AEC (C, <¢) is

finitary if the following hold.

1. LS(C) = No.

2. (ALM) C has arbitrarily large models.
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3. Amalgamation Property (AP) If Mgy, My, My € C with My <¢ M;,
My < My, and My = M; N M, then there exists N € C such that
M; < N and a C-embedding f : My — N such that f(My) = M.

4. Joint Embedding Property (JEP) For every My, My € C there exists
N € C such that M; <¢ N and there exists a C-embedding f : My —
N.

5. Finite Character Let M, N € C with M C N, and suppose that for
cach finite @ € M we have tp9,(a) = tp},(a), where tp,(a) refers to

the Galois type. Then M <, N.

If an AEC C has AP, JEP and ALM, then C has a monster model M
into which all models in C embed. When working in a monster model M,
every set we consider is a subset of Ml, and every tuple we consider is a tuple
in M. We shall show that the classes ECF, ECFgk and ECFgk ccp with
distinguished embeddings all have these properties, and so we may fix a
monster model M for each class, which is saturated and of large cardinality.
For our purposes we could just work in a model that is ‘saturated over the
kernel’, that is, saturated with respect to extensions that do not extend the
kernel (a precise description of this is Definition . This in particular
in ECF would allow us to avoid the cardinality of the kernel equalling the
cardinality of the model. However this distinction is generally not necessary

to our study.

We now work towards proving these results about our classes of expo-
nential fields. We define a predimension function, and use this function to
define strong and semi-strong embeddings. We use these definitions to show

that with certain distinguished embeddings, ECF and ECFgsk are finitary
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AECs, and ECFgk ccp is a non-finitary AEC. As previously mentioned,

see Appendix A for a summary of the properties of these classes.

Definition 2.2.4. Let M be a model in ExpF, and let A C M be a subset.
We define (A)r to be the Q-linear vector subspace of M generated by A,
that is (A)y = spang(A). We also define the kernel of A as ker(A) =
(A) Nker(M).

The subscript in (A)x means that the vector space spang(A) is being
considered as a subspace of M, but for any vector space N containing A
we have (A)y = (A)n, so we may omit the subscript when the context is

clear.

Definition 2.2.5. [16], Definition 3.8] [15 Section 2.1] Let M be a model
in ExpF and suppose A and B are subsets of M. We define the relative

predimension function

Am(A/B) = td(A, exp(A)/B, exp(B), ker(M)) — 1dimg(A/ B, ker(M))

We also define Apq(A) = A (A/0D).

Note that axiom (III) states that A (z) > 0 for all z € M.

Lemma 2.2.6. [16, Lemma 3.9] Let M be a model in ExpF.

(a) Submodularity: Let M be a model in ExpF and let A, B and C' be

Q-vector subspaces of M. Then

Ap(AU B/C) + A(ANB/C) < Ap(A/C) + Ap(B/C)
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(b) Let @ and b be tuples from M, and let C be a subset of M. Then

(i) Additivity: Apy(ab/C) = Ap(a/bC) + A (b/C).
(11) There exists a finite tuple ¢ from C such that Ap(a/C) =
Am(a/c).

(¢) Suppose A C M is a subset and N is in ExpF such that M C N
and M J/liilj\ft) ker(N)). Then for any b € M we have Ay (b/A) =
Ap(b/A).

Definition 2.2.7. Let M be a model in ExpF and let A C B be subsets

of M.

1. We say A is semi-strong in B and write A « B iff

A, exp(A) J/kAerC(i‘)’ ker(B) and for every b € B we have Ay (b/A) > 0.

2. Wesay A is strong in B and write A<B if A < B and ker(A) = ker(B).

Remark 2.2.8. Let M be a model in ExpF. Suppose A C M such that
A contains ker(M) and for all z € M we have Apy(Z/A) > 0. Then
ker(M) = ker(A) and so A <M.

The above definition of semi-strong is from [16, Definition 3.10]. The
definition of strong embedding appears to differ from the definition given
by [16l Definition 3.7], which states that A is strong in B if for every
b € B we have 6(b/A) = td(b,e’/Ae?) — 1dimg(b/A) > 0. Noting that
A (D) = 0(b/ ker(M)), we see that any semi-strong kernel-preserving ex-

tension satisfies this definition of strong.

Conversely, suppose that we have models M and N of ExpF such that
M <« N with ker(M) # ker(N), so there exists A € Z(N) \ Z(M).



2.2 Abstract elementary classes 19

Then \" € Z(N) for all » € N, so for 7 a generator of ker(N') we have
A" € ker(N) for all r € N. If 1dimg(1, A, ..., \") < r + 1, then X is alge-
braic, so td(7, 7, ...,7A") = 1. By axiom (III) we have 6(7)%,...,7A") > 0,
and so ldimg(7,7A,...,7A") = 1, so A € Q, which is impossible for
A € Z(B)\ Z(A). Therefore ldimg(1,A,...,\") = r 4+ 1 for all » € N,
but then td(7,7A,...,7A") = r + 1 which fails unless » = 1. Therefore for

models of ExpF these definitions of strong are equivalent.

Lemma 2.2.9. [16, Lemma 3.11][15, Lemma 2.3] Let M be a model in

ExpF and suppose A, B,C are subsets of M.

(a) ker(M) <M.

(b) A~ A.

(c) If A< B and B <4 C then A« C.

(d) A~ B if and only if for every finite tuple b € B we have A < Ab.
(e) f ACB, B<«C and A< C then A~ B.

(f) Let v be a limit ordinal, and suppose Ay C Ay C -+ is an y-chain of
subsets of M such that A, < M for each o < ~y. Then |
and Ag < U

Ay, <M

a<y

Ay forall B < 7.

a<y

(g) The above properties (b)-(f) are also true of <.

We shall use the following characterisation of exponential transcendence

degree that was described in the introduction.
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Fact 2.2.10. [10, Fact 3.16] Let M € ExpF, A a semi-strong subset of M

and let b be a finite tuple from M. Then
etd(b/A) = min{A(be/A) : ¢ € M}

Corollary 2.2.11. Let M € ECF, let A 4 M be a semi-strong subset,
and let b € M be a finite tuple. Then etd(b/A) = A(b/A) if and only if
A(z/Ab) > 0 for all 7 € M.

In particular if A<M is strong, then etd(b/A) = A(b/A) if and only if
AbaM.

Proof. If # € M then A(z/Ab) = A(zb/A) — A(b/A) by additivity. By
Fact we have A(zb/A) > etd(b/A). If etd(b/A) = A(b/A) then

A(7/Ab) > etd(b/A) — etd(b/A) = 0.

Conversely, if for all Z € M we have A(z/Ab) > 0, by additivity again
A(zb/A) > A(b/A) for all Z € M. Then by Fact [2.2.10| we have etd(b/A) =
A(b/A) as desired. O

Definition 2.2.12. Let M,N € ExpF such that M C N. We define
M < N to mean that M <« N and Z(M)<Z(N).

The below proposition uses similar ideas to [16, Proposition 3.13] to
obtain a downward Lowenheim-Skolem result, with an additional kernel-

preservation property.

Proposition 2.2.13. Let M be a model in ECF and let A < M be any

semi-strong subset. Then there exists a model A* < M in ECF such that
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AC A, |A*| = |A] + Ry.

Furthermore, we can take Z(A*) to be the smallest elementary submodel

of Z(M) containing 7~ ker(A).

Proof. Let v = |A| + ®y. Since Th(Z;+,-) has definable Skolem func-
tions, there exists a smallest elementary submodel Z of Z(M) containing
7 lker(A). Let A9 € M be the Q-vector space generated by AZ. Then
Ay <« M, Z(Ap) = Z, and since |Z] < v we have |Ay| = 7. Now enumerate
(Ag Uexp(Ag))™ as (aa)a<cy where (—)™9 denotes field-theoretic algebraic
closure. Also enumerate all free irreducible rotund varieties (V,)q<~ defined

over Ag U exp(Ay).

We define a chain of vector spaces (Ay)a<y as follows. We have al-
ready defined Ay, so suppose we have A, up to some a < «. Choose
b from A,, or from M if no such b € A, exists, such that ¢ = a,
and b\[/ﬁf:;‘;( Aa)ker(./\/l). Choose also (¢,e?) € V,(M) generic over
Ayaab U exp(Aqgaqnd) ker(M), so in particular (¢,e€) is generic in V, over
Ag Uexp(Ap). Define Ayy1 = (Asaqbe). For each limit ordinal 8 < v we

define Az = Ua<6 A,. We now show that A, < M for each o < 7.

We proceed by induction; we have Ay < M, so suppose that A, < M for
some a < . Consider A(aq,b/Ay) = td(aq, b, e, e’ /A, exp(A,) ker(M))—
ldimg(@q, b/As ker(M)). Since a, is algebraic over Ay U exp(Ay) we have
td(a, b, €2, e’ /A, exp(Ay) ker(M)) = td(b, et /A, exp(Aq,) ker(M)) < 2,
50 A(aq,b/Ay) < 2 —1dimg(aq, b/As ker(M)).

o Ifa,,b¢ A,, then A(a,,b/A,) <2—-2=0.

o If a,,b € A, then td(b,e*/A,exp(Ay)ker(M)) = 0 and
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ldimg(aq, b/Ay ker(M)) = 0 so we have A(aq, b/As) = 0.

o If exactly one of a and b is in A, then
td (b, e /A, exp(Ay) ker(M)) < 1 and ldimg(b, an/As) = 1, so
A(aq,b/A) <0.

Therefore we can be sure that A(a,,b/A,) < 0. Since A, <4 M, it follows

that A(aqa,b/As) = 0.

Now consider A(¢/Ag,aq,b) = td(¢, e°/Aq, an,b,exp(Aq, aq,b)) —
1dimg(¢/Aq, @, b). Since (¢, e°) is generic for V,, over Ayanb, exp(Aq, aa,b)
and V, is free, we have ldimg(¢/Aq, da,b) = ldimg(¢/Ao) = |¢|. Then

A(C/Ay, a0, b) = td(¢, €%/ A, an, b, exp(Aq, au, b)) — 1dimg(¢/Aq, aq, b)

=dimV, — ¢ =0

By additivity of the predimension we have

A(ag,b,¢/Ay) = A(C/An, oy b) + Alan, b/AL)

=0+0=0

Now for any d € M, by additivity again we have

A(g/AaJrl) = A(CZ/Aaaon b7 5)
= A(daa, b, ¢/ Ay) — Alag, b,¢/Ay)
= A(dag, b,¢/Ay) — 0

— A(dag,b,¢/A) >0
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since A, < M.

We now need to prove that A, J/ferc(lj‘zﬂ)ker(/\/l). Since
b¢ij° ker(M) and (¢,e°) is generic in V, over Aja,bexp(Asanb), we
have ker(Aq,+1) = ker(A,anbé) = ker(A,). Note that in particular,
ker(A,) = ker(4p) for all @ < 7. Now by the definitions of a, and b,

and by the definition and additivity of transcendence degree, we have

td(Aas1 exp(Aai1)/ ker(Ay)) = td(Agbcexp(Anc)/ ker(Ay))

= td(Ay exp(A,)/ ker(Ay)) + td(b, ¢, e°/ A, exp(Ay))
By additivity again we have
td(b, ¢, e/ Ay exp(Ay)) = td(C, e/ Agbexp(Agb)) + td(b/ Ay exp(Ay)).

Since b L:C:;‘;(A ) ker(M)  we  have  td(b/A,exp(A,)) =
td(b/Aq exp(Ay) ker(M)). By  definition of ¢ we have
td(c, e /Aq exp(An)b) = td(c, et /A, exp(Aq)bker(M)), and so apply-

ing additivity in the other direction we obtain
td(b, ¢, e /Ay exp(Ay)) = td(b, ¢, e /A, exp(Ay) ker(M)).

Since A, ~ M we have td(A,exp(A,)/ker(M)) =
td(Aq, exp(Aq)/ ker(Ay)), and so by substituting into the above ex-

pression for td(Aq41exp(Aqs1/ker(A,)) and additivity of transcendence
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degree we have

td(Aps1exp(Aas1)/ ker(A,)) = td(A, exp(Aa)/ ker(M))
+td(b, ¢, e /Ay exp(Aq) ker(M))
= td(A,bcexp(A,c)/ ker(M))
= td(Agpr xp(Ar)/ er(M))
and so A,y1exp(Aas1) \Ll‘:}ii‘;“) ker(M). Therefore A,i1 < M.
By Lemma m(f) we have Ag = {J,.5 Aa < M for all limit ordinals
B < v, and also A, = Ua<7 Ay, < M. Write A, as A((]l), and repeat the
above argument replacing Ay with Agl) to obtain Agl) =: Agf). Repeating

this process w times, we obtain a chain of vector spaces (Aﬁ,n))n@ all semi-

Ay = A <

strong in M, so in particular by Lemma[2.2.9(f) we have | J

n<w

M. Since ker(A,) = ker(Ay) for all & < v we have ker(A*) = ker(A4y), and
since there is a definable bijection between the multiplicative stabilizer and
the kernel we have Z(A*) = Z(Ay) = Z. By construction, A* is an ELA-
subfield of M satisfying axioms (I), (IIa),(IIb),(III),(IV) and so A* € ECF.
Since A* <« M and Z(A*) = Z<Z(M) we have A* < M. Certainly

A C A* and |A*| = w -y =7 as required. O

We also have the amalgamation property for each of our classes. To

prove this we shall use the following definition.

Definition 2.2.14. [I6, Definition 3.2] Let Z = lim, Z/nZ denote the
profinite completion of the integers. Let M be a model in ExpF, and
suppose that (A;+,0) is a Q-vector subspace of M. Say that A has very

full kernel ift (Z +,0) is contained in A as a pure subgroup; that is for each
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a € Z, if there exists b € F' such that nb = a for some n € N, then there

exists b € Z such that nb/ = a.

Proposition 2.2.15. (ExpF, <) has the amalgamation property.

Proof. Let A, B,C € ExpF with A < B and A < C. Then Z(A)<Z(B)
and Z(A)<Z(C), and since the elementary class of models of Th(Z; +,-)
has the amalgamation property, we can find Z |= Th(Z; +,-) such that we
have elementary embeddings Z(B) — Z and Z(C) — Z satisfying the

following commutative diagram of elementary embeddings:

i 1
A A
' b
Z(C)=—Z

Furthermore we may extend Z if necessary to an Ny-saturated model of
Th(Z;+,-) so that (BZ),(AZ) and (CZ) have very full kernel. By [I6]

Corollary 3.6] we can take Z such that B,exp(B) | ker(BZ), and

ker(B)
since the extension of vector spaces B C (BZ) increases only the kernel, by
the definition of A we have B « (BZ). Since (BZ) has very full kernel,
by [16, Proposition 3.13 (1)] there exists a well-defined free strong extension
of (BZ) to a model B" € ExpF such that ker(B’) = 77, and in particular
B « B’. Similarly we can define semi-strong model extensions A < A" and
C' — C" such that ker(A’) = ker(B’) = ker(C") = 7Z. So we may assume
that A, B and C are ELA-fields with very full kernel such that A < B and

A«C.

Consider A< B. We construct a chain of submodels (B,)q<, of B such
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that

A=DBy<dB1<By<---<1By<---<B, =B

and for each o < v we have B, finitely generated over B,, that is, B,i1

is the ELA-subfield generated by B, and a finite tuple.

Let By = A. Suppose we have A<---< B, < B for an ordinal o < 7.
Let b, be a tuple from B that is Q-linearly independent over B, such that
B.b, < B. Note that if b, does not exist, then B, = B. Define Bai1 to
be the ELA-subfield of B generated by Bub,. Applying [16, Proposition
3.13 (2)] we have By <9 Bayy < B. Defining V,, = Loc(baeb/B,), by [16,
Proposition 3.13 (2)] we can write B,y as Ba|V,, the free extension of B,
by a generic of V,. For limit ordinals § < 7, by Lemma [2.2.9(f)(g) we can

define Bs = | _., B,. We therefore have a chain of strong ELA-subfields of

a<y
B given by (Bg)a<y. Set Dy = C, and for each a < 7 define Dy 41 = Dy |Va.
Then by [16, Lemma 3.18] we have a chain of embeddings f, : B, < D,
over A such that f,(B,) < D, for each a < =y, and noting that f, extends
fs for all § < a we can define f, = {J, < Jo for all limit ordinals & < 7.
Therefore we obtain an embedding f, : B — D., where D, € ExpF.

Setting f = f, and D = D, we have the following commutative diagram

A= f(B)
b
C D

as required. O

L<]—>

Lemma 2.2.16. (ECF, <) has the amalgamation property.

Proof. By Proposition [2.2.15, for A, B,C' € ECF with A < Band A <(C
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we have D € ExpF such that B < D and C < D commute over A.
Letting v = | D|4+X,, we may enumerate all irreducible, free, rotund varieties
over D by (V,)a<y. We construct a chain (D,)a<, of ELA-fields in the
following way. Setting Dy = D, by [16, Proposition 3.13(2)] for each o <
|D| we can define an ELA-field extension D,.; = D,|V, of D,, and for
limit ordinals 0 < v we set D5 = g5 Dg. By [16, Proposition 3.13(2)]
again, for each a < v we have D, < Doty and by Lemma [2.2.9(f)(g) we
have D, < Dy for each limit ordinal § < 7. Then defining DM = D, we
have D < D). Repeating the above procedure with D) instead of D we
obtain DE,I) =: D@ and repeating this w many times we obtain a chain
of ELA-fields (D™),,,, such that D < D™ < DV for each n < w. Then
D' =, D™ is strongly exponentially closed and hence is a model in
ECF, and by Lemma [2.2.9(f)(g) we have D < D'. Therefore the following

diagram of embeddings commutes,

and so ECF has the amalgamation property. O]

Proposition 2.2.17. (ECFgk,<) has the amalgamation property.

Proof. Let A, B,C € ECFgk such that A< B and A< C. Let K, de-
note the free field amalgam in ACFy of B and C, and define a func-
tion E : spang(BC) — K by E(b+ c) = expg(b) expg(c), where expp
and exp. denote the exponential functions in B and C respectively. Then
(Ko;+,-,0,1, F) is a partial E-field in the sense of [15, Definition 2.1], so

by [15, Construction 2.13] and [15, Lemma 2.14] there is an ELA-field K
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freely generated by Ky such that B < K and C < K by construction; in fact

by [15, Theorem 2.18] if B, C' are countable, there is a unique such K.

Let v = No+ |K|. Enumerate all irreducible free rotund varieties defined
over K by (Va)a<y. We define a chain of ELA-fields (K, )q<~ in the following
way. Set K = K, and for each a < v let K,,1 be an ELA-field freely
generated over K, by a tuple a,e® generic in V,, over K,, constructed as
n [I5, Construction 2.13]. For limit ordinals § < 7 define K5 = |J,_5 Ka-
By [15, Lemma 2.14] we have K < K, < K, for every a < ~ and by
Lemma [2.2.9(f)(g) for each limit ordinal § < v we have K, < K for every
a < §. Defining K1) = Ua<y Ko, by Lemma [2.2.9(f)(g) we have K < KO,

Repeating the above procedure with K rather than K we obtain
K® = Uaery K such that K « KO < K@ and repeating this w many
times we obtain a chain of ELA-fields (K™), _,, such that K <K ® < K"+1)

for each n < w. Then D = | __ K™ is strongly exponentially algebraically

n<w
closed and hence is a model of ECF. By Lemma [2.2.9(f)(g) we have K <D
so B<aD and C < D. Also ker(D) = ker(B) = 7Z, so D € ECFgk as

required. O

Definition 2.2.18. Let M, N € ECFgk ccp such that M C N. We say
M C N is a closed embedding, written M C% N if ecly (M) = M.

Since ECFgk ccp is a quasiminimal excellent class, the amalgamation

property for (ECFgsk,ccp, C) follows from [13, Theorem 3.3].

Proposition 2.2.19. (ECF,<), (ECFsk,<) and (ECFsk,ccp, C) are
abstract elementary classes. Fach class has ALM, AP and JEP, and there-

fore each class admits its own monster model.
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Furthermore (ECFsg,<) and (ECF, <) are finitary, (ECFsg,ccp, C%)

is mon-finitary.

Proof. We first demonstrate that (ECF, <) is an AEC by proving each item

of Definition 2.2.1]

(1) Suppose that My, My, N1, Ny € ECF and M; < M, such that we
have isomorphisms f; : M; — N for i = 1,2 with f; C f,. Transcen-
dence degree and linear dimension are invariant under isomorphisms,
so for each b € Ny we have Ap, (b/N7) = A, (F7H(b)/ M) > 0 since
M « My, We also have M, LkAeix’l) ker(Ms), so applying the iso-

ker(N3), and so N7 < N;. Since Z

morphism f, we obtain N; \LACFi

ker(N7)
is a (-definable set, it too is preserved by fo, and so Z(N1)<Z(N>).

(2) Immediate from the definition of semi-strong.

(3) By part (e) of Lemma [2.2.9]
(4) By parts (f) and (g) of Lemma [2.2.9

(5) (DLS) By Proposition [2.2.13]

Hence (ECF, <) is an abstract elementary class. By Lemma we have
AP for ECF, by [16, Theorem 1.1] we have arbitrarily large models in ECF,
and JEP follows from AP due the existence of prime models [14, Theorem
4]. We therefore have ALM, JEP and AP, so we may fix a monster model
M in ECF.

Suppose we have M C N in ECF such that tp},(a) = tp%,(a) for

all a € M. Equivalence of Galois types implies equivalence of syntactic
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types, therefore for any L-formula ¢(z) and a € M we have M [ ¢(a) iff
N E ¢(a), namely M<N. If M £ N then Z(M) AZ(N) or M AN,
which in either case will be witnessed by an L-sentence with parameters

from M, implying that M %N . Therefore we have finite character, and so
(ECF, <) is a finitary AEC.

The proof that (ECFgk, <) is an AEC is the same as the above, where
we replace < with < and invoke part (g) of Lemma[2.2.9] and for the proof of
DLS we may take Z = Z(M) = Z as |Z] = Xy. We have AP for (ECFgk, <)
by Proposition[2.2.17, and ALM and JEP for (ECFgk, <) follow by the same
argument as for (ECF, <). ECFgk is an L, ,-class, so by [14, Theorem
3] strong embeddings are exactly the elementary embeddings in ECFgk, so

by the same reasoning as for ECF above, (ECFgk, <) is a finitary AEC.

ECFsk,ccp is an uncountably categorical quasiminimal excellent class,
so by [13] Theorem 4.2] it is an abstract elementary class, and by cate-
goricity it has arbitrarily large models. For the Lowenheim-Skolem number
of ECFgsk,ccp we observe that ecly(A)<M and by the countable closure
property axiom (V) we have |eclp(A)| = |A|+Ro, so LS(ECFsk,ccp) = No.
In Section 2.8 of [I4] it is shown that ECFgk ccp is not L, ,-definable,

and so by [17, Theorem 5.2] it is a non-finitary AEC. O

2.3 The hull in exponential fields

In this section we prove that for each model M € ExpF and subset A C M
there exists a unique smallest QQ-linear vector space containing A that is

strong in M, called the hull of A, and furthermore that in extensions of



2.3 The hull in exponential fields 31

M this vector space will only extend by the span of the new kernel. Later
in this chapter we will use these ideas to determine a correlation between
Galois types and syntactic types. The hull will also be needed in the next

chapter in order to define our independence relations.

Lemma 2.3.1. Let M be a model of ExpF, and let C C M be any subset.
Then there exists a unique smallest Q-vector subspace [C'| p, the hull of C
in M, such that C' Uker(M) C [C|pm and [Clpm <M.

Proof. Suppose that C'is finite. Then there exists a Q-vector subspace A of
M with minimal linear dimension over ker(M) such that C'Uker(M) C A
and Ap(A/C) = d is minimal. Suppose that B C M is another Q-vector

subspace with A (B/C) = d and C' Uker(M) C B. By submodularity we

have
AMm(AB/C)+ Am(ANB/C) < Apm(A/C)+ Am(B/C) =2d

and since Ap(A/C) is minimal, we have Ay (A N B/C) = d. However,
A has minimal linear dimension over ker(M), so AN B = A; that is, A is

unique.

Suppose on the other hand C' is infinite. Then there exists [Cy|p < M
for each finite subset Cy C C. Let C' = Ucycrine[Colm, and observe that

C Uker(M) C C. By Lemma[2.2.9| (g) we have C<aM andso [C] =C. O

Definition 2.3.2. Let M be a model in ExpF. If A and B are subsets of
M, we say that a set B’ € M is a basis for the hull of B over A in M if B’
is Q-linearly independent over A U ker(M) and (B’Aker(M))y = [B|m.

If A is empty, we say B’ is a basis for the hull of B (over the kernel).
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Lemma 2.3.3. Let M and N be in ExpF with M <« N and let A C M.

Then [A]y is the Q-linear vector space generated by [Alpm and ker(N).

Proof. We observe that [A]y contains ker(N) U [A]u, so we need only
prove that the Q-vector space generated by [A] s Uker(N) is strong in NV,
namely for all § € N we have Ay (7/[A]pm) > 0. We can find z € M and
w € N\ M such that ldimg(w/M) = |@| and (y) = (zw). By additivity,

AN (/TATMm) = An(Z/[Al ) + A (w/Z[ Al ).

We have M <« N and so M J/kAe?(jﬁt)) ker(N), therefore by Lemma [2.2.6(c)

we have An(Z/[Alm) = Am(Z/[Alm), which is greater than or equal to
0 since [A]m < M. By the definition of @w we have ldimg(w/zZ[A]pm) =
ldimg(w/M). Since M < N we have

>0
and so Apx(y/[Alrm) > 0 as required. O
Immediately from the above lemma we have [A|y = [A]y for any

M, N in ExpF such that M <. In particular for all extensions M C N
in ECFgk we have [A|y = [A]n. We may omit the subscript in [—]

when the context is clear.
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2.4 ELA-subfields and ELA-closure

In this section we define the ELA-closure of a subset of a model of ExpF,
and show that the ELA-closure of any semi-strong set B C M is a union of
definable sets in M with parameters in B. This will lead to a proof at the
end of this chapter that a type over a set uniquely extends to a type over

an ELA-field, which will ultimately be used to obtain a stationarity result.

Definition 2.4.1. Let A C M be a subset. We define (A)%5A, the ELA-

closure of A in M, as
(AYREA = ﬂ{F CM:AUker(M) C F and F is an ELA-subfield}.

We also write [A]REA for ([A]pm)RE2, the ELA-closure of the hull of A in
M.

(A)ELA is an ELA-subfield due to its containment of the kernel; the
intersection of two ELA-subfields is not necessarily an ELA-subfield, as it
is possible for two ELA-subfields to have differing logarithms. To see this,
consider the following example. Let M € ECF be a model with ker(M) #
7Z. We will determine two ELA-subfields of M whose intersection does
not contain any logarithm of 2. Let a,b € M be distinct elements such
that e* = ¢®* = 2 (so a — b € ker(M)) and choose b so that a —b = 72
for some z € Z \ Z. The standard prime model By of ECFgk embeds into
M, and by a method similar to the proof of Proposition [2.2.13] one may
construct an ECF-embedding 60, : By < M such that a € 6,(By). Then
the logarithms of 2 in 0;(By) are a + 7Z. One may also construct another

embedding 05 : By — M such that b € 6(B,). However a—b ¢ 7Z,s0 a,b ¢
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01(Bo)NB2(By). More generally for any subset A C M we have no logarithm
of 2 contained in ({F C M : F'is an ELA-subfield containing A}. On the
other hand (A)5%A might not be the smallest ELA-subfield of M containing
A; one can construct, as in the proof of LS(ECF) = ¥;, an ELA-subfield
(in fact a model of ECF) of cardinality |A| + Ny. However, demanding

containment of the kernel ensures that (A)F** will be an ELA-subfield.

Proposition 2.4.2. [16, Proposition 3.13] Suppose that M and N are
in ECF, and that A is a vector subspace of both M and N with very full
kernel such that A<M and A<N. Then (A)EEA =, (A)ELA

Let M, A and NV be as in the above proposition and suppose that M<N.
We observe that [A]RFA 9 A by transitivity of strong embeddings and so

[ATREA = [ATEFA. Therefore we may drop the subscript when considering

[—]EM4 in models of ECF that are strongly embedded.

Lemma 2.4.3. Let M be a model in ExpF and suppose that a and b are
finite tuples in M such that ab < M. Then a[b]¥k4 <« M.

Proof. Since ker(M) C [b]FYA, it suffices to show that (a[b]EM4) —
M. Note that [a[b]] = [ab] = (abker(M)) since ab <« M, so
aflb] < M. Enumerate a[b]®" as a[b] = (by)n<w such that for
n < w we have at least one of b,, e’ field-theoretically algebraic over
{a, H_ﬂ,bo,...,bn_l,ea,em,ebo,...,eb”—l}. Set By = (a[b]), and for each
n < w set B, = (By,b,). Note that By < M by hypothesis, and suppose
that B, 4 M for some n < w. If b, € B, then B,,; = B, so B,,1 4 M.
Otherwise we have ldimg(b,/B,) = 1 and td(b,, e’ /B,,ef") < 1, so

A(b,/B,) < 0. However B, 4 M so A(b,/B,) = 0. Therefore for any
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T € M we have A(zZ/B,+1) = A(zb,/B,) — A(b,/B,) = A(z/B,) > 0
since B, < M. Applying Lemma 2.2.9(f), we have a[b]* semi-strong in
M. O

Before we investigate types over strong ELA-subfields, we shall show

that for any subset B C M, [B]54 is a union of B-definable sets.

Lemma 2.4.4. Let M € ECF, B C M and suppose a € (B)FA. Then
there is a formula ¢,(w) with parameters from B such that M = ¢,(a) and
¢a(M) C (B)XT".

Proof. By induction on the construction of (B)§F4 from B. For the base
case, if a € B then we define ¢,(w) to be w = a. Suppose b € (B)EL4
and we have such a formula ¢,(w). If a = e® then we can take ¢,(w) to
be the formula Jy[w = e¥ A ¢p(y)]. If e* = b then we can take ¢,(w) to
be Jyly = ¥ A ¢p(y)]. Suppose b € (B)KEA is a finite tuple such that for
each b; € b we have such a formula ¢, (y;). Then if a is field-theoretically

algebraic over b for some minimal polynomial f(z,%) € Z[z, 7] then we can

take ¢,(w) to be 3y [f(x,5) =0 A N, &, (vi)]- O

Lemma 2.4.5. Let b be a finite tuple from M € ECF and let b’ € M be a
basis for the hull of b over the kernel. Then there is a formula 1 (w) defined
over b such that M = (') and any realisation of 1 in M is a basis for

the hull of b over the kernel.

Proof. Let ' € M” be a basis for the hull of b over the kernel in M. By
definition of o' there is a unique d contained in the Q-linear span of the
kernel and a unique matrix N € Mat,,,(Q) such that b = NV + d. Let
U = Loc(t/, ¥ /b, e, ker(M)) = Loc(l,e” /b, eb, k) for some k € ker(M).
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Let ¢(Z1, 91, To, 72, Z) be the L-formula such that ¢(z,7, b, el k) defines U,

and let U(z) = {(z,9) : M = ¢(z,9,b,¢% 2)}. Define 1(w) to be the

formula defined over b given by

(32 € ker) {[(w,e”) € U(2)] Ab=Nw+d A (Vg € Q") (Vu € ker)

Zqiwi = @rp1u — V0 <(v, e’) e U(z) — qu = qr+1u>] }

i=1 i=1

where @ = {z : (Jy, z € ker)[zz = y]} denotes the (non-standard) rationals
in M as ratios of kernel elements. For given k € ker, the second line states
that w satisfies only those @-linear dependencies over the kernel that hold

on pr(U(k)), the projection to the first  coordinates of U (k). We now prove

that if M = 4(¢) then ¢ is a basis for [b] um.

First note that for a given k& € ker we have td(Z,e”/ker(M)) <
dim U(k) = r + etd(b). By the second line of v it follows that & satisfies
only those Q-linear dependences over the kernel satisfied by all w such that
(w,e?) € U(k). But b’ was chosen Q-linearly independent over ker(M) and
so there are no such linear dependences, and thus ldimg(¢’/ ker) = r. Then
Apm(?) = td(Fe” ) ker) — 1dimg (& / ker) < etd(b). Since b = N + d where
d € ker(M) we have etd(b) = etd(¢'), then by Fact [2.2.10] A () = etd(&),

soc < M.

Therefore the Q-linear span of & over the kernel is strong, and contains
b since b = N&@ + d. Then (¢ ker(M)) N (¥ ker(M)) is strong, but both &
and b’ are of minimal length, so Ax(¢) = Ay (). By Lemma m the

hull is unique, so (¢ ker(M)) = [b]p. Since & is of minimal length it is a

basis for the hull of b. O]
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Proposition 2.4.6. Let M € ECF and B C M a subset. Then for any
a € [B]{EA there exists a B-definable subset X, C [B]5i4 containing a.

Therefore, [ B1XE4 is a union of definable sets with parameters from B.

Proof. Let a € [B]*"*. By finite character of [—]¥L4, a € [By|FF4 for
some finite subset By € B, so without loss of generality we assume that B
is finite. Let b’ be a basis for the hull of B in M. By Lemma there
is a formula ¢(w, ) and parameters d € [B] such that M = ¢(a,d) and
for any 2 € M such that M |= ¢(z,d) we have x € [B]EM. Then there
exists N € Mat,,(Q) and ¢ € ker(M) such that d = N¥ + ¢. Then by
Lemma there is a formula ¢)(v) defined over B, realised by V', and such
that any realisation of v is a basis for the hull of B over the kernel. We
define

U(w) = Judo3z [p(w,u) ANY(0) ANu= Nvo+zZ A Z € ker]

By construction we have M = ¥(a). Suppose z € M such that M =
U(x) where @, and z are witnessed by dy, by and ¢ respectively. Then by
Lemma by is a basis for the hull of B over the kernel, then dy = Nby+¢
where ¢, € ker so by the definition of the hull we have dy € [B], and so by

Lemma we have x € [B]FM as required. O

2.5 Types orthogonal to the kernel in ECF

In [I5, Section 3] Kirby investigates types over ELA-fields in ECFgk by

defining an ELA-field extension F' C F|V, where F'|V is the freely generated
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ELA-subfield extending an ELA-subfield F' by a generic tuple (a, %) over F
of V' C G™, an irreducible, free, rotund and Kummer-generic variety. In fact
by [15, Theorem 3.11] all finitely generated kernel-preserving extensions of
ELA-fields are of this form for some free and Kummer-generic variety V/,
and the extension F' C F|V is strong if and only if V' is also rotund [15]
Proposition 5.2]. In the remainder of this chapter, we shall describe the
types in ECF in a more explicit manner. In particular, since we intend to
study stable-like behaviour modulo complications arising from the kernel,
we focus on types over semi-strong ELA-subfields that are ‘orthogonal to
the kernel’, that is, realised in a model M whose kernel does not extend
from the kernel of the semi-strong ELA-field in the base. We construct tools
that will ultimately allow us to define an independence notion that can be
used to describe these types. In particular we introduce the notion of a type
being grounded, and we show that this notion captures all the information

needed to describe a type orthogonal to the kernel.

We fix a monster model Ml of ECF, and define the two kinds of type

that we shall investigate.

Definition 2.5.1. Let @,b € M and let C' be a subset of M.

e [19, Definition 4.1.1] The (syntactic) type of a over C, written tp(a/C),
is the set of all formulas ¢(z, ¢) such that Ml |= ¢(a, ¢) and ¢ € C. That
is, @ and b have the same syntactic type over C, written tp(a/C) =
tp(b/C), if for each L-formula ¢(Z,7) and every finite tuple ¢ € C we
have M |= ¢(a, ¢) if and only if M = ¢(b, ¢).

e [0l Definition 2.1] The Galois type of a over C, written tp?(a/C), is

the automorphism orbit of @ over C' in M. That is, @ and b have the
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same Galois type over C, written tp?(a/C) = tp?(b/C), if there exists

an automorphism o € Aut(M) fixing C' pointwise such that o(a) = b.

When working in a saturated model we associate the set of L-formulas
tp(a/C) with its set of realisations. If two tuples have the same Galois type,
it is immediate that they have the same syntactic type, as automorphisms
preserve formulas. In Proposition we provide sufficient conditions for

the converse to also hold.

Definition 2.5.2. Let F' be a semi-strong ELA-subfield of M and let p be
a complete type over F' realised by a € M". We say that p is orthogonal
to the kernel if there exists a model M € ECF with a € M" such that

ker(M) = ker(F'). We say that M witnesses the orthogonality of p.

Note that if p is a type over a semi-strong ELA-subfield F© C M such
that p is orthogonal to the kernel witnessed by M € ECF, one could then

view p as a type over a strong ELA-subfield ' C M.

Example 2.5.3. We give some examples and non-examples of types that
are orthogonal to the kernel in ECF. We explain the orthogonality or non-
orthogonality to the kernel for each example, saving explicit proofs until
Example [2.6.3] by which point we will have developed more machinery. In

each case we consider a type over a semi-strong ELA-subfield FF C M.

1. The type generated by x ¢ F and x = e” is orthogonal to the kernel.
A realisation of this type is exponentially algebraic over F', but does

not require a new kernel element to be realised.

2. For given A\ € F, the type generated by z ¢ F and A\ = €” is not
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orthogonal to the kernel. Realising this type requires the existence of

a new logarithm, which necessitates a new kernel element.

3. Let A € F* and a,b,c € M\ F such that Fabc « M, a® = e® + A,
e’ = a and ¢+ e = b. Then the types tp(a/F), tp(c/F), tp(a,c/F)
and tp(a,b,c/F) are all orthogonal to the kernel; for instance in a
model realising the type tp(a,b,c/F), the existence of b requires a
new logarithm, but only of a new element a, so the existence of b
does not extend the kernel. However if F’ is a semi-strong ELA-
subfield containing Fa such that ker(F’) = ker(F), then tp(c/F")
is not orthogonal to the kernel, since the existence of ¢ implies the
existence of ¢ + e¢ = b, which is a new logarithm of an element in F”,
namely a. This example demonstrates an interesting subtlety, that a
type non-orthogonal to the kernel needn’t always be realised by a new
kernel element; instead, a model realising such a type could implicitly

demand the existence of a new kernel element in that model.

Before we can characterise types that are orthogonal to the kernel, we
first describe a stronger version of strong exponential closedness, saturation

over the kernel.

Definition 2.5.4. [16, Definition 4.2] Let F' be an ELA-field. We say F
is saturated over the kernel iff etd(F') = |F| and whenever V' C G,(F)" x
G, (F)™ is a rotund, free sub-variety of dimension n defined over F' and A
is a subset of F' of cardinality strictly less than |F|, there exists € F' such

that (z,e”) € V' is generic in V over A.

Proposition 2.5.5. [16, Proposition 4.3] Let M € ECF and suppose M
has very full kernel. Then there exists N € ECF such that |IM| = |N|, M
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is strong in N, and N is saturated over the kernel.

Theorem 2.5.6. [106, Theorem 4.4] Suppose M1, My € ECF are models
with the same cardinality, greater than 2%, such that each M; is saturated
over the kernel. Suppose we have an isomorphism 05 : Z(My) — Z(My)
and a bijection O : By — By between exponential transcendence bases of
My and My respectively. Suppose further that Ay < My and Ay <« M,
are semi-strong Q-vector subspaces of My and My respectively such that
|Ay| = |As| < | M| and by : Fy — F5 is a field isomorphism compatible with
0z and Op, where F; is the field of fractions of A; Uexpy,(A;). Then there

15 an isomorphism 0 : My — My extending 60, U 0 U 6.

For each r € Z we write r - (z,y) for (rI) - (Z,y) where I is the identity

matrix.

Definition 2.5.7. [2, Section 1] Let K be an algebraically closed field, and
let VVC K™ x (K*)™ be an algebraic variety. We say V' is Kummer-generic if

for every r € N* the variety V, = {(z,y) € K : r-(Z,y) € V} is irreducible.

Fact 2.5.8. The Thumbtack Lemma [I5, Fact 2.16] Let M be a model
of ECF, a € M, and F an ELA-subfield of M. Then there exists m € N

such that Loc(&, ew /F) is Kummer-generic.

Lemma 2.5.9. Let M be a model in ECF. Let F be a strong ELA-subfield
of M and let a € M" be a finite tuple. Let @' € M"™ be a basis of [aF'|pm
over F, and define the algebraic variety V. = Loc(a',e” /F). Then V is
irreducible, free, and rotund. Furthermore, we may choose a’ such that V

1s Kummer-generic.



2.5 Types orthogonal to the kernel in ECF 42

Proof. Let @’ be any basis for the hull of a over F'. Then in particular
a is Q-linearly independent over F' and so it is additively free over F.
Therefore exp(a’) is multiplicatively free over F'; otherwise we would have
[T, Y% = c for some ¢ € F and \; € Q, implying that .7 | \a, = b for
some b a logarithm of ¢ in F. Then V = Loc(a’,e® /F) is additively and
multiplicatively free and irreducible, so since a’ spans the hull of @ over F
we have V' rotund. By Fact we may replace a’ with % for some m € N

so that V' is Kummer-generic. O

Proposition 2.5.10. Suppose that F' C M is a semi-strong ELA-subfield
and a € M" is a tuple such that tp(a/F') is orthogonal to the kernel, wit-
nessed by M € ECF. Let a € M™ be a basis for the hull of a over F in
M. Define V.= Loc(d,e® /F) and let M € Mat,.,(Q) and ¢ € F" such

that M@ + ¢ = a. Suppose that b € M such that there exists b € M"™ with

o Loc(V,e” /Fker(M)) =V,

e ctd(b/F) = dim(V) — n, and

Then tp?(b/F) = tp?(a/F).

Proof. We have @’ a basis for [aF'|y over F' so Fa' < M, and M « M, so
therefore Fa' < M. Since Loc(@,e® /F) = Loc(l', " /F ker(M)) we have
1dimg (' /F ker(M)) = n. Noting also that dimV = td(¥/, "/ F ker(M)),
we have etd(t//F) = Ap(V//F). Since F is semi-strong in M, by
Corollary we have Ay(z/FV) > 0 for all z € M. In or-

der to prove Fb < M, we need to show that Fbe” J/feil;‘; ker(M).
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Since ' <4 M we have td(F/ker(M)) = td(F/ker(F)), and since
Loc(l,e” /Fker(M)) = Loc(@,e” /F) = Loc(l/,e”/F) it follows that
td(0', ¥ /F) = td(, e” /F ker(M)). By additivity of transcendence degree

we have

td(FU, "/ ker(F)) = td(Ve” /F) — td(F/ ker(F))
= td(t'e” /Fker(M)) — td(F/ ker(M))

= td(FV, e / ker(M))

and so FY 4 M as required.

By Lemma we have [Faly = (Fa'ker(M))y, and similarly
[Fb]y = (Fb ker(M))y. We may then define an isomorphism of strong vec-
tor subspaces of Ml by 0y : (Fa' ker(M))y — (Fb ker(M))y; where 6y(a’) = V/
and 6 fixes F'Uker(M) pointwise. Note that we have |Fa'| = |F¥| < |M],
and since M is the monster model by Proposition [2.5.5] M is saturated
over the kernel. We will apply Theorem [2.5.6] with M; = My = M|
Ay = (Fa'ker(M))y and Ay = (FV ker(M))y. We know 6 fixes the ker-
nel pointwise, which fixes Z(M) pointwise. Therefore define 6 = idzqu).
Since 6y is an isomorphism it maps an exponential transcendence basis for
F@ to one for F¥, which we can extend to a bijection 85 of exponen-
tial transcendence bases of M. Applying Theorem 0y extends to an
automorphism of M fixing F pointwise and sending @ to ¥. Therefore

tp9(a’/F) = tp?(t'/F), and so tp?(a/F) = tp(b/F). O

Corollary 2.5.11. Let F be a semi-strong ELA-subfield of M. Suppose
that we have a,b € M" such that tp(a/F) = tp(b/F) is orthogonal to the
kernel. Then tp?(a/F) = tp?(b/F).
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Proof. Let M and N' € ECF witness orthogonality of tp(a/F) such that
a € M" and b € N7 respectively. Let @’ € M™ be a basis for [aF]
over F, and let ¢ € F" and M € Mat,«,(Z) such that Ma + ¢ = a.
Since tp(a/F) = tp(b/F) we can find a basis & € N™ for [bF|y such
that MY + ¢ = b, and we note that Loc(a’,e” /F) = Loc(/,e” /F). We
also have td(a,e” /F) = td(¥,e” /F) where @ and ' are Q-linearly inde-
pendent over F, and so A(@'/F) = A(V//F). As these are hull bases, by
Fact we have etd(a/F) = etd(b/F). Hence by Proposition we
have tp?(a/F) = tp?(b/F). O

We have shown that the Galois type of a tuple a € M over a semi-strong
ELA-subfield FF C M is equal to the set of realisations of the syntactic type
tp(a/F') when this type is orthogonal to the kernel. In the next section we
shall use the characterisation of types given in Proposition to show
that types orthogonal the kernel may be fully described by a certain small

subset of F'.

2.6 Grounded types in ECF

Definition 2.6.1. Let F' C M be a semi-strong ELA-subfield, p a type over
F realised by a in some model M € ECF with FF < M. For a given subset
A C F, we say p is grounded at A if A « F and there is a basis @’ € M" of

the hull of @ over F such that

e Loc(@',e” /F) = Loc(a',e” /A, e?),

e ctd(a/A) =etd(a/F), and
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e for the unique matrix M € Mat,,(Q) and ¢ € F such that Ma'—a =

¢, we have c € A".

We say such @’ is an A-basis (or simply grounding basis) for the hull of a

over F', and call A a grounding set for p.

A type being grounded in ECF is similar to the notion of ‘based’ for
non-forking independence in first order theories. At the end of this chapter

we shall specify just how closely they are related.

Lemma 2.6.2. Let p be a type over a semi-strong ELA-subfield F. If p is

grounded at A for some subset A C F, then p is orthogonal to the kernel.

Proof. Suppose that p is not orthogonal to the kernel, and let M € ECF be
a model such that some a € M realises p, so in particular ker(F') # ker(M).
Let @ be a basis for [aF|p over F.. Then there is a matrix M € Mat,,(Z),
¢ € F" and d € (ker(M) \ ker(F))" such that @ = Ma' + ¢+ d. Then any
set A containing ¢ + d cannot be a subset of F, as in particular d ¢ F.

Therefore p cannot be grounded. O

Example 2.6.3. We revisit the types described in Example [2.5.3] and use
the machinery we have developed to prove their orthogonality (or non-
orthogonality) to the kernel in ECF. As before we set F' to be a semi-strong
ELA-subfield of M.

1. The type generated by x ¢ F and = = €® is grounded by A = (), and
hence by Lemma this type is orthogonal to the kernel.

2. Let A € F* and consider the type generated by x ¢ F and A = e”.

Suppose that this type is orthogonal to the kernel, witnessed by M €
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ECF and realised by b € M. Then Ay (b/F) =1—1 = 0, so by
Corollary we have F'b<a M, and so b is a basis for [Fb] g over
F. By Lemma the algebraic variety Loc(b, e/ F) is irreducible,
free, and rotund; however, this variety is defined by the formula A = y
so it is not even free, which is a contradiction. Therefore no such M

exists, and this type is not orthogonal to the kernel.

3. As before we set A € F* and a,b,c € M\ F such that Fabc <« M,
a’> =e*+ )\, e =aand c+ e = b. By Lemma [2.6.2, the following
types are orthogonal to the kernel by the existence of their grounding

sets:

e tp(a/F) has grounding set {\},
e tp(c/F) has grounding set ),
e tp(a,c/F) has grounding set {\},

e tp(a,b,c/F) has grounding set {\}.

Now let F’ be a semi-strong ELA-subfield containing F'a such that
ker(F’) = ker(F), and consider tp(¢/F’). Then F'¢ A M since
Ap(b/F'c) = —1, but F'cb < M so we have ¢b a basis for [F'c|y
over F’. Suppose that tp(c/F”’) is orthogonal to the kernel witnessed
by M. Then c+ e =b € M, so cb is a basis for [F'c|p over F'.
We have Loc(c, b, e, e®/F") C {y, = a}, so Loc(c, b, e, e’/ F") is not
free. Therefore by Lemma M does not exist, and so tp(c/F) is

non-orthogonal to the kernel.

Henceforth in this section, unless otherwise stated, F' is a semi-strong

ELA-subfield of M, p is a complete type over F' such that p is orthogonal
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to the kernel witnessed by some model M € ECF, and a € M" realises p.

Lemma 2.6.4. Let p be grounded at A with grounding basis a’ € M™. Then
Ad' 4 M.

Proof. We have Loc(@,e® /F) = Loc(a’,e” /A, e*), and so
e LACFO F, which by monotonicity of (field-theoretic) alge-

braic independence in ACF, means that Aa'e’® LACFO ker(F). As

A « F we have A, et \LkACZi‘; ker(F'), so by (left) transitivity of alge-

braic independence in ACFy we have Aad’,e’” J/ACFO ker(F').  Since

_ Aa' | ACF

ker(Aa’) C ker(M) = ker(F) and Ad', e’ |~ (A"ker(F) we have

ker(Aa') = ker(A), and so Aa’, eA” Lff(i‘;,) ker(M).

Secondly we need to show that for all b € M we have A (b/Aa’) > 0
We have etd(a’/A) = etd(a’/F), and by Fact [2.2.10| and Fa' < M we
have A(a’'/F) = etd(a’/F). By finite character of the predimension func-
tion, for some finite tuple d € F we have A(@’/F) = A(a'/d). How-
ever Loc(a’,e” JAe) = Loc(a'e” /F) so we can choose d € A. Therefore

A(a'/A) = etd(a’/A), so for any b € M by additivity of the predimension
we have A(b/Aa’) = A(ba'/A) — etd(a’/A) > 0. Therefore Aa’ < M. O

Proposition 2.6.5. Let a’ € M™ be a basis for the hull of a over F' in M.
Then there exists a finite subset A C F such that p is grounded at A, and

a' is a A-basis for a over F.

Proof. As @ is a basis for [aF|y over F and ker(F) = ker(M), we have
Fa' <« M, and there exists a matrix M € Mat,,(Q) and ¢ € F" such that

a = Ma' + ¢. We can find a finite subset A C F' containing ¢ such that
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Loc(@,e® /F) is defined over AUexp(A) and etd(a/A) = etd(a/F), and we

may extend A in F' so that A < F. Then p is grounded at A. m

Lemma 2.6.6. Suppose that p is grounded at A C F, and let B C F be

any semi-strong subset of F' containing A. Then p is grounded at B.

Proof. Let a’ € M™ be an A-basis for a over F' in M. For a unique matrix
M € Mat,y,(Q) and tuple ¢ € F" we have M@ — a = ¢, and by definition
of A we have ¢ € A" C B". Since A C B C F and etd(a/A) = etd(a/F),
it follows that etd(a/B) = etd(a/F), and similarly Loc(a@’,e® /A,e?) =
Loc(@', e /F) implies that Loc(a’,e” /B, eP) = Loc(@', e /F). Therefore p

is grounded at B. O]

The final technical result of this chapter implicitly uses a conjecture from
Diophantine geometry formulated by Zilber in [25] known as the conjecture
of intersections of tori with subvarieties, or CIT. Our result states that if a
type over a set B is grounded, it uniquely extends to a type over [ B4,

We will not explicitly use the conjecture so we do not state it, however we

shall now briefly describe its equivalence to ECF being an elementary class.

First, consider the axioms for ECF. In [10, Proposition 2.2] it was shown
that assuming CIT, axiom (III) is first order expressible. Axioms (I),(Ila)
and (IIb) are first order expressible, and assuming axioms (I),(Ila),(IIb) and
(III), axiom (IV) is also first order expressible [16, Lemma 5.1]. Thus assum-
ing CIT, ECF is an elementary class; in fact, the converse also holds [16],

Theorem 1.4].

In [16, Theorem 6.1] it is shown that, assuming CIT, ECF has quantifier

elimination in the language (+,-,exp) expanded by predicates for every
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definable subset of Z and all existential formulas. Considering quantifier-free
types in this expanded language £', if we have a@,b € M tuples and C C M
a subset such that qftp.(a/C) = qftpq(b/C), we see that tp?(a/C) =
tp?(b/C).

If CIT holds, then ECF is the class of models of a complete first order
theory [16, Theorem 1.3]; this implies that Galois types are equivalent to
syntactic types over sets, and allows us to use some first order techniques in
the following theorem, which will lead to a stationarity result. The following
theorem will later be used to show that if p is a global type, orthogonal to

the kernel and grounded at A, then p is a definable type, definable over A.

Theorem 2.6.7. Assume CIT, and suppose p is grounded at A C F', and
B C F is a semi-strong subset of F' containing A. Then for any N € ECF
such that M < N, we have a set of formulas ©(T) with parameters from B

such that if b € N such that N' = ©(b), then b realises p|[ B] 5.

Proof. Let N' € ECF such that M < N, so by CIT and [16, Theorem 6.1
(3)] \V is an elementary extension of M. Let p = tp(a/F’) for some a € M",
and set n = ldimg([a|r/ ker). Let @' € M"™ be an A-basis for the hull of a
over F', and define V = Loc(a@', e /A, exp(A)). For each s € N, each formula
®(w) with implicit parameters in B defining a subset of ([ B]**)* as found
in Proposition , and each affine sub-variety W C A?"** defined over Q,

define Oy o(Z) = 3y dw.o (T, y) where

dw.a(Z,y) =Vw (®(w) = [(y,e”,w) € W — Vu((u,e) € V

— (u,e",w) e W) A (y,e") eV AT=My+c
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Let ©(Z) be the set of all such Oy,¢(Z), and note that ©(z) is defined over
B. Suppose that we have b € A such that N |= Oy.4(b) for all formulae
® defining subsets of ([B]5F4)* and affine sub-varieties W C A2"*s for
each s > 0. Let ¢(y) be the partial type containing all formulae ¢4 (b, )
for all formulae ® defining subsets of ([B]KF4)* and affine sub-varieties
W C A?** for each s > 0, and let gy be a finite subset of ¢. Then () =
{ow, 0, (0,9), ..., dw, o, (b, )} where for each i = 1,..., k we have ®;(N*) C
([B15FA)s for some s; > 0 and W; an affine variety of A?"*si. Let (;(4, 2, w;)
be the formula defining W;, with |z| = |@w| = n and |w;| = s;. Then letting
s = Zle s; and W = W;...Wy, define W be the affine subvariety of A%7+s
with defining formula ¢(g, z, u, w) = /\f:1 Gi(y, Z, u;, w;) with parameters in
Q, where @ . Define ®(w) = A, ®;(w;) and note that ®(N*) is a
definable subset of ([B]EF)*. Then N = 6y4(b) and there exists by € N
witnessing 7 in ¢y .o (b, 7). Then for a given tuple d = (dy, ..., dy) € ®(N?) C
([ B2, with d; € ®;(N*) for each i = 1,..., k, we have N = o(bo, €%, d)
if and only if for every i = 1, ...,k we have N |= (;(bo, ebo, d;). Therefore by
also realises qg, and so ¢ is finitely satisfiable. By compactness there exists

N = N such that q is realised by some b’ € N.

We have O/ € N’ witnessing ¢ in all fy4(b) for all affine varieties W
defined over Q and formulae ® defining subsets of powers of [B]EF, so

b = Mb + ¢ and for all proper sub-varieties V' of V defined over [ B]5F we

have (0, ¢”) € V \ V'. Therefore Loc(¥, e’ /[B]KF4) = V.

We now wish to prove that b'[B]5F < N’. Since we also have V =
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Loc(@', e” /[ B]FF), it follows that

[ ACFy _ ACFq
v'e” | ker(N'), and so V'e" [B]RF* | ker(N).

[B]kA [B1RpA

We have [B]FA | ACFo ker(\”) trivially since [B]5F* < N, There-

ker([B] ELA)

fore
ACFq

b/ v (B—‘ ELA \I/ ker(N’)
ker([B1RFY)
by transitivity of field-theoretic algebraic independence.
Since N = ¢w.a(b,b') for all affine varieties W defined over Q and

1FMA | we also know that b’ satisfies

all formulas ® defining subsets of [B
only those Q-linear dependencies over [B]XF that hold on all pr(V), so

ldimg(¥' /[ B]KF*) = r. Thence
td(V, e” /[BIF) < dim(V) + etd (B /[BIEF) = r + etd (V' /[ B])

and so Aw(/[BIEY) < otd®/[BIE). By Fact
A (V/[BIEFY) = etd(V/[B15F*), and for any # € N’ we have
Ay (zb /[B]EFA) > etd(0' /[ B15F). By additivity,

Aw(@/VTBIF) = Aua(@b'/[BIF") — Au@'/[BIRF)

> etd(§/[BIS) — etd(§/[BIE) = 0

and so V[B]EF* < AN’.  Applying Proposition [2.5.10, we have
tp?(a/[BI*) = tp?(b/[BIFH)- O
Corollary 2.6.8. Assume CIT. Let p be grounded at A for some subset

A C F, and suppose that B C F is a subset containing A. Then for any
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N € ECF such that M < N, p|B uniquely extends to p|[ B4
Proof. Immediate from Theorem [2.6.7] O

Theorem [2.6.7] provides us with a useful set of formulas determining
a complete type over a model. In the next chapter, the tools we have
developed shall be used to prove that our proposed independence relations
satisfy all necessary independence properties. Before we proceed to defining
these independence relations, we use Theorem to demonstrate the

connection between a grounding set and a base in ECF.

2.7 A remark on bases and grounding sets

In a first order theory, the canonical base of a global type p is a definably
closed tuple a such that for any automorphism o we have op = p iff car = «.
If it exists, the canonical base is unique up to permutation. A canonical
base may not exist in general for types in ECF, however we can obtain a
result connecting a canonical base to the notion of a grounding set in ECF.

As before we fix a monster model M for ECF.

Definition 2.7.1. Let p be a complete type in ECF. We say that a tuple

a from M is a base for p if op = p for any automorphism ¢ € Aut(M/«).

The above definition is adapted from [3, p.223, Definition 5.1.9], which
is a definition for stable theories stating that a syntactic type p is based
at « if there exists a complete type ¢ over a such that p and ¢ have the
same non-forking extension. Considering instead a Galois type ¢ over A

that uniquely extends to p, if an automorphism o fixes A pointwise, then o



2.7 A remark on bases and grounding sets 53

must fix g. Therefore ¢ must fix the unique extension p of ¢ setwise, so the

definitions correspond.

Lemma 2.7.2. Assuming CIT, let p be a complete type over a semi-strong
ELA-subfield F', orthogonal to the kernel, grounded by a < F'. Then « is a

base for p.

Proof. Let the orthogonality to the kernel of p be witnessed by M € ECF,
and let p = tp(a/F’) for some tuple a € M". Suppose that « is a ground-
ing set for p. Then for some a-basis @’ of p, the algebraic variety V =
Loc(@,e® /F) is defined over a, and for a unique matrix M € Mat,,,(Q)
we have M@ —a = ¢ € F and é C a.. For any b € M" we have b realising p iff
M = ©(b) where O(7) is the set of formulas as obtained in Theorem [2.6.7,
except that our parameters come from the ELA-subfield F' rather than a
subset B. By the definition of ©(Z), any automorphism fixing « pointwise

will fix ©(Z) setwise, and thus fix p setwise. Therefore « is a base for p. [

Lemma 2.7.3. Assuming CIT, let p be a complete type over a semi-strong
ELA-subfield F', orthogonal to the kernel. Let o <4 F be a base for p. Then

del(«) is a grounding set for p.

Proof. Let o € Aut(M) be an automorphism fixing a pointwise. Then o
fixes p setwise, so by Theorem , o fixes O(Z) setwise. Let @ be a basis
for [aF] over I such that Loc(@'e™ /F) = V, where V is the algebraic
variety defined in ©(Z) in the proof of Theorem [2.6.7} and we also have a
unique matrix M € Mat,«,(Q) and ¢ € F such that Ma’ — a = ¢. Since
O(Z) is fixed setwise by o, by the definition of ©(z) we have ¢ C dcl(a) and

V is defined over dcl(). Therefore Loc(a’,e” /F) = Loc(a@,e” /dcl(a)).



2.7 A remark on bases and grounding sets 54

By finite character of A we have A(a'/F) = A(a'/b) for some b € F.
Since Loc(@'e® /F) = Loc(@’, e /dcl(a)) we may assume b € dcl(a), and so

etd(a’'/F) = etd(a’/dcl(«)). Therefore dcl(a) is a grounding set for p.  [J
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Chapter 3

Independence in exponential

fields

In this chapter we develop notions of independence for the classes
ECF, ECFgk and ECFgk ccp that can be defined in terms of exponential
algebra. We go on show that these relations are equivalent to natural model
theoretic independence notions in ECFgk and ECFgk ccp. We demon-
strate that our relation is a sensible and useful notion of independence in
ECF, where no appropriate natural notions exist. As ECFgxk is a finitary
abstract elementary class, using work of Hyttinen and Kesala we prove that
\LECF is exactly the independence notion coming from non-splitting of Las-

ECF : L
SK,CCP g the canonical independence

car types. We also prove that |
notion coming from the pregeometry, so all the basic independence proper-
ties follow; furthermore by work of Hyttinen, Kesald and Kangas we show

that J/ECFSK’CCP is equivalent to non-splitting of weak types.

In |16l Theorem 6.1] it is shown that, assuming CIT, ECF is ‘superstable
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over the integers’. There can be no canonical independence notion in ECF
due to its theory containing Th(Z), but we assert that our independence
notion J/ECF, defined as it is ‘over the kernel’, is a useful and appropriate
independence relation for dealing with this class. In Chapter 4 we will use
our independence notion for ECF to prove generic stability of types that

are orthogonal to the kernel, corroborating this assertion.

3.1 Independence relations

Independence relations are fundamental to stability theory. They generalise
key model theoretic concepts such as algebraic independence in fields and
linear independence in vector spaces to make sense in more varied theories.
They allow us to understand and relate types within a theory, and the
existence and properties of independence relations within a theory provide
us with structural understanding of the theory as a whole. We begin this
chapter with a definition of an independence relation, and relate it to various

theories and classes of structures from model theory.

Definition 3.1.1. [I, Definition 1.1] For a structure M, we say that a
ternary relation | is a pre-independence relation if the following hold for

any small subsets A, B,C C M:

1. Monotonicity If A | , B and X C B then A | X.

2. Transitivity Suppose ¢ € X C B. Then A | B if and only if
Al ,XadA | B

3. Invariance If o € Aut(M) and A | B, then o(4) |, o(B).

a(C)
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4. Finite Character A | o B if and only if for every a € A we have

al,.B.
We say that | is an independence relation if the following also hold:

5. Extension If @ | , B and B’ 2O B, then there exists b such that

tp(b/BC) = tp(a/BC) and b LB

6. Local character There exists an ordinal x such that for every finite

tuple a and subset C' there exists Cy C C with |Cy| < k such that

aL%G

In [I] the above notions were defined for a model M of a first order
theory T', but we want a definition that makes sense of an independence
relation for models in a class of structures C. Note also that the extension
property necessitates a saturated model, but a pre-independence relation

makes sense for any model.

We also have the following additional properties which an independence

relation may or may not satisfy, dependent on the theory.

7. Symmetry If A | B then B | A

8. Independence over models Let MyxM be a submodel,
tp(a/Mg) = tp(b/ My) and let @', b’ be such that @’ \LMO v, a J/MO a,
and B\LMO b'.  Then there exists ¢ such that tp(¢/Mya') =
tp(a/ Moa') andthé/ﬂ409)::tp(E/A4OE)zuuié\LAm)a@h

9. Stationarity If tp(a/C) = tp(b/C), al B, and I;LCB, then
tp(a/BC) = tp(b/ BO).
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10. Stationarity over models The same statement as Stationarity, with

the additional requirement that C<xM be a submodel.
11. Pairs lemma Let AC B, a | , B, and BJ/A@ B. Then ab LB

12. Finite base If a | , B then there exists a finite tuple ¢ € C' such

that a | _B.

We now give an overview of independence relations for various theories. The
classic examples of independence are algebraic independence in ACFy and

linear independence in vector spaces.

Recall from the introduction that for A, B, C' subsets of an algebraically
closed field K of characteristic zero, we say A is field-theoretically alge-
braically independent from B over C if for any tuple a € A we have
td(a/BC) = td(a/C), written as A \L?CFO B. Similarly recall that for a Q-
vector space V' with subsets X, Y, Z, we say that X is Q-linearly independent
from Y over Z if for any tuple z € X we have ldimg(z/Y Z) = ldimg(z/2),
written X J/(le—lin Y. These are in fact both examples of pregeometric inde-

pendence, which we shall now define.

A pregeometry (X,cl) is a set X and a map cl : P(X) — P(X) such

that for any subset A C X we have
o ACcl(A),
o cl(A) = cl(cl(A)),

cl(A) = [J{cl(Ap) : A9 C/" A}, and

Steinitz Exchange Property If a € cl(Ab) \ cl(A) then b € cl(Aa).
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There is a natural independence relation on a pregeometry (see for exam-
ple [4, Section 2|) which we shall now briefly describe. Let A C X. We
say that B C A is a basis for A if cl(A) = cl(B) and for every b € B we
have b ¢ cl(B \ {b}). We define the dimension of A, written dim(A), to
be the cardinality of a basis for A. This is well defined, and we also write
dim(A/C) = dim(AC) — dim(C). We then have an independence relation

given by

cl
A | B if and only if for each finite tuple a € A we have dim(a/B) = dim(a/BC)
c

which we call the pregeometric independence relation derived from the clo-
sure operator cl(—). This is the canonical independence notion for pregeom-
etry structures; in algebraically closed fields, pregeometric independence de-
rived from acl(—) is field-theoretic algebraic independence, and in Q-vector

spaces the closure operator spang(—) gives rise to Q-linear independence.

The traditional example of independence in first order theories is non-
forking independence. Let M be a monster model of a complete first order L-
theory T'. For a subset B C M and an L-formula ¢(z,a) with parameters a
in M, we say ¢(x,a) divides over B if there exist a sequence of indiscernibles
(€i)i<w such that tp(a/B) = tp(¢;/B) for all i, and the partial type given by
{é(x, &) }icw is inconsistent. We say ¢(z,a) forks over B if there exist some
finite number of formulas ¢1, ..., ¢, dividing over B such that ¢ — \/_; ¢y,.
We say that the type tp(a/BC) forks over C'if it contains a formula that
forks over C. We say that A J/é B if tp(a/BC') does not fork over C' for
each a € A. Similarly we say that A J/ZB if tp(a/BC') does not divide

over C for each a € A.
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In simple theories | 7 = | % as proved in [9]. The theories of vector
spaces and algebraically closed fields are simple, and in fact J/f = J/ACFO
in algebraically closed fields and \|/f = J/Q'hn in vector spaces. A complete

first order theory is simple if and only if J/f satisfies local character, which

occurs if and only if \|/f satisfies symmetry [10, Theorem 2.4].

Theorem 3.1.2. [11, Theorem 4.2] Let T be a complete theory with mon-
ster model MI, and let | ™ be a ternary relation on small subsets of M such
that | ™ is an independence relation satisfying independence over models

and symmetry. Then T is simple and | = = J/f.

In particular, any simple theory has a unique independence relation. If
T is simple and J/f satisfies stationarity over models, then 7" is stable. If T
is simple and \Lf also satisfies finite base, then T is supersimple. Similarly

if T is stable and J/f satisfies finite base, then T is superstable.

It is possible to give sufficient conditions on a finitary AEC to have a

unique independence relation.

Definition 3.1.3. [6, Definition 2.12] Let (C, <¢) be an AEC with a mon-
ster model M. Suppose that @, b are finite tuples of equal length in M and
C C M is a subset. We say that @ and b have the same weak type over C,
written tp¥(a/C) = tp¥(b/C), if for every finite subset Cy C C we have

tp?(a/Cy) = tp?(b/Cy).

Definition 3.1.4. [0, Definition 2.14, 4.2, 4.3] Let (C, <¢) be an abstract
elementary class with AP, JEP and ALM, and fix M a monster model for
C.

e Let A be a subset of M. We say that a sequence (a;);<, in M is
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strongly A-indiscernible if for all cardinals k > w there exist (a;)y<i<s

such that (a;);<, is an indiscernible sequence over A.

e Let a, ¢ be tuples in M and let B C M be a subset such that
¢ € B. We say that tp“(a/B) Lascar-splits over ¢ if there is a
strongly ¢-indiscernible sequence (b;);<,, such that by, b; are in B and

tp?(bo/ca) # tp?(br/ca).

e Let A, B,C be subsets of Ml. We say that A is Lascar-independent of
B over C, written A LéB if there exists a finite tuple ¢ € C' such
that for all D O B U C there exists a finite tuple b € M such that

tp®(b/BC) = tp¥(a/BC) and tp¥(b/D) does not Lascar-split over .

Theorem 3.1.5. [0, Theorem 4.9] Let (C,<c) be a finitary abstract ele-
mentary class, and fix M a monster model for C. Suppose that |~ is a

ternary relation on small subsets of Ml satisfying the following:

e | * is an independence relation with the extension property for weak

types.

e Bounded number of free extensions: There is a cardinal k such
that if C is finite and (a;);<x+ 15 a sequence of realisations of tp*(a/C)
such that a; | ., B for each i < k*, then there are i < j < k™ such

that tp*(a;/B) = tp“(a;/B).

Then | * = " PFurthermore, | * is symmetric, satisfying stationarity

over Ng-saturated models for weak types, and the Pairs lemma.

In this chapter we shall use this theorem and other facts about pregeo-

metric structures to prove uniqueness results for independence relations in
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our classes of exponential fields.

3.2 Freeness in exponential fields

In this section we define a ‘free from’ relation for subsets of models in ExpF,
and prove that this is a symmetric pre-independence relation. Later we will

develop this relation into separate independence relations J/ECF, LECFSK

and | POFSKCOP for the classes ECF, ECFgk and ECFgk cop respec-

tively.

Definition 3.2.1. Let M be any model in ExpF, and let A, B,C C M.

We say A is free from B over C'in M, written A [} B, if

(l) (AC—I M eXp( (AO—I /Vl) J/%?f;oexp( [Clm) I—BC-I M eXp( [BC_I M)u

(i) [ACTm L gy [BCTm, and
(iii) ([ACT a1, [BCT ) 9 M.

Lemma 3.2.2. Let M C N be models in ExpF such that M <« N. Let
A, B,C C M be subsets. Then A X B if and only if A M(\J/ B.

Proof. We consider each property (i),(ii) and (iii) from Definition sep-

arately. We have

ACFo
(AC}MJACW \L [BC}MJBCW
[CmelCTrm
and so
ACF,
[AC] pe! A€M ker(N) L [BCT e PN ker(N).

[Cl el €M ker(N)
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By Lemma for any X C M we have ([X]ym Uker(N))y = [X|n,

therefore

ACF,
[AC] NG[ACLV 1 [BC] NG[BCWN.
[Clael €N
Similarly we have
Q-lin Q-lin

[ACTm L [BCTm = [AC mker(N) | [BCmker(N)
[CTrm [C] a4 ker(N)

and so [AC|x J/([@Cl]”;[ [BC'| . Finally we observe that
(TACTw [BCTx)x = ([ACTM[BCTadker(W))x by Lemma P33
= ({([ACTM[BCIm) mker(N))ar by construction

= ([ABC mker(N))w as AN B

= [ABC|y by Lemma [2.3.3

and therefore A [N B

Conversely, assume A Lg/ B. Then

[ACT prelACTY J/?ﬁff‘;ww [BC1elB9~ so by monotonicity of | #€F°

we have
ACF,

[ACTmel " "1 [BC el P,

[Clael €IV

Since M <« N implies that M \LACFO ker(NV), by monotonicity of | #€F°

ker(M)
we have [ACT pelACTm J/kACEift ker(N). Then, again by Lemma [2.3.3] we
have
ACF

(AC}Me[ACW L (CM/JCW-
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Therefore by transitivity in ACFgy we have

ACF,
[AC pme! ¢ | [BC)elBCm,

[CTaelCTm

We also have [AC]m J/(Sol]m [BC'|pm by monotonicity of Q-linear inde-

pendence. Noting that M LACFO ker(N') implies M J/Sl?;w ker(N), by

monotonicity of Q-linear independence we obtain [ACT y \LQ in )ker(N ).

Then [AC| pm J/%]IL [C'r, and so by transitivity of Q-linear independence

we obtain [AC| J/(SCI]IL [BC z

Finally ([AC|n, [BCly) = [[AC]|n, [BC)a]a, so by Lemma

we have ([AC|m[BCImker(N)) = ([ABCTr ker(N)). Since
M L, ker(W) it follows that ([ACTu, [BCTm) = [ABC] . There-
fore A [X B as required. n

The above lemma demonstrates that our free-from relation is preserved
under semi-strong embeddings and extensions of models, so we may omit
the model superscript on | when the context is clear. Next we give a lemma
providing a nice consequence and a useful special case of the definition of |

that will make it easier to use the free-from notion.
Lemma 3.2.3. Let M be a model in ExpF, and let A, B,C' be subsets of

M.

(a) Suppose that A | o B. Then for all tuples a € A we have A(a/BC) =
Aa/C).



3.2 Freeness in exponential fields 65

(b) Suppose that C is a strong ELA-subfield of M. Then

ACFy Q-lin
[ACTeMACT | [BCYePC = [ACT | [BC]

Proof. Note that A |¢ B if and only if [AC' ;e [BC, so without loss of
generality we may assume that A = [AC|, B = [B(C], and C = [C].

(a) Let @ € A. Then as A |c B we have td(a,e®/BeP ker(M)) =
td(a, e®/Ce® ker(M)) and ldimg(a/B ker(M)) = ldimg(a/C ker(M)).

By the definition of the predimension, the result follows.

(b) For Q-vector spaces A, B, C we have A \Lg’hn Bifand only if ANB = C,
and we shall use the latter statement. Certainly A N B contains C. If
a € (AN B)\ C then td(a/C) = 1 since C' is an algebraically closed

field. But also @ € B which implies that td(a/Be?) = 0, and therefore

ACFo BB

by monotonicity Ae? [} c

]

Proposition 3.2.4. Let M be a model in ExpF. Then [™ is a symmetric

pre-independence relation.

Proof. We may assume that A, B, C, X C M are subsets such that [AC| =
A, [BCX] =B, [C]=Cand [XC] =X in M.

7. Symmetry We have A |¢ B and so Ae? J/gcho BeP. By symmetry
of non-forking independence in ACFy we have Be? J/QSCFO Ae. We
also know that A |- B implies that A J/%’hn B, and by symmetry of

non-forking independence for vector spaces we have B \Lg’hn A Ttis

also clearly the case that (B, A) = (A, B) <M and so B |¢ A.
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1. Monotonicity If A | B then Ae? LACFO BeP by the definition of
A |c B. Given that X C B, by monotonicity of J/ACFO we have
Ae# J/ACFO XeX. The definition also tells us that A Lg’hn B, so by

monotonicity of | 4™ we have A L(g'hn X

We now demonstrate that (AX) < (AB). Let £ € (AB). Then there
exist @ € A and b € B Q-linearly independent over @ such that () =
(ab). Then A(z/AX) = A(ab/AX) = A(b/AX). Since A has finite
character, we have A(b/AX) = A(b/dA) for some finite tuple d € X.
Extending d if necessary we may assume that dC' < X. By additivity

of the predimension again, we have
A(z/AX) = A(bd/A) — A(d/A)

By symmetry of | and Lemma[3.2.3|(a) we have A(j/A) = A(y/C) for
any j € B. But then A(bd/A) = A(bd/C) and A(d/A) = A(d/C).

By the above, and the fact that dC' < X, we have
A(z/AX) = A(bd/C) — A(d/C) >0

Therefore (AX) < (AB) and since (AB) <M, by transitivity of strong
embeddings we have (AX) <M. Thus, A |¢ X

2. Transitivity Suppose that A | X and A |x B. Then
Ae# LACFO BeP and Aet LACFO XeX, which by transitivity of non-
forking independence in ACF implies that Ae? \LACFO BeP. Mean-
while we have A J/%hn B and A \Lg‘hn X, from which it follows that

AL%’MHB by transitivity of non-forking independence for vector
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spaces. Also since A |x B we have (AB) <M, and therefore A [¢ B

Conversely, suppose that A |¢ B with ¢ C X C B. Then
Ae J/ACFO BeP and by transitivity of non-forking independence in
ACFy it follows that Ae? Lowe XeX and Aet Lxex BeB. We also
have AL%’MI}B which implies that A \Lg’linB and AL%BHB by
transitivity of Q-linear independence. Since A |o B we also have
A |¢ X by monotonicity, which means that (AX) < M. Hence we
have Ae? LACFO XeX, A L%‘hnX and (AX)<aM,s0 A lc X. We
also have Ae? J/ACFO BeB, A J/g’hn B and (AB) <M, and therefore
Alx B

3. Invariance By definition A |o B implies that Ae? \LACFOB B,
For any automorphism o € Aut(M), we have
a(A)er™) \J/JA(gi"a(c) o(B)e®) by automorphism invariance of

J/ACFO. By definition, A |¢ B also implies that A LQ'hn B and so

by automorphism invariance of | %™ we obtain o(A) J/Q 5 (B).

Property (iii) of A | B tells us that we have (AB)<M. Suppose that
o is an automorphism of M such that (c(AB)) is not strong in M.
Then we can find ¢ € [0(AB)]\ (6(AB)), that is with A(¢/c(AB)) <
0. Then ¢ = o(d) for some d € M so A(o(d)/o(AB)) < 0. Since tran-
scendence degree and linear dimension are automorphism invariant, so
is the predimension, so A(d/AB) < 0, contradicting that (AB) < M.
Therefore (0(AB)) <M, and so we have 0(A) l,) o(B).

4. Finite character Suppose A |c B and a € A. By symmetry and

monotonicity we have left-monotonicity, so we have a [c B

Conversely, if A J/o B then at least one of the three properties from
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the definition will fail. If (i) fails, then for some a € A and = €
[aC'| we have Te” \j//gecho Be® by finite character of | *°F°. By left-
monotonicity, [aC]elC] X/?SCFO BeP and so a Yo B. Alternatively if
(i) fails, then there exists a € A and z € [aC'| such that a i%’hn B
by finite character of | “™. By monotonicity of | ®™ we have
[aC'] j/(g'hnB and hence a Y B. Finally if (iii) fails, then there
exists ¢ € M such that A(¢/AB) < 0. Then by finite character of the

predimension, A(¢/aB) < 0 for some a € A. Then (aB) is not strong

in M, and so a )¢ B.

]

We conclude this section with more useful results about our free-from

relation.

Lemma 3.2.5. Let M be a model in ExpF and let A and C' be subsets of

M. Suppose that By C By C --- C B, =J B, is a chain of subsets of

a<ly

M with A Lo B, for each oo < vy, where 7y is a limit ordinal. Then A |¢ B,.

Proof. If A Yo B,, then by finite character and symmetry of | we have
A Yo d for some finite d € B,. For some a < v we have d € B, therefore

by monotonicity A Yo B,. n

Proposition 3.2.6. Let M be a model in ExpF and let A, B,C' be subsets
of M. Then A ¢ B iff A lc [B]FLA.

Proof. We may assume that B = [BC'], A = [AC] and C = [C]. Right to
left is immediate by monotonicity. For the other direction, let v = | B| 4+ R

and enumerate [B]" as B U {b, : @ < 7} such that for all a < « either
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b, or e’ is field-theoretically algebraic over B Uexp(B) U {bg,e" : 8 < a},
which is possible by the definition of the ELA-closure. Define By = B. For
all ordinals o < 7y define B,11 = (Ba,bs). For 6 < v a limit ordinal define
Bs = 5<s Bg. By Lemma it suffices to show that A | B, for every

ordinal av < 7.

We shall prove that for every a < v we have B, <M, D, = (AB,) <M,
and we will use these to show that A |o B,. We proceed by induc-
tion. Note that By = [B] < M and by hypothesis A |¢ By, which
immediately implies that Dy < M. Suppose that A |c B,, and that
B, <M for some a« < 7. If b, € B, then set B,,1 = B, and so
A Lo Bayi is immediate. If b, ¢ B,, then setting B,y1 = (Bab,) we have
ldimg(Bat1/Ba) = 1. At least one of by, €’ is field-theoretically algebraic
over B, Uexp(By), 50 td(Bag1ePo+1 /BaePo) = td(bai1, €%+ /BaeB) < 1,
and thus A(By41/Ba) <1—1=0. But B, <M so A(Buy1/Ba) = 0, and
thus td(Bayi1ePe+t/ByePe) = 1. If d € M, then

A(d/Boi1) = A(d/ba, Bo) = A(dba/By) — A(ba/Ba) = A(dbe/Ba) > 0

since B, <M. Therefore B, is strong in M.

We prove by induction that if D, < M then D,,; < M. Furthermore
Doy1 = (Dg,by), td(DyyiePo+1/DyePe) = 1dimg(Dar1/Ds) = 1, and
A(Dy11/Dy) = 0.

Suppose that D, < M. We have Byi1 # Ba, 80 Doi1 = (Dqy,ba) S0
ldimg(Dyy1/Dy) = 1 and td(Dai1eP2+1/DyeP*) = td(bg, € /DyeP) <

1 since one of ba,eg is algebraic over B, and thus over D,. Therefore
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A(Dyuy1/Dgy) <0, but Dy <M so A(Dyy1/Dy) = 0. If d € M then
A(d/Dgy1) = A(d/ Dy, by) = A(d, by /D) — A(bo/Da) >0

so we have D,y1 <M.

We have td(Dgy1ePo+1 /DyePo) = td(Byyi1ePo+1 / B,ePe) which implies
that Ae? L‘;ib;‘l Be1€B2+1 by monotonicity and symmetry. Since A |¢ B,

we have Ae? ¢§ch° B.ePe, and so by transitivity of non-forking inde-
pendence in ACFy it follows that Ae? JJ?SCFO ByyieBe+1. We also have
ldimg(Da+1/Ds) = ldimg(Bat1/Ba), so applying monotonicity again we
obtain A J/%;Hn B,11. By transitivity of non-forking independence for Q-

vector spaces we have A \L%‘lin Bay1. Therefore A |¢ B,y1 and we are

done. =

3.3 Independence in ECF, ECFgsx and

ECFsk ccp

We now develop this pre-independence relation for ExpF into independence
relations specific to the classes ExpF, ECF, ECFgk and ECFsk ccp.
We prove that these relations are symmetric independence relations, some

satisfying additional properties.

Definition 3.3.1. Let C be one of ECF,ECFSK or ECFSK,CCP- Let M
be a model in C and let A, B and C' be subsets of M. Respective to the

class C, we define A LEM B in the following way.

e We write A JJECF’M Bif A ¢%1ELA B.
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o We write A | 57" Bif A |/4 .. B.

e We write A LECFSK’CCP’M Bif A ié\c/{M(C) B.

We say A is C-independent from B over C' in M.

We may drop the ‘C’ superscript and prefix if the context is clear, for

example within proofs.

Proposition 3.3.2. Let M < N be models of ECF, and suppose that
A, B,C C M are subsets. Then A LgCFvMB iff A LgCF,NB'

Proof. We observe that A \LECF’M B if and only if

FATCTEAM e L TBICTE M an

[C1RE

so we may assume that A = [A[CTEA] 0 and B = [B[C15¥]. By defini-

tion A LECF’M B implies that A M[\&ELA B, which by Lemma |3.2.2| means
M

that A %%A B. Equivalently
[Aln $iepmea [Bly
from which it trivially follows that
[Alw UTCTR Hoqeea [Bla U [CTRFA
By symmetry and Proposition this implies that

[TALw U TCIFAIR Hoqgea [TBLw UTCTRFATRF
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However, [[AlyUJ[CIEFAIEFY = [ATRFA and [[Bly U [CIRFAIREA =

[B]KFA. Therefore,
[ATCTIRFAIRA Hoqma [BICTRFAIRA

hence by monotonicity of | we have [A[CTRF] x L[C] s [B[CTRFA] v, and
so A J/gCF’N B.

Conversely, if A \LgCF’N B then by definition of | and monotonicity we

have

[ATCTRM e Ko TBICTRM a

Trivially [A[CTREA v i[m pa [C1EEA and we have [[CEFAERA = [C]REA

so by Proposition [3.2.6 we observe that

[ATCTREM m dqmea [CTRFA

Applying transitivity of | we obtain

ATCTEA s Wpgen [BICTEA u

By Lemma (3.2.2 it follows that [A[CTRA i[C]ELA [B[CTREA] 0 and so

A \LECF’M B as required. O

The above proposition tells us that ECF-independence is preserved un-
der <-extensions of models in ECF. We may therefore drop the model su-

perscript when the context is clear, writing LECF for ECF-independence.

Corollary 3.3.3. Let M <N be models in ECFgg, and let A, B,C be
subsets of M. Then A LgCFSK’M B if and only if A LgCFSK’NB.
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Corollary 3.3.4. Let M C% N be models in ECFsk,ccp and let A, B,C
be subsets of M. Then A J/gCFSK’CCP’M B if and only if A J/gCFSK’CCP’N B.

The proof of Corollary is the same as that of Proposition with
the added simplification that [X |y = [X ] for all subsets X C M. Tt
follows that ECFgk-independence is preserved under strong extensions in

ECF
SK when the con-

ECF, so we may drop the model subscript and write |
text is clear. Corollary follows immediately from Proposition [3.3.2/and
the observation that for any subset C¢' € M we have ecl™(C) = ectV(C)

since ecl’V (M) = M. Hence ECFgk ccp-independence is preserved un-

der closed embeddings in ECFgk ccp so we may write \LECFSK’CCP for

\LECFSK,CCPaM‘
Before we prove more facts about these relations we make the following
observations which shall shorten future proofs.

Lemma 3.3.5. Let M be a model in ExpF and suppose that
we have A,B,C subsets of M such that C = [C|P* and
[ACeMCT | 2P BCTelPCl. Then [ACT | 2™ [BC].

Proof. Since a, e” \LgCFO [BCelBC for any @ € [AC], by monotonicity

and symmetry we have a LSCFO [BC'|. By Lemma [3.2.3(ii) it follows that

a J/g’lin [BC'|. Therefore [AC] Lg‘hn [BC] by finite character of | @™
[

Corollary 3.3.6. Let C be one of ECF or ECFsk and let M be a model
in C. Suppose A, B,C are subsets of M with C = [CP* and (ABC) <M.
Then A \LgM B if and only if [ACTelAC] J/éCF” [BCTelPC,

Proof. Immediate from Lemma [3.3.5 ]
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3.4 Pregeometric independence in exponen-

tial fields

Let C be one of the classes ECF, ECFgk, ECFgk,ccp and let M be a
model in C. Then (M;ecl) is a pregeometry, and inherits an independence

relation given by

ecl

A | B if and only if for each finite tuple a € A we have etd(a/B) = etd(a/BUC).
c

Proposition 3.4.1. Let C be one of ECF, ECFsk, ECFgsk,ccp and let
M be a model of C. Then for subsets A, B,C C M we have

ecl C,M
Al Bifandonlyif A | B
c ecl(C)
Proof. We may assume that C' = ecl(C'), A = [AC] and B = [BC], so in
particular C' O ker(M). The proof is then the same for C equal to any of

the classes ECF, ECFSK or ECFSK,CCP-

First suppose that A iﬁgl B. Then there exists a € A such that aB <M

and etd(a/B) < etd(a/C). By Fact we have
etd(a/C) < A(a/C) = td(a,e*/C) — 1dimg(a/C).

Now @B is strong in M, so by Corollary [2.2.11] we have etd(a/B) = A(a/B).
Therefore td(a, e®/Be?) — ldimg(a/B) < td(a,e?/C) — ldimg(a/C). Since
ldimg(a/B) < ldimg(a/C) it follows that td(a,e?/BeP) < td(a,e?/C).
Therefore A J//SCFO Bandso A [ . B.



3.4 Pregeometric independence in exponential fields 75

Conversely suppose that A [} o B- Then by Corollary [3.3.6| either
Ae j/é‘CFO BeB or AB is not strong in M. If the former, then there
exists a € A such that aC < A and td(a,e?/BeP) < td(a,e?/C). If
ldimg(a/C) > ldimg(a/B) then ((aC) N B) \ C is non-empty, contain-
ing say d € A. But then etd(d/B) = 0 and etd(d/C) = 1 as d ¢ C and
C = ecl(C), witnessing A j/eCdB. However if ldimg(a/C) = ldimg(a/B)
then A(a/C) > A(a/B) by definition of A. By Fact we know
that etd(a/B) < A(a/B), and since aC' < M by Corollary we have
etd(a/C) = A(a/C). Therefore etd(a/B) < etd(a/C') as required.

Suppose then that Ae? LQCFO Be® but AB is not strong in M. Then
there exists a € A such that aC' is strong in A but aB is not strong in M, so
by Corollary2.2.11] we have etd(a/B) < A(a/B). We know td(a, ¢?/Be”) =
td(a,e?/C'), so by Corollary we have ldimg(a/B) = ldimg(a/C') and
hence A(a/C) = A(a/B). Since aC is strong in M, applying Corol-
lary we have etd(a/C) = A(a/C), and so etd(a/B) < etd(a/C)

as required. O

Corollary 3.4.2. Let M be a model for ECFgk ccp, and let A, B,C be
subsets of M such that C = ecl(C). Then A J/gCFSK’CCPB if and only if

A J/eCClB. In particular \LECFSK’CCP is a symmetric independence relation.
Proof. Immediate from Proposition [3.4.1] O

Since | TTTS®CC" coincides with pregeometric independence in
ECFgsk,ccp, our independence notion is exactly the canonical model the-
oretic independence notion in this class. Before we move on to study in-

dependence in ECF and ECFgk ccp, we observe some more pure model
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theoretic equivalences to ECFgk ccp-independence.

Definition 3.4.3. Let (C, <¢) be an AEC with a monster model M.

(a) [8, Definition 2.9] Let a be a tuple and D C B subsets with D finite.
We say that tp¥(a/B) splits over D if there are b,¢ € B such that
tp*(b/D) = tp¥(¢/D) but tp¥(ab/D) # tp®(ac/D). We say a tuple a
is non-splitting free from B over C' and write a |’ B if there exists a
finite subset D C C such that tp*(a/BC') does not split over D. We

write A [ B if a | B for all a € A.

(b) [8, Definition 2.28] For a tuple a and a model M define the U-rank of

a over M inductively by

e U(a/M)>0

e U(a/M) > n+1 if there is some model N' O M such that a J/35 N
and U(a/N)>n

e U(a/M) = n if n is maximal such that U(a/ M) > n.

For a subset B C M we define U(a/B) = max{U(a/M)
M is a model with B C M}.

Lemma 3.4.4. [8, Lemma 2.29] Let (C,<c) be an AEC with monster
model M. For models M, N and a tuple a we have a |35 N if and only if
Ua/M)=U(a/N).

In any quasiminimal pregeometry structure, the pregeometric dimen-
sion is equal to U-rank, as shown in [8, Lemma 2.92]. Fixing M a mon-

ster model in ECFgk, ccp, we have (M, ecl) a quasiminimal pregeometry

structure, so by Lemma [3.4.4 above it follows that | ° =|"*. Therefore
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ECFgsk,ccp-independence in M is equivalent to non-splitting independence

of weak types.

We consider one final rephrasing of our independence notion.

Definition 3.4.5. [5], Definition 5.19] Let C be an AEC with AP, JEP and
ALM, and let Ml denote the monster model of C. For any subset A C M

and tuple a € M, define 7;(A) to be the set

ra(A) = {c € M : tp"(2/A) = tp"(a/A)}

that is, r;(A) denotes the set of realisations of tp”(¢/A). Then for A C M

we define the bounded closure of A in C by

bdde(A) = {a e M : |r,(A)| < M|}

Lemma 3.4.6. Let M be the monster model in ECFgsk,ccp and A C M a

countable subset. Then bddpcrg ocp(A) = ecl(A).

Proof. If x € ecl(A), then x is exponentially algebraic over A in the sense
of Macintyre [I8, Definition 5, Section 2.5], that is we have f polynomials
defined over some @, e® where @ € A such that the f form a Khovanskii
system, given by some formula x f(z,a). By the countable closure property
Xj(z,a) has only countably many realisations, so € bdd(A). If z ¢ ecl(A)
then x = g|A the unique complete exponentially transcendental type over

A in ECFgk ccp, which has unboundedly many realisations in M. O

By Lemma|3.4.6] A \LgCFSK’CCP’M B can also be defined as A Lﬁé’d(c) B
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since bdd(C') = ecl(C). So in ECFgk, ccp we also have

ecl ECFsk,ccp
A | BifandonlyifA |  B.
bdd(C) c

3.5 Independence properties in ECF and

ECFgk

Proposition 3.5.1. J/ECF 15 a symmetric pre-independence relation.

Proof. Let M be a model in ECF and let A, B, C' be subsets of M. As be-
fore we may assume that A = [AC|, B = [BC'| and C = [C']. Symmetry,
monotonicity and finite character for | follow immediately from these prop-
erties for | in Proposition [3.2.4 Observing that o([CT®) = [o(C)]ELA
for any ¢ € M and o € Aut(M), invariance for | follows from in-
variance for |. For transitivity, by Proposition [3.2.6] and the defini-
tion of | we have A | B < A ljcma [B]EXA. Then for X C B
we have [X]FMA C [B]PY, and so by transitivity of | it follows that
A licpeea [B] ELAiff A Lropera [X]EMA and A brxera [B]EMA. Apply-

ing Proposition [3.2.6] again, we obtain transitivity. O

Corollary 3.5.2. J/ECFSK 15 a symmetric pre-independence relation.

The proof of the corollary is the same as that of Proposition It
we replace ECF with ECFgk ccp and [C]EM with ecl(C) in the proof of

Proposition we obtain an alternative proof of Corollary [3.4.2

Lemma 3.5.3. Let C be one of ECF, ECFsk and ECFgsk,ccp. Let M be a
model in C and let A, B, C' be subsets of M. Then A J/cc Biff A L(é [BELA,
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Proof. Immediate from Proposition|3.2.6{and the definition of independence

for each class. O

Lemma 3.5.4. Let M be a model in ECF and let A, B,C be subsets of

M. Then A \J/gCFB if and only if [A]FLA Lfgﬁm [B]ELA,

Proof.

A | Bifand onlyif A | [B]®™™ by Lemma
c c

if and only if [B]** | TA]®™ by symmetry and Lemma [3.5.3
c

if and only if [B]®* | [A]"™ by the definition of |
(C‘| ELA

if and only if [A]®MY | [B]™* by symmetry.

[C]ELA

]

Next we have a lemma that provides sufficient conditions for indepen-
dence in terms of (Q-linear independence and exponential transcendence

degree alone.

Lemma 3.5.5. Let M be a model in ECF, let A,B C M be subsets
and C C M be a strong ELA-subfield of M. Suppose that etd(A/C) =
etd(A/BC) and [ACTm | 2™ [BCT . Then A | B.

Proof. We may assume that A O C C B and [AC] = A,[BC| = B. We

first prove that Ae? \I/‘gCFO BeP. Let 7 € A. Then there exists a € A such

that aC' 4 M and = € Q(a,e"). Since A J/%’hnB we have ldimg(a/B) =
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ldimg(a/C'). Then

A(a/B) = td(a, "/ Be?) — 1dimg(a/B)
= td(a, e/ Be?) — 1dimg(a/C)

< td(a,e”/Ce’) — 1dimg(a/C) = Aa/O)

and by Fact we have A(a/C) = etd(a/C), so A(a/B) < etd(a/C).
By hypothesis etd(a/B) = etd(a/C), so A(a/B) < etd(a/B). However by
Fact again etd(a/B) < A(a/B), and so etd(a/B) = A(a/B). There-
fore A(a/B) = A(a/C'), which combined with ldimg(a/B) = ldimg(a/C)
gives us that td(a, e?/Be?) = td(a, e /C). Therefore a, e \L‘SCFO BeB | and

. .. _ | ACFy B . A | ACFo B
by monotonicity = | o Be”. By finite character, Ae” | o Be”.

We also need to show that (AB) < M. For any £ € M there exist
a € Aand b € B strong over C such that A(z/AB) = A(z/abC). Since
a,e® \L‘CACFO Be® we have td(a, e?/bC) = td(a, e?/C), and since a J/(g'hn B
we have 1dimg(a/C) = ldimg(a/bC). Therefore A(a/bC) = A(a/C), and
by Fact A(a/bC) = etd(a/C). By Fact again, A(za/bC) >
etd(a/bC) > etd(a/C). By the addition property A(z/abC) = A(za/bC) —
A(a/bC), and so

A(z/abC) > etd(a/C) — etd(a/C) = 0,

hence (AB) a M. O

We now use pre-independence properties to show how LECF is related

to types orthogonal over the kernel, specifically to grounding sets.
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Lemma 3.5.6. Let p be a complete type over a semi-strong ELA-subfield
B such that p is orthogonal to the kernel, witnessed by M € ECF. Suppose

that p is grounded at A C B, and a is a realisation for p in M. Then
_ | ECF
al, B

Proof. Let @' be a basis for [aB]y over B. By Lemma Aa < M.
Let A = [A]BLA Then Loc(a,e”/B) = Loc(@,e” /A) and etd(a'/A) =

etd(a'/B). Therefore @', e” \L%CFOB and by Lemma [3.3.5 a/\L%—linB.

Since Aa’ < M, by Lemma [2.4.3| we have Ad’' <M, and so @ L ;B. By the

definition of independence, @’ | B, and by symmetry and monotonicity of

ECF-independence we have a |, B. O

Proposition 3.5.7. Let M be a saturated model in ECF. Then | ®¢"™

s an independence relation, satisfying the following additional property.

9’. Stationarity over strong ELA-subfields Let a, and ay be finite
tuples in M, and suppose that A<M is a strong ELA-subfield of M.
Ifay |, B and ay | , B with tp(ai/A) = tp(az/A) then tp(a/B) =

tp(as/B).

Property 9’. is close to stationarity, but has the additional requirement
that A is a strong ELA-subfield. Note that we do not have stationarity in
ECF, as the requirement that A is a strong ELA-subfield is unavoidable.
For example, let M be the monster model in ECF and suppose we have
a subset A C M such that A # [A]¥YA. Suppose that a; and a, are two
distinct elements in Z (M) \ bddgcr(A) such that tp(a;/A) = tp(ag/A). Set
B = AU{a1,as}. Then ay,ay € [A]PYA\ A, so trivially a, J/ECF B and

as LECF B. However, tp(a;/B) # tp(az/B), so stationarity fails.
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We now prove Proposition |3.5.7]

Proof. By Proposition LECF satisfies the pre-independence properties

of an independence relation in Definition [3.1.1}

5. Extension: Let a J/CB and B’ O B. By Lemma may assume

9.

that B = [BCTEM and B’ = [B']***. We may also assume that a
is a Q-linear basis for [aB] over B, else we would proceed with such
a basis @’ and then apply monotonicity at the end of the proof. Let
V = Loc(a,e®/B). Since B’ is an ELA-field, by strong exponential
closure and saturation of M we can realise B'|V as a strong ELA-
subfield of M, generated over B’ by a Q-linearly independent tuple
b € M. We have B'b<M and [bC'] \L%’hn B’ by definition of b. We also
have Loc(b, e’/B') = V and since a L B it follows that V' is defined
over C, so Loc(b, €’/ B') = Loc(b, €/C'). Therefore be’ \LgCFO B’ and
SO BJ/C B'. Finally A(b/B') = td(b,e’/B’) — 1dimg(b/B’) is minimal
and td(b, e’/ B’) = dim(V) since b is semi-strong over B, so we have
etd(b) = dim(V) — |al. By Proposition we have tp9(b/B) =
tp?(a/B), and so tp(b/B) = tp(a/B) as required.

Local character: We show that kK = w. Let C C M be a subset and
let @ € M be a tuple. By Lemma we may take C' = [CREA.
Therefore tp(a/C) is orthogonal to the kernel witnessed by M, so by
Lemmathere exists b € C' a grounding set for tp(a/C). Applying
Lemma [3.5.6] the result follows.

We have A = [A]®M ) and by Lemma and Corollary [2.6.8{i) we
may also assume that B = [B]EM. By Corollary [2.5.11]it is sufficient
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to prove the result for Galois types. Furthermore we assume that
Aa; < M and a; are Q-linearly independent over A, else we proceed

with a; a basis of [a;A] over A and then use monotonicity of | .

For each ¢ = 1,2 we have @; |, B and so [Aa;]elA%] J/jCFO B.
By monotonicity, and since A = [A]®M is algebraically closed,
we have Loc(a;,e*/A) = Loc(a;,e*/B). Since tp(a;/A) =
tp9(as/A) it follows that Loc(ap,e™/A) = Loc(ag,e™/A). There-
fore Loc(ay,e™/B) = Loc(ag, e™/B). Since also a; | , B, we have
td(@y, €™ /B) = td(ag, €™ /B).

From property (ii) in the definition of JJECF, for i = 1,2 we have
[Aa;] \L%’hnB and so by monotonicity ldimg(a;/A) = ldimg(a;/B).
Astp9(a;/A) = tp9(ay/A) it follows that ldimg(a, /A) = ldimg(asz/A).
Therefore 1dimg(a;/B) = ldimg(as/B), and so A(a,/B) = A(as/B).
Since a@; | , B and Aa; < M we have ([a;A], B) = (a;B) <M, that
is we have Ba; strong in M. Hence A(a;/B) is minimal, that is for
any T € M we have A(za;/B) > A(a;/B). By Fact [2.2.10] this means
that A(a;/B) = etd(a;/B), and so etd(a;/B) = etd(az/B).

Taking ldimg(a;/B) = n and V' = Loc(a, e™/B), we observe that
etd(ay/B) = dimV — n. Taking M € Mat(Q) to be the identity
matrix, we have satisfied all hypotheses of Proposition [2.5.10, and

therefore tp?(a,/B) = tp?(az/B).
[l

We now demonstrate that under certain strong assumptions, non-forking
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independence in ECF implies ECF-independence. We shall need the fol-

lowing lemma.

Lemma 3.5.8. Let M be a model in ECF, and let B C M be a strong
ELA-subfield. Then B is model theoretically algebraically closed.

Proof. By Proposition[2.5.5] we can find an elementary extension N € ECF
of M such that N is saturated over the kernel and |N| > |B|. Suppose
that a € N\ B. Let @ be a Q-linear basis for [a]y over the kernel with
first coordinate a, and define W = Loc(a, e®/B). Since N is saturated over
its kernel, setting by = @ we can find a sequence (b;);<,, in A indiscernible
over B, in particular for each i < w we have W; = Loc(b;, €% /B) = W. We
can construct a chain of strong ELA-field extensions, setting Fy = B, such
that each b; generates an ELA-field extension Fj,; 9 A with Fj; = F;|W;
as in [I6l Proposition 3.17]. Then for all i < w we have W; = W and
ldimg (b;/B) = l|a|, so etd(b;) = dim W — |a|. Then by Proposition
we have tp?(b;/B) = tp?(a/B). Hence tp?(b;/B) = tp?(a/B) for all i < w,
taking b; to be the first coordinate of b;. Therefore if ¢ is a formula defined
over B such that N' = ¢(a), then N |= ¢(b;) for all i < w, so ¢(N) is

infinite. O

Lemma 3.5.9. Let M be a model of ECF. Suppose we have subsets C' C

B C M with C = [C154, and a tuple @ € M such that etd(a/C) =
_ _ f . . — ECF

etd(a/B). Then a | ., B implies thata | ., B.

Proof. Suppose that ELJ/?CF B. Then etd(a/C) = etd(a/B), so by
Lemma we have ldimg(a/C) > ldimg(a/[B15F"). That is, there
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exists Ay, ..., A\, € Q such that S>F  Na; = b for some b € [B]5F4\ C. De-
fine ¢(z,y) to be the formula Zle \ir; = y. Extending N if necessary, let
(b;)i<w € N be an indiscernible sequence such that tp?(b;/C) = tp?(b/C).
Since C'is a strong ELA-subfield of M by Lemma C' is model theoret-
ically algebraically closed. Since b ¢ C' there exist infinitely many realisa-
tions of tp(b/C), and in particular the b; are distinct. Then ¢(Z, by) AP(T, by)

is inconsistent as by # be, and so a J//é B. O

We now show that we may freely extend grounded types in ECF, indi-
cating that LECF is an ideal tool to use in order to study types in ECF

that are orthogonal to the kernel.

Lemma 3.5.10. Assume CIT, and work in the monster model Ml of ECF.
Let p be a complete type over a subset C, and let B be a subset containing
C. Suppose that we have two types p1 and ps over B extending p, that is,

m|C = p2|C, such that py and ps are grounded at C'. Then p; = po.

We say py is the (unique) free extension over B of p.

Proof. For i = 1,2, let the orthogonality to the kernel of p; be wit-
nessed by M; € ECF and let a;, € M, be a realisation of p;. Since
ker(M;) = ker(My), by following through the method of Lemma
we may amalgamate to a model M € ECF such that for i = 1,2 we have
ker(M) = ker(M,;) and M; C M, so in particular a; € M. Assuming
CIT we may apply Corollary so p|C uniquely extends to p|[CTEA.

By Lemma |3.5.6| since p is grounded at C' we have a; ifg;ﬁ/‘ [B]EEA for
M

i = 1,2. Since pi|[CTRE = po| [CTRYA, by stationarity over strong ELA-

subfields from Proposition [3.5.7 we have p; = ps. O
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3.6 Lascar-independence in ECFgk

ECFgsk

In this section we show that | is in fact the only independence

relation on ECFgg, using work by Hyttinen and Keséla [0].

Proposition 3.6.1. Let M denote the monster model in ECFgsg and A C

M a subset. Then bddgcrg, (A) = [A]FLA.

Proof. We first show that [A]PM4 C bdd(A). Suppose ¢ € [A]EM4; then
c € [a]® for some finite tuple @ € A. Let b be a Q-linear basis for [a] over
a, let W = Loc(b, exp(b)/a, exp(a)), and let M denote the unique integer

matrix such that Mb = a. Let (%) be the formula given by
(g,exp(y)) € W A g is Q-linearly independent A My = a

where Q@ = {x € M : (Jy, z € ker)[zz = y|}, and note that Q(M) = Q and
M k= v(b). We shall show that 1 is bounded. Suppose we have &' € M such
that M = ¢ (V). Then in particular &' € (b), and since |b| = |V/| and b’ are
Q-linearly independent, it follows that (b) = (b'). There are only countably

many bases of a finite dimensional vector space, so ¢ is bounded.

Suppose a € bdd(A), so there exists some bounded formula ¢(x) defined
over A such that M = ¢(a). Then e* and log(a) satisfy the formulas
Jy(x = e¥ A ¢(y)) and Fz(z = €* A ¢(z)) respectively, which both witness
finite conjunctions of bounded formulas and therefore e, log(a) € bdd(A).
Finally we need to show that if b € M is field-theoretically algebraic over
bdd(A) then b € bdd(A). However,

aclacr, (bdd(A)) C acl(bdd(A)) C bdd(bdd(A)) = bdd(A)
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so this is true, and therefore [A]"M C bdd(A).

If v ¢ [A]ELA, then either € ecl(A) \ [A]PMA or o ¢ ecl(A). We note
that [A]™MA C bdd(A) and so bdd([A]FY) C bdd(bdd(A)) = bdd(A), but
also A C [A]EMA g0 therefore bdd([A]F*) = bdd(A). Consequentially, for

the remainder of this proof we may assume that A = [A]FMA,

If x ¢ ecl(A) then z |= g|A the unique exponentially transcendental type
in ECFgk, which has unboundedly many realisations in M, so x ¢ bdd(A).
Suppose then that = € ecl(A) \ A. By Lemma we can choose a finite
Q-linear basis £ € M for [Ax]y over A such that W = Loc(z,e"/A) is
additively and multiplicatively free, rotund, and Kummer-generic. Let A; =
(AZ)ELA be the ELA-field extension of A by (z,e®), and for any ordinal «
let Agp1 = (AaZa)®, the ELA-field extension of A, by (Z,,e%) € V
generic over A,. Fix an arbitrarily large x and let A, = J,_, Aa. For
any given a < K, let B, = [A,Z,7,]54. Applying [15, Lemma 5.9] we
have an automorphism o of B, fixing A with o(z) = z, and o(Z,) = Z.
By [7, Theorem 8.2.1], any model in an inductive class K of L-structures is
contained within an existentially-closed model in C, which means that the

automorphism orbit of  over A in M contains {Z, : @ < k}. Therefore

tp?(z/A) = tp?(x,/A) for all o < k, so in particular x ¢ bdd(A). O

ECFsk M

o B can also

The above proposition immediately implies that A |
be defined as A *L%d(C) B.

Proposition 3.6.2. Let M be the monster model of ECFgx and suppose
that A, B,C are subsets of Ml. Then A J/?CFSKB if and only if A J/é B.

J'/ECFSK

In particular, 1s the unique independence notion for ECFgg with

bounded free extensions for weak types.
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Proof. ECFgk is a finitary abstract elementary class, so it suffices to prove
that \LECFSK satisfies the hypotheses of Theorem m Proposition w
tells us that J/ECF is an independence relation, satisfying the first hypoth-

esis.

We now need to prove that the number of free extensions of weak types
over finite sets is bounded; we show this is true for Galois types and the
result for weak types follows, since the number of weak types is bounded
above by the number of Galois types. If x bounds the number of free
extension of Galois 1-types over finite sets, then the number of n-types will

be bounded by k"™ = k, so we need only prove the statement for 1-types.

Let B,C be subsets with C finite, and let « € M. We claim that if
(a:)i<w+ 1s a sequence of realisations of tp?(a/C) such that a |, B for each
i < w, then there are i < j < w* such that tp?(a;/B) = tp?(a;/B). That
is, there are at most countably many extensions of tp?(a/C) to a Galois

type over B.

If a € [C]E¥ ) then there are at most countably many extensions of
tp?(a/C) since [CTEA is countable. If @ € M is exponentially transcenden-
tal over C, then a is exponentially transcendental over B. Therefore there
is only one extension of tp?(a/C) to B, namely the exponentially transcen-
dental type over B. Suppose then that a € ecl(C)\ [CTEM. There are
only countably many types over [C|FM4, as a 1-type tp?(b/[CF"*) corre-
sponds uniquely with the countable strong ELA-subfield [b[CTEMA]EEA  Tn
particular there are at most countably many Galois types p over [C|FLA
such that p|C' = tpY(a/C). Since a J/gCFSK B, by stationarity over strong

ELA-subfields tp?(a/[CT***) uniquely extends to tp?(a/B). Therefore the
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number of free extensions of a Galois 1-type over a finite set is at most

countable.

Applying Theorem the result follows. m

ECFsk

It may be possible to excise the final qualifier, that | is the unique

independence relation with bounded free extensions for weak types, so that

\LECFSK is indeed the unique independence relation on ECFgk. In this

ECFsk,ccp

chapter we have shown that | is the canonical independence rela-

tion on ECFSK,CCP, and that \LECFSK

is the unique independence relation
on ECFgk with bounded free extensions for weak types. An independence
relation on ECF must be defined over the kernel, as for a given model M
we have Z (M) interpretable, so an independence relation on all of M would
restrict to an independence relation on (Z(M);+,-) = Th(Z; +, -) which is
not simple. The main difference between structures in the classes ECF and
ECFgk is the variability of the kernel, which means that types in ECF are
less predictable. Our ECF-independence notion works around issues from
the kernel by keeping the kernel in the base. In particular, this indepen-
dence notion allows us to investigate types over models that are realised in
kernel preserving extensions, that is, types orthogonal to the kernel. In the
next chapter we use ECF-independence to show that these types are ex-

actly the generically stable types, and consequentially ECF-independence

is a useful definition of independence in ECF.
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Chapter 4

Generic stability in ECF

ECF {4 show that, as-

In this chapter we use our independence relation |
suming CIT, the global types that are orthogonal to the kernel are exactly

the generically stable types in ECF.

We observed in Corollary [2.5.11] that Galois types and syntactic types
over semi-strong ELA-subfields coincide in ECF, so unconditionally they
coincide over models. Assuming CIT, all Galois types and syntactic types

over sets in ECF coincide.

4.1 Types orthogonal to the kernel revisited

Fix Ml a monster model for ECF. Let M be a model in ECF, and suppose
that p is a complete type over M realised by a € M". In particular M is
a semi-strong ELA-subfield of M, so recall from Definition that p is
orthogonal to the kernel if there exists some N € ECF such that a € N"

and M < N with ker(M) = ker(N) (that is, M < N). Recall also that by
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Proposition [2.6.9] if p is orthogonal to the kernel then it is grounded over a

finite set.

Proposition 4.1.1. Assume CIT. Let M be a model in ECF and let p be
a complete syntactic type over M such that p is realised in some N € ECF
such that M < N. Suppose that for every countable submodel M' C M in
ECF we have p|M'" orthogonal to the kernel. Then p is orthogonal to the

kernel.

Proof. Suppose that for every countable submodel M’ C M in ECF we
have p| M’ orthogonal to the kernel. Let (M;);e; denote the directed system
of countable submodels of M in ECF for some indexing set I. For eachi € [
we have p|M; orthogonal to the kernel, realised in some strong extension N;
of M; by b; € N;. By Propositionthere exists a finite subset A; C M,
grounding p|M; and a grounding basis b, for [b;M;] over M;. Then V; =
Loc (b, €% /M;) and A; characterise p|M; as in Proposition where
b; € dcl(A;b}).

Let ip € I be such that dimV;, = min{dimV; : i € I}. Set J = {i €
I: M; DM}, and let j € J. Then dimV; = dim V], and since Vj is
absolutely irreducible we must have V; = V,;, which is defined over A;,.
Therefore A;, is a grounding set for p|M; with B;O a grounding basis. By
CIT and Lemmal[3.5.10} p|M; is the unique free extension of p|M;,. Viewed
syntactically, p is the union of p|M; over all j € J, consequentially p is the
unique free extension of p|M,, and p is grounded at A;,. By Lemma

p must be orthogonal to the kernel. O

Definition 4.1.2. A complete syntactic type p over a saturated model M

is A-invariant if for any automorphism o € Aut(M/A) we have op = p.



4.2 Generic stability 92

Proposition 4.1.3. Assume CIT. Let p be a global type over a saturated
model M such that p is orthogonal to the kernel, and let A C M be a finite

subset such that p is grounded at A. Then p is A-invariant.

Proof. As in the proof of Theorem we can construct a set of formulas
©(z) defined over M such that ©(z) F p(z). Let Oy,w(Z) € ©(Z) for some
affine variety W defined over Q and definable subset W (M) of M. Then for
any automorphism o € Aut(M/A), we have o(Ow,w(Z)) = Ow,o(w)(Z) as the
parameters defining Oy ¢ are comprised of the tuple ¢ from the kernel and
the parameters over which the algebraic variety V' from Proposition [2.5.10)
is defined, and the parameters from M over which the formula ¥ and the
algebraic variety W are defined. The set of parameters for V' is A and
¢ € A, so the parameters of Oy are fixed by o apart from those in W.
However o(¥(M)) is simply another definable subset of M, and so the
scheme of formulae © is fixed set-wise by Aut(M/A). Suppose N is an
elementary extension of M with b € A/ such that N |= ©(b). By applying
Theorem again we see that b is a realisation of p. However it is also
the case that for any automorphism o € Aut(M/A) we have N |= cO(b),

and so b satisfies op. Therefore p is A-invariant. m

4.2 Generic stability

We shall adapt the notion of generic stability of a type from its definition in
an arbitrary complete first order theory by Pillay and Tanovic [21], Definition
1].

Definition 4.2.1. Let p be a complete type over a model M, and let
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A C M be a small subset.

1. A Morley sequence of p over A is a sequence (a;);<,, from M such that

p|A = tp(a;/A) and a; Li Aay...a;q for all i < w.
2. We say p is generically stable over A if

(t) pis A-invariant, and

(1) for any Morley sequence (a;);<,, from M for p over A, and for any
formula ¢(z) with parameters in M, we have {i : M = ¢(a;)}

finite or cofinite.

We say p is generically stable if it is generically stable over A for some

subset A.

In particular we are interested in the case where M is a saturated model
for ECF with very full kernel, which allows us to quantify over all Morley

sequences.

Lemma 4.2.2. Let p be a complete type over a model M € ECF. Suppose
that p satisfies (1) for some finite subset A C M. Then for every countable

submodel M’ of M in ECF containing A we have p|M' satisfying (1).

Proof. Let M’ C M be a countable submodel of M in ECF and let ¢(z)
be a formula with parameters in M’. Any Morley sequence (a;);, from
M’ for p|M’ over A is a Morley sequence from M for p over A. Since p
satisfies (I) we have {i : M’ |= ¢(a;)} finite or cofinite. Therefore p|M’
satisfies (). O

Proposition 4.2.3. Let M be a countable model in ECF, p a complete

type over M. If p satisfies (1), then p is orthogonal to the kernel.
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Proof. Suppose p is not orthogonal to the kernel, that is if N is an elemen-
tary extension of M realising p, then ker(N') # ker(M). The kernel is in
definable bijection with Z, so there exists a new integer z € Z(N) \ Z(M),
and since Z is a definable ring, by replacing z with —z if necessary we may
take z > 0. Define m(x) = {Z(x) Ax > 0Az #b: be Z(M)} to be a

partial type over M for a new non-standard positive integer.

Let (¢;)i<w2 be a Morley sequence for p over M. For each i < w2
define a new language £; = £ U {c¢;, (m)mem} where ¢; is a new constant
symbol and (m)em are new constant symbols for every element of M.
We also construct a new theory 7; = Diag(M) U p(¢;) for each i < w2,
where Diag(M) is the diagram of M. Any model of 7; must realise 7, so
by the Omitting Types Theorem [23, Section 4.10] w(z) is isolated in T; by
Y(x, ¢;) for some formula ¢ (z,y) € L(M); here we may choose 1(z, y) to be
independent of 7, as (¢;);«, is an sequence of indiscernibles. Since Th(N; +,-)
is definably well ordered, we may take ¢’(z,y) to be the formula picking
out the minimal z > 0 such that ¥(z,¢;) holds. Then T; | 3z ¢/ (x,¢;)
for each ¢ < w2. Take N/ = M to be an elementary extension such that
¢; € N for all i < w2. Then for each i we have N |= 3lx ¢/ (z, ¢;) witnessed
by b; € Z(N).

Since (¢;)i<w2 s a Morley sequence we have tp9(cy, c2) = tp?(c;, ¢;) for
all i < j <w2. Let 0(y1,y2) = Jzrzot (21, y1) AU (22, y2) A x1 < X9, so for
i < j < w2 we have N |= 0(c;, ¢;) if and only if b; < b;. Either 0(yi,y2)
or O(y2,y1) is in tp9(cy, o), so without loss of generality say 0(yi,y2) €
tp?(cy, c2). Let b = b, and consider the formula ¢(y,b) = Jzip(z,y) Az < b.

Then {i : N |= o(c;, b)} is infinite and co-infinite, so o(z, b) witnesses the
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failure of (1) for p. O

Proposition 4.2.4. Let p be a complete type over a model M € ECF. If

p satisfies (1), then p is orthogonal to the kernel.

Proof. Tf p satisfies (1) then by Lemma we have p| M’ satisfying (1) for
all countable submodels M’ C M. But then by Proposition we have
p| M orthogonal to the kernel for every M’. Therefore by Proposition

p is orthogonal to the kernel. O

Theorem 4.2.5. Assume CIT. Let M be a saturated model, and suppose
that p is a complete type over M. Then p is orthogonal to the kernel if and

only if p is generically stable.

Proof. 1f p is generically stable then p satisfies (), so by Proposition m
p is orthogonal to the kernel. Suppose conversely that p is orthogonal to
the kernel. By Proposition [2.6.5) we can find a finite subset Ag C M such
that p is grounded at Ay. We have Ay < M so defining A = [A,]55A,
by Corollary we have p|A the unique type extending p|Ay. Then for
N € ECF a strong elementary extension of M with a € N realising p,
and @ € N a Q-linear basis for the hull of @ over the kernel, we have
etd(a/A) = etd(a/M), A<M, and Aa’ < N. By Proposition 4.1.3 p is

A-invariant.

Let ¢(Z,b) be a formula with b € M. By changing parameters if nec-
essary we may assume that b is Q-linearly independent and Ab< M. Let
(@i)i<w be a Morley sequence for p over A. Note that etd(a;/A) is fixed
for all i < w, and set d = etd(a;/A). For any given iy,...,4, < w we have

etd(ay,, ..., a;, /A) = nd. Define I = {i : etd(a;/Ab) < etd(a;/A)}. We
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demonstrate that I must be finite. Let i1, ...,4, € I so etd(a;, /Ab) < d— 1.

Then by additivity

etd((_zl-l, cey C_lznl_)/A) = etd(Z_D/Ad“, ey (len) + etd(dil, ceey (_lzn/A)

= etd(l_)/Ad“, ceey C_LG) +nd
Using additivity the other way we obtain

etd(&il, ey c_Lan_)/A) = etd(l_)/A) + etd(c‘zil, ohey &ZH/AI_))

<etd(b/A) + i etd(a;, /Ab)

<etd(b/A) + Zn:[etd(dik JA) —1]

= etd(b/A) +n(d — 1)

Therefore etd(b/Aay,, ...,a;,) + nd < etd(b/A) + n(d — 1) and so
etd(b/Aay,, ..., a;, ) +n < etd(b/A), so n is bounded by etd(b/A), and hence

I is finite.

Define J = {i : @; J ,b} N 1°. We show that .J is also finite. Since
A is a strong ELA-subfield and etd(a;/A) = etd(a;/Ab) for all i € J, by

Lemma [3.5.5| we have J = {i : a; j/%’hn byNIe.

Suppose J is not finite. Treating the a; as sets, J,., @; is a Q-linearly
independent set over A, where ldimg(a;) = n for each i € J. The [Ag;] are
orthogonal as subspaces of M over A, that is ldimg(a;,, ai,, ..., a;. /A) = rn
for any 41, ..., 4, € J. Suppose then that for each ¢ € J, there exists non-zero
u; € [Ab] N [Aa;] for each i € J. Setting m = ldimg(b/A), there exist Q-

linearly dependent u;,, ..., u;, ., € [Ab]. But the u; € [Aa;] and the [Aa;]
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are orthogonal, which is a contradiction.

For any i,j ¢ J we have a; J/AB, a, \LAB and tp?(a;/A) = tp?(a;/A);
therefore by stationarity over strong ELA-subfields from Proposition [3.5.
we have tp?(a;/Ab) = tp?(a;/Ab), and so tp(a;/Ab) = tp(a;/Ab). If ¢(Z,b) €
tp(a;/Ab) for some i € J¢, then ¢(Z,b) € tp(a;/Ab) for all i € J° that is
M | ¢(a;,b) for all i € J°. But then {i : M |= ¢(a;,b)} 2 J¢ and in
particular is cofinite. If ¢(,b) ¢ tp(a;/Ab) for some i € J¢ then —¢(z,b) €
tp(a;/Ab), and proceeding as before we see that {i : M | —¢(a;,b)} is

cofinite. n

Corollary 4.2.6. Assume CIT, and let p be a complete type over a saturated

model M that is orthogonal to the kernel and grounded at A. Then:

(i) p is A-definable.

(ii) p is finitely satisfiable over A, that is, any finite partial type comprised
of formulas from p is satisfiable in any elementary substructure of M

containing A.
(iii) Any Morley sequence of p over A is totally indiscernible.

(iv) p is the unique non-forking extension of p|A.

Proof. By Theorem p is A-invariant and generically stable. Then [21,

Prop. 1(ii)-(iv)] gives us the above results. O

We have seen that in ECF, assuming CIT, the exponential-field the-
oretic property of orthogonality to the kernel coincides with the model-

theoretic property of generic stability. ECF-independence is therefore a
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useful notion of independence for this class, and could potentially lead to
further results. It would be interesting to study other meaningful model-
theoretic properties of types orthogonal to the kernel. We shall describe

this and other possible future directions in the final section.

4.3 Final remarks

In this chapter we have proved that a model-theoretic property, generic
stability, is equivalent to an exponential-algebraic property, orthogonality
to the kernel. Assuming CIT means that ECF is the class of all models
of a complete first order theory, which allows for many first-order model-
theoretic concepts. We would like to know which of these concepts can also
be understood in terms of exponential algebra. We provide an encouraging

example.

Definition 4.3.1. [21] Definition 3| Let p be a non-algebraic complete type
over a saturated model M in ECF. Then p is invariant regular if for some
small A, it is A-invariant and for any superset B 2 A in M and a € M

realising p| A, either a realises p|B, or p|B F p|Ba.

We say that p is invariant strongly reqular if there exists a formula ¢ € p
and some small A such that p is A-invariant and for any superset B O A
in M and a € M such that M | ¢(a), then either a realises p|B or
p|B - p|Ba.

If p is invariant (strongly) regular and generically stable we say that it

is generically stable (strongly) reqular.

Proposition 4.3.2. The exponentially transcendental complete type q over
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a model M € ECF 1is generically stable strongly regular for the formula

r=2x.

Proof. Generic stability: Let ¢(z, ) be a formula and b a parameter set
in the model M. Let (a;)i<, be a Morley sequence for ¢ over A, so the
a; are exponentially transcendental over A and exponentially algebraically
independent over A. Since etd(b) < |b|, by the exchange property |{i :
a; exponentially algebraic over b}| < |b|, and so either {i : M = ¢(a;,b)}

or its complement will be finite.

Regularity: Let A C B be subsets of M. Let a be a realisation of
q|A, that is a exponentially transcendental over A. If a £~ ¢|B then a is

exponentially algebraic over B, so if ¢ = ¢|B then ¢ |= ¢|Ba. O

The above proof that the exponentially transcendental type in ECF is
generically stable is a special case of the proof of Theorem [4.2.5] Strong
regularity of ¢ follows from etd(—) being the dimension of a pregeometry

on M.

We would like to know what other types are generically stable regular

in ECF.

Definition 4.3.3. [I5, Definition 5.1] Let V' C G™ be an algebraic subva-
riety. We say that V' is perfectly rotund iff it is irreducible, dim V' = n, and

for every matrix M € Mat,,«,(Z) such that 0 < rkM < n,

dimM -V >rkM + 1.

Assume CIT. Let p be a complete type over a model M orthogonal to
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the kernel, grounded at A C M. Then p has a realisation @ in some strong
extension N' € ECF of M, and let @ be a grounding basis for [aM] over

M. With this setup, we make the following conjecture.

Conjecture 4.3.4. If Loc(a’, e” /A, ) is perfectly rotund, then p is regu-

lar.

The converse does not always hold; let a = (aq, ..., a,) € M be a ground-
ing basis for [aM] over M such that tp(a,e®/M) is regular, and V =
Loc(a, e /M) is perfectly rotund. Setting b = ae™ we have W = Loc(b, e?)
not perfectly rotund. Similarly U = {(z,z,9,y) : (Z,y) € V} is not per-

fectly rotund. However U, V, W all give rise to a regular type p.

A pertinent direction for future research could be to determine, assuming
CIT, what other model-theoretic properties are equivalent to meaningful ex-
ponential algebraic properties. For instance, in ECF how can one describe
a locally modular type, or a trivial type, in terms of exponential algebra?
It is hoped that this thesis is an encouraging first step towards answering

ECF

these sorts of questions, and that our independence relation | may

prove a useful tool in future research of ECF.

The assumption that CIT holds has been used at several points in this
thesis to allow us to consider ECF as an elementary class, in particular
so that we can apply first order tools such as compactness in the proof
of Theorem [2.6.7, and assume that Galois and syntactic types coincide
over sets. This application of CIT has quite an effect on later chapters;
in particular our proof of Proposition 4.1.3| relies on the set of formulas
defined in the proof of Theorem [2.6.7, Referencing this Proposition appears

to be the only use of CIT in Theorem [£.2.5] It should be possible to remove
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the assumption of CIT from the thesis entirely, and certainly a good first
step would be to find an alternative proof to Theorem not assuming
CIT.

We make a final observation, based on a suggestion of Kirby and Zilber
in [16], Section 7]. Hitherto in this thesis the proofs of results for ECF have
not explicitly used axiom (IIb), which states that (Z;+,-) = Th(Z;+,-).
Without this axiom, by axiom (Ila) we still have (Z; +, -) an integral domain
with (Z;4+) = (Z;+). Replacing axiom (IIb) with an axiom stating that
(Z;4,-) is a model of the complete theory of any other integral domain
whose additive group is a model of Th(Z; +), it would be interesting to see

if our conclusions also hold for this theory.
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Appendix A

Classes of exponential fields

We provide a summary of the AECs of exponential fields studied in this
thesis. The axiomatic definition of these classes are from Definition 2.1.3

and finitary /non-finitary results are from Proposition [2.2.19]

(ECFsk,ccop, C?) is the class of all structures satisfying axioms (I), (IT),

(II), (IV), (V). It is a non-finitary AEC.
Definition [2.2.18 For M C N in ECFgk ccp, we say M C¢ N if
ecly (M) = M.

(ECFsk, <) is the class of all structures satisfying axioms (I), (IT), (IIT),
(IV). It is a finitary AEC.
Definition For M C N in ECFgk, we say M <\ if A(a/M) >0
for all @ € V.

(ECF, <) is the class of all structures satisfying axioms (I), (ITa), (IIb),
(III), (IV), (V). It is a finitary AEC.
Definition For M C N in ECF we say M < N if M « N and
Z(M)KZ(N).
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