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h i g h l i g h t s

� Associative priming decreases N400 amplitude and reaction time (RT) to highly repeated target words.
� N400 generators in the left superior temporal gyrus and inferior parietal cortex are involved in priming
effects across stimulus onset asynchronies (SOAs).
� Task used, rather than SOA or the proportion of related words, is crucial for the maintenance of
semantic processing with high rates of repetition.

a b s t r a c t

Objective: The purpose of the present study was to clarify in which experimental conditions the semantic
processing of repeated words is preserved.
Methods: We contrasted a short (250 ms) and a long (1000 ms) stimulus onset asynchrony (SOA) in two
different experiments, using a relatively low proportion of related words (30%). One group of participants
performed a lexical decision task (LDT) and a second group performed an explicit semantic matching task
with the same words (except for pseudowords) and the same task parameters. In both tasks, word stimuli
consisted solely of two prime and two target words repeated throughout the experiment.
Results: The effects of semantic priming on reaction time (RT) and the amplitude of the N400 ERP were
absent for both the short and the long SOA in the LDT. In contrast, in the explicit semantic task, these
effects were significant. In this task, the activity of N400 generators in the left superior temporal gyrus
and the inferior parietal cortex significantly differentiated primed and unprimed trials but this effect
did not interact with SOA.
Conclusions: Our results indicate that task instruction is critical to preserve semantic processing with
repeated presentations.
Significance: Using explicit semantic designs, it may be possible to study associative or categorical rela-
tions between individual concepts.
� 2011 International Federation of Clinical Neurophysiology. Published by Elsevier Ireland Ltd. All rights

reserved.

1. Introduction

The most common experimental paradigm for investigating the
organization of semantic memory is certainly the semantic priming
paradigm (for reviews see Neely, 1991; Lucas, 2000; Hutchison,
2003). Semantic priming refers to the observation that the process-
ing of a target word (e.g., nurse) is facilitated by the prior presen-
tation of a semantically related prime word (e.g., doctor). This

facilitation is generally indexed by a reduction in reaction time
(RT) to the target word. The semantic priming paradigm has been
used to investigate associative (e.g., mouse–cheese) as well as
semantic relations between words. The most investigated semantic
relation has been categorical (fruit–apple). Other semantic
relations include functional (broom–sweep), script or schemata
(restaurant–wine), synonymy (street–road) or antonymy (black–
white) relations. All these meaning dimensions can result in
priming effects (Lucas, 2000). Interestingly, the amplitude of an
event-related potential (ERP) component, the N400, has been
shown to be modulated by any type of semantic or associative rela-
tions. The N400 is a negative deflection which develops between
250 and 500 ms after stimulus onset (for a review see Kutas
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et al., 2006). N400 effects of priming consists in reduced N400
amplitudes for primed or congruous words compared to unprimed
or incongruous words in sentence (Kutas and Hillyard, 1980, 1984)
or prime-target (Bentin et al., 1985) contexts. These effects were
observed in tasks involving all mentioned semantic relations,
namely category (e.g., Heinze et al., 1998), functional (Bach et al.,
2009), synonymy (Liu et al., 2003), antonymy (Kutas and Iragui,
1998), schema (Chwilla and Kolk, 2005), or world knowledge
(Hagoort et al., 2004) but also associative relations (Franklin
et al., 2007). These findings thus indicate a systematic sensitivity
of the N400 component to the processing of meaning. The neural
generators of the N400 have been found to correspond to the
extended semantic memory network described by functional neu-
roimaging studies (reviewed in Binder et al., 2009; Martin, 2001),
including the anterior medial temporal lobe, the posterior tempo-
ral cortex, the temporoparietal junction and the ventrolateral pre-
frontal cortex (Smith et al., 1986; Halgren et al., 1994; Elger et al.,
1997; Guillem et al., 1995, 1999).

Semantic priming is typically observed in naming or in lexical
decision tasks (LDTs; Neely, 1991). In these tasks, semantic pro-
cessing is implicit, since participants simply have to name target
stimuli or to decide if they are words or pseudowords. For this rea-
son, the processing of meaning in these tasks is considered to be
relatively automatic, even if the presence of semantic relations be-
tween primes and targets in LDTs can influence the time it takes to
decide whether the target is a word or pseudoword (Neely, 1991;
Lucas, 2000; Hutchison, 2003). Larger semantic priming effects
are observed in designs in which the processing of meaning is ex-
plicit, such as semantic categorization or sentence verification
(Chang, 1986). In these tasks, semantic priming effects are most of-
ten referred to as effects of semantic relatedness or of semantic
congruity, as they depend on an explicit assessment of semantic
relations between prime and target words. Two parameters can
be adjusted to favor automatic over explicit semantic processing
in implicit tasks: the proportion of prime and target pairs that
are related and the stimulus onset asynchrony (SOA) between
prime and target. With short SOAs (e.g., less than 300 ms) or with
a low proportion of related words (e.g., 33% or less), it is assumed
that semantic relations are processed implicitly, whereas with
longer SOAs or a higher proportion of related words controlled pro-
cesses and expectancy also play a role (Neely, 1991; Lucas, 2000;
Hutchison et al., 2001). The type of task, relatedness proportion
and SOA are not unrelated parameters. For instance, in LDTs, the
ratio of words and pseudowords is typically 50–50, which results
in a minority of target stimuli (e.g., 25–30%) having a semantic
relation to the primes. Finally, most semantic priming studies have
used prime and target words that were associated, as defined by
association norms (Hutchison, 2003). However, both associative
and semantic relations can result in automatic priming effects (Lu-
cas, 2000; Hutchison, 2003).

The results of almost 40 years of behavioral research have
shown that effects of semantic priming are very robust. Experi-
mental conditions that are associated with an absence of these ef-
fects are therefore of great theoretical interest (Pitzer and
Dagenbach, 2001). One such condition is when target words are
repeated after a limited number of intervening trials (Carroll
and Kirsner, 1982; den Heyer and Benson, 1988; Besson et al.,
1992; Mitchell et al., 1993; Hanze and Meyer, 1995). In this con-
dition, these effects are reduced or suppressed, which suggests
that words are no longer processed according to their semantic
context. Although a number of studies have reported that this
was not always the case and that, for instance, repetition and
semantic priming could have additive facilitative effects on RTs
(den Heyer et al., 1985; Wilding, 1986; Durgunoglu, 1988), an im-
plicit consensus that the use of repetition should be avoided in
semantic paradigms developed in Cognitive Psychology. This is

unfortunate as it restricts the study of semantic categorization
to the categories that subsume a sufficient number of exemplars.
Even in this case, parameters such as the homogeneity of the
exemplars, their typicality or the physical variance of stimuli
can never be perfectly balanced (Pulvermuller and Shtyrov,
2006). Repeating the presentation of words would allow the
study of categories that include only few exemplars and, more
generally, the investigation of the organization of semantic repre-
sentations at a finer scale than usual. However, to ensure that it
could be possible, one has to verify that, at least in certain condi-
tions, semantic processing in repeated conditions is similar to
that observed in non-repeated conditions. More particularly, it
should be clarified which experimental parameters are critical
for the preservation or suppression of semantic effects with
repetition.

In two recent studies using prime-target word pairs, we have
shown preserved effects of semantic priming on RT and N400 de-
spite the use of very high rates of repetition (Debruille and Renoult,
2009; Renoult and Debruille, 2011). In Renoult and Debruille
(2011), these effects were obtained with only two prime and two
target words repeated throughout the experiment. The main gen-
erators of the effect of priming in these studies were found in
the superior temporal gyrus bilaterally, in the right inferior parietal
cortex and in the left anterior medial temporal lobe, similar to the
sources described by studies using no repetition that we have
mentioned above. Five characteristics of these previous studies
may explain the preservation of semantic processing with repeti-
tion. (1) In both studies, repeated target words were presented at
random with equal probability so that the occurrence of one word
or the other could not be predicted. This contrasts with studies in
which complete sentences were repeated, making it likely that
subjects could anticipate the congruous or incongruous target
words before they were presented (Besson et al., 1992; Mitchell
et al., 1993). (2) Both of our studies used semantic categorization
tasks, that is, tasks in which the processing of meaning is explicitly
required. In contrast, most studies that have reported a reduction
or a suppression of semantic effects with repetition have used im-
plicit semantic designs, typically LDTs (James, 1975; Carroll and
Kirsner, 1982; den Heyer and Benson, 1988; Kounios and Holcomb,
1994; Kiefer, 2005). As previously mentioned, in these tasks access
to the meaning of words is not necessary, whereas semantic effects
on RT and N400 are known to be greater when subjects are explic-
itly encouraged to process meaning (Holcomb, 1988; Mitchell
et al., 1991; West and Holcomb, 2000). (3) A relatively high propor-
tion of words were related (50%) in Debruille and Renoult (2009)
and Renoult and Debruille (2011). (4) These studies used a long
SOA between prime and target words (i.e., 2000 ms). These three
last characteristics (2, 3 and 4) could have increased the magnitude
of priming effects and therefore their resistance to repetition. (5) In
both of our studies, semantic relations were categorical (e.g., ani-
mal–dog). In contrast, a vast majority of semantic priming studies
have used associative relations (Hutchison, 2003). It is possible
that associative relations would be differentially modulated by
repetition.

The most direct way to clarify in which experimental condi-
tions semantic priming effects are preserved for repeated words
would be to use the same stimulus material while varying the
experimental parameters that we have described. This was the
goal of the present study. We contrasted a short (250 ms) and a
long (1000 ms) SOA in two different experiments using a lower
proportion of related words (30%) than in our previous studies,
and associated word pairs instead of words sharing categorical
relations. One group of participants performed a LDT and a second
group performed an explicit semantic matching task with the
same words (except for pseudowords). In both tasks, as in Renoult
and Debruille (2011), word stimuli consisted solely of two prime
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and two target words repeated throughout the experiment.
Different pairs of words were used across subjects to ensure that
potential priming effects would not be restricted to a particular
set of stimuli.

We hypothesized that the effects of semantic priming on RT
and N400 would be slightly smaller than in our previous studies
because of the use of a lower proportion of related words (Hol-
comb, 1988; Chwilla et al., 1995; Brown et al., 2000). In contrast,
we predicted that these effects would be relatively unaffected by
SOA, as suggested by a number of studies using no repetition
(Boddy, 1986; Hill et al., 2002; Franklin et al., 2007). Finally,
rather than meaning dimension (i.e., categorical relations vs. asso-
ciative relations), we hypothesized that task instruction would be
critical for the preservation of semantic priming effects with rep-
etition. Indeed, while most studies that have reported a reduction
or a suppression of semantic effects have used LDTs (James, 1975;
Carroll and Kirsner, 1982; den Heyer and Benson, 1988; Kounios
and Holcomb, 1994; Kiefer, 2005), some of these studies used
stimuli defined by semantic relations instead of association
norms (James, 1975; Kounios and Holcomb, 1994; Kiefer, 2005).
This makes it unlikely that the type of meaning dimension would
have been crucial. In contrast, the many attributes of a concept
and associated knowledge are not necessarily relevant in a LDT.
In agreement with this observation are behavioral results show-
ing that the number of semantic features have a greater influence
on RTs in semantic categorization tasks than in LDTs (Pexman
et al., 2008). This greater influence is also found in the activation
of sensory and motor features in functional neuroimaging studies.
A number of these studies have shown that activation in the ven-
tral visual pathway was correlated with word imageability in ex-
plicit semantic designs but not in LDTs (reviewed in Binder,
2007). Other studies have shown that the activation of the motor
system that is associated with the processing of action verbs (e.g.,
Pulvermuller, 1999) only occurred in tasks in which participants
explicitly had to process the meaning of the verbs (Tomasino
et al., 2008; Papeo et al., 2009). Taken together, these studies sug-
gest that some of the features or attributes of concepts may only
be activated in explicit semantic designs. Interestingly, the effects
of repetition are presumed to act via a similar mechanism of
‘‘sharpening’’ of representations: neurons coding features that
are not essential for recognizing a stimulus after repeated presen-
tations would respond less, thereby weakening connections with
other neurons in the same network and resulting in sparser neu-
ral representations (Wiggs and Martin, 1998; see also Desimone,
1996). These observations, which aimed at explaining perceptual
priming, are interesting to apply to conceptual representations. As
a result of repetition, some of the attributes or features of con-
cepts may no longer be activated, thereby preventing other re-
lated concepts to benefit from this activation and resulting in
sparser conceptual representations. Repetition may thus simply
increase the sharpening of semantic representations in implicit
semantic designs, rather than causing this phenomenon, since
the studies that we have cited above tend to show that concep-
tual representations are sparser in such tasks compared to expli-
cit semantic designs (Binder, 2007; Pexman et al., 2008;
Tomasino et al., 2008; Papeo et al., 2009). However, it is possible
that explicit attention to semantic relations may preserve seman-
tic processing even for repeated stimuli. We thus expected that
the type of task would be crucial for the maintenance of semantic
processing with repeated presentations. Namely, the use of a LDT
would result in a suppression of semantic priming on RT and
N400 across SOAs while a preservation of these effects should
be observed in the explicit semantic task. Independent compo-
nent analysis (ICA) was used to investigate the neural generators
of these effects and compare them to previous studies in repeated
and non-repeated conditions.

2. Methods

2.1. Participants

Participants were right-handed French native speakers who re-
ported being free of neurological and psychiatric disorders. They
were recruited by newspaper advertisements among people aged
between 18 and 30 years who had at least a college level of educa-
tion. Twenty-four subjects participated in each task (14 females–
10 males, mean age: 26 ± 3 in the LDT and 13 females–11 males,
25 ± 4 in the explicit semantic matching task). Two participants
were excluded from the LDT and three from the explicit semantic
matching task due to excessive blinking. Two additional partici-
pants were excluded from the explicit task due to multiple behav-
ioral responses to the same items. All participants signed an
informed consent form accepted by the Douglas Institute Research
and Ethics Board.

2.2. Task and procedure

2.2.1. Lexical decision task
Participants were seated comfortably in a dimly lit room in front

of a computer screen placed 1 m from their eyes. Black words, writ-
ten in Boston 15 font, were presented at the center of the screen on a
white background. Primes were always words and targets were
either words or pseudowords. Prime words were presented for
150 ms and target words for 1000 ms. SOA between primes and tar-
gets was 250 ms in one block of trials and 1000 ms in the other block.
1–1.5 s after the offset of the target stimulus, a blink instruction
‘clignez des yeux’ appeared for 1000 ms. The next trial began after
a time interval that randomly varied between 800 and 1500 ms.

Half of the participants had the short SOA first and then the long
SOA, while the order was reversed for the other half of the partic-
ipants. All participants were instructed to press one of two keys
with their right index finger as rapidly and as accurately as possi-
ble according to whether the target word was a real word or a
pseudoword. Response keys were counterbalanced across subjects.

There were 24 pairs of words, selected from the norms of verbal
associations of Ferrand and Alario (1998) among first order associ-
ates (mean association strength: 60 ± 17%). The mean number of let-
ters of target words was 5 (±1.4) and the mean base-10 logarithm of
their frequency of usage was 3.72 (±0.5), according to the Brulex
database (Content et al., 1990). There were 24 pseudowords. They
were orthographically legal and pronounceable and were derived
by replacing one letter near the center of a real word (never the first
or the last letter). None of these real words shared any known
semantic relations with the primes. Their mean base-10 logarithm
frequency of usage was 3.12 (±0.5). Pseudowords were designed to
have the same average number of letters as the words 5 (±1.4).

Twelve lists of words were created, each containing two primes,
two target words and two target pseudowords. In each list, the four
target stimuli had the same number of letters and the two target
words, very similar frequency of usage (i.e., difference in frequency
smaller than 10%). Each list of words was used twice: once in the
block of trials with a short SOA and once in the block of trials with
a long SOA, but in different participants. Each participant thus saw
different list of words in each SOA. There were a total of 200 trials
by SOA. Each word was presented 50 times: 30 times in the primed
and 20 times in the unprimed condition. Each pseudoword was
presented 50 times. In each SOA, the target words were related
to the primes in 30% of the trials.

2.2.2. Explicit semantic matching task
The explicit semantic matching task differed from the lexical

decision in two respects. First, pseudowords were removed.
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Second, the task instruction was changed: participants were in-
structed to press one of two keys with their right index finger as
rapidly and as accurately as possible according to whether the
meaning of the target word was related or not related to that of
the prime word.

2.3. Data acquisition

The accuracy and RTs of participants were recorded for each
trial. The EEG was recorded continuously with tin electrodes
mounted in an elastic cap (Electrocap International) from 30 active
points, all referenced to the right ear lobe. Twenty-eight of these
points were placed according to the extended International 10-20
System (Electrode nomenclature committee, 1991). These elec-
trode sites could be grouped in a sagittal subset, which comprised
Fz, FCz, Cz, and Pz; a para-sagittal subset, including FP1/2, F3/4,
FC3/4, C3/4, CP3/4, P3/4, and O1/2; and a lateral subset, including
F7/8, FT7/8, T3/4, TP7/8, and T5/6. The remaining two active elec-
trodes were placed below each eye in order to allow the monitoring
of vertical eye movements by comparing their EEG signals to those
derived from FP1 and FP2. The monitoring of horizontal eye move-
ments was done by comparing F8 to F7 signals. The impedance was
kept below 5 kO. The EEG was amplified 20,000 times by Contact
Precision amplifiers, except for channels FP1, FP2, F8 and F7 which
were initially amplified 10,000 times to prevent saturations (and
then readjusted to fit the scale of the other electrodes). High and
low-pass filter half-amplitude cut-offs were set at .01 and 100 Hz,
respectively, with an additional 60 Hz electronic notch filter. Sig-
nals were then digitized on-line at a sampling rate of 256 Hz and
stored along with stimulus and response codes for subsequent
averaging using the Instep (version 4.3) software package.

EEG epochs contaminated by eye movements, excessive myo-
gram, amplifier saturations or analog to digital clippings were re-
moved offline by setting automatic rejection criteria. Trials for
which analog to digital clipping exceeded a 100 ms duration, and
electrodes for which amplitude exceeded ±100 lV were excluded
from averaging. This resulted in the following percentage of re-
jected trials: lexical decision task in the short SOA: 2.1 ± 0.4% of
word trials, 2.3 ± 0.3% of pseudowords trials; 1.4 ± 1.8% of primed
and 1.5 ± 0.7% of unprimed trials. Lexical decision task in the Long
SOA: 1.9% of Word trials ± 0.2, 2.2% of pseudoword trials ± 0.9; 1.3%
of primed ± 0.3 and 1.5% unprimed trials ± 0.4. Explicit semantic
matching task in the short SOA: 2.1 ± 0.8% for primed and
2.9 ± 1.2% for unprimed trials. Explicit semantic matching task in
the long SOA: 2.7 ± 1.8% for primed and 3.2 ± 2.1% for unprimed tri-
als. These low numbers of rejected trials were due to the use of a
dedicated blink epoch in each trial (see Section 2.2). We then fur-
ther ensured that the signals recorded by frontal electrodes were
not contaminated by ocular activity. For vertical eye movements,
this was done by comparing the activity recorded by FP1/2 chan-
nels to that recorded by the electrodes placed below each eye, sub-
ject by subject and condition by condition, looking for polarity
inversions. Similarly, for horizontal eye movements, we compared
F8 signal to F7 signal and looked for polarity inversions that could
signal ocular activity. No subject had to be re-averaged after this
inspection.

2.4. Data processing and measures

Mean RTs for each condition were computed using only the cor-
rect responses and excluding the trials in which participants took
more than 2000 ms to respond. ERPs were computed by averaging
the EEG epochs of these trials in each experimental condition,
using a �200 to 0 ms baseline before target onset for the long SOAs
and �450 to �250 for the short SOA. This last baseline corre-
sponded to a 200 ms time period before the onset of the prime

and allowed to prevent a contamination from the ERPs evoked by
the prime in the short SOA (e.g., Hill et al., 2002, 2005).1 Epochs
of 1 s for the long SOA (�200 to 800 ms after target word onset;
256 time points) and of 1.25 s for the short SOA (�450 to 800 ms
after target word onset; 321 time points) were thus obtained.

To measure the amplitude of the N400, we computed the mean
voltage respective to the baseline in a time window that was cho-
sen with a mid-peak latency technique, also referred to as the frac-
tional latency approach in the guidelines of Picton et al. (2000).
This was done because the classic 300–500 ms time window can-
not be chosen to measure the N400-like potential observed with
high rates of repetition as this deflection was shown to peak earlier
than the classic N400 and to be temporally less extended (Debru-
ille and Renoult, 2009; Renoult and Debruille, 2011; Renoult et al.,
2010). The latency of the negative peak that appeared between 200
and 500 ms at Cz electrode on the grand average of unprimed trials
was first measured. In both experiments, this negative peak culmi-
nated around 320 ms after target word onset for the short SOA and
around 290 ms post-target in the long SOA. We then measured the
peak latencies of the preceding P200s. These latencies were added
to the latency of those of the N400 and this sum was divided by 2.
The result was used as the onsets of the N400 time windows. Sim-
ilarly, the peak latencies of the N400 were added to that of the suc-
ceeding late positive complex (LPC) and the result was divided by 2
to obtain the offsets of the N400 time windows. As the limits of the
time windows obtained only differed by a few ms across experi-
ments, a 280–460 ms for the short and a 240–420 ms for the long
SOA were used in both the LDT and the explicit semantic matching
task to measure the N400 deflection.

2.5. Statistical analyses

For analyzing behavioral data, we ran two series of repeated-
measures ANOVAs. One was conducted for the numbers of errors
(accuracy) and the other for mean RTs (excluding incorrect re-
sponses). In both series, one ANOVA was conducted for semantic
priming (primed vs. unprimed trials), and had this factor and
SOA (short vs. long) as within-subjects factors. For the LDT, another
ANOVA was run for lexicality (words vs. pseudowords), and had
this factor and SOA as within-subjects factors.

For ERP data, three repeated-measures ANOVAs were per-
formed with the same within-subject factors as the RT analysis
plus the electrode factor: 1 for the sagittal subset, 1 for the para-
sagittal subset and 1 for the lateral subset of electrodes. For the
para-sagittal and the lateral subsets, another within-subject factor,
hemiscalp (right vs. left), was included. The Greenhouse and Geis-
ser (1959) procedure was used to compensate for possible viola-
tions of the sphericity assumption associated with the electrode
factor which had more than 2 levels. In this case, the original de-
grees of freedom are reported together with the epsilon (E) and
the corrected probability level.

In an attempt to compare experiments, pseudoword trials of the
LDT were omitted and mixed-models ANOVAs were performed for
behavioral data and ERPs with the factor task as between-subjects
factor. These ANOVAs were run with semantic priming (primed vs.
unprimed trials) and SOA (short vs. long) as within-subjects
factors.

2.6. Independent component analysis (ICA)

To identify the neural generators of the N400 effects of semantic
priming and lexicality, ERPs of individual subjects from all 30

1 Another statistical analysis performed with a �200 to 0 baseline before prime
onset for both SOAs resulted in very similar results
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channels were submitted to ICA. ICA decomposes the unaveraged
EEG (Jung et al., 2001) or the event-related potentials (Makeig
et al., 1999; Dien et al., 2007) into a sum of sparsely activated inde-
pendent components with fixed scalp maps and maximally inde-
pendent time courses (Makeig et al., 1997). For non-artifactual
components, these component maps have been shown to nearly
fit the projection of a single equivalent current dipole, allowing
hypotheses as to the localization of this dipole (Onton et al.,
2006). The ICAs were conducted with EEGLAB 6.01b (Delorme
and Makeig, 2004), a freely available open source toolbox (http://
www.sccn.ucsd.edu/eeglab), running under Matlab 7.7 (The
Mathworks).

2.6.1. Lexical decision task
Since only the effect of lexicality was found to be significant in

the LDT, ICA was only applied to this effect. Individual subject ERPs
of 1 s for the long SOA (�200 to 800 ms after target word onset)
and of 1.25 s for the short SOA (�450 to 800 ms after target word
onset) from our 30 active electrodes were concatenated separately
for words and pseudowords, yielding two matrices of 30 � 5632
points (22 subjects � 256 time points) for the long SOA and two
matrices of 30 � 7062 points (22 subjects � 321 time points) for
the short SOA, which were submitted to the same ICA. We applied
infomax ICA (Bell and Sejnowski, 1995) with the EEGLAB function
runica (Delorme and Makeig, 2004). The PCA option of runica was
used as a preprocessing step to reduce data dimensionality and
prevent individual differences to influence the decomposition
(Dien et al., 2007). Ten factors were retained as a prior PCA re-
vealed that this was the average numbers of factors needed to ac-
count for 95% of variance of the effect of lexicality across SOAs in
the complete averaging period.

We then used the envtopo() function of EEGLAB (Delorme and
Makeig, 2004; Onton et al., 2006) to identify the independent com-
ponents (ICs) that together accounted for at least 80% of the vari-
ance of the effect of lexicality (i.e., pseudowords–words) in the
N400 time window (350–450 ms after word onset). The activity
of each of these ICs was then submitted to a repeated-measures
ANOVA with lexicality (words vs. pseudowords) and SOA (short
vs. long) as within-subject factors. Finally, source localization
was computed for these ICs with DIPFIT2, an EEGLAB plug-in that
performs component localization by fitting an equivalent current
dipole model using a non-linear optimization technique (Scherg,
1990; Lutkenhoner, 1998). For source localization, an average ref-
erence was first calculated and the 2 eye channels were excluded.
ICs for which scalp maps indicated a left–right symmetric activity
were fit using 2 dipoles constrained to be located symmetrically
across the (corpus callosum) midline. The head model used for
the analyses was the spherical model (BESA) that is co-registered
with the average Montreal Neurological Institute (MNI) brain.
Spherical dipole coordinates were converted to Talairach coordi-
nates by DIPFIT using a non-linear transform of MNI to Talairach
implemented in the Matlab function ‘‘mni2tal.m’’ (http://imag-
ing.mrc-cbu.cam.ac.uk/imaging/MniTalairach). The brain struc-
tures where the dipoles were localized were identified using the
Talairach atlas coordinates (Talairach and Tournoux, 1988). The
location solution was restricted to the gray matter, within a search
range of 3 mm.

2.6.2. Explicit semantic matching task
In the explicit matching task, ICA was applied to the effect of

semantic priming. Individual subject ERPs of 1 s for the long SOA
(�200 to 800 ms after target word onset) and of 1.25 s for the short
SOA (�450 to 800 ms after target word onset) from our 30 active
electrodes were concatenated separately for primed and unprimed
trials, yielding two matrices of 30 � 4864 points (19 subjects � 256
time points) for the long SOA and two matrices of 30 � 6099 points

(19 subjects � 321 time points) for the short SOA, which were sub-
mitted to the same ICA. We applied infomax ICA (Bell and Sejnow-
ski, 1995) with the EEGLAB function runica (Delorme and Makeig,
2004). The PCA option of runica was used as a preprocessing step
as in the LDT and 10 factors were retained. We then used the env-
topo() function of EEGLAB (Delorme and Makeig, 2004; Onton
et al., 2006) to identify the independent components (ICs) that to-
gether accounted for at least 80% of the variance of the effect of
semantic priming (i.e., unprimed–primed) in the N400 time win-
dow (280–460 ms after target word onset for the short SOA and
240–420 ms for the long SOA, as for mean voltage analyses of this
effect). The activity of each of these ICs was then submitted to a re-
peated-measures ANOVA with priming (primed vs. unprimed) and
SOA (short vs. long) as within-subject factors. Finally, source local-
ization was computed for these ICs, as in the LDT.

3. Results

3.1. Effects of task

3.1.1. Behavioral data
The mixed-model ANOVA on errors showed no significant inter-

action involving the factor task (all p > .09). The number of errors
thus did not differ significantly between the tasks (1% of trials in
the lexical decision task and 3% of trials in the explicit semantic
task). The ANOVA on mean RTs showed that the effect of semantic
priming interacted with that of task (F1,39 = 7.73, p = .009) but that
there was no interaction involving SOA. In the lexical decision task,
unprimed trials (676 ms) differed by only 5 ms from primed trials
(671 ms; p > .1), whereas in the explicit semantic matching task
they differed by 44 ms (791 and 747 ms, respectively; F1,18 = 9.35,
p = .008). Further analyses of the effect of semantic priming for
each task are described below.

3.1.2. Electrophysiological data: mean voltage analyses
The mixed-model ANOVA on the mean voltage amplitudes of

the N400 showed that the effect of priming interacted with that
of task for each subset of electrodes (F1,39 = 14.69, p < .001 for the
sagittal, F1,39 = 13.78, p = .001 for the para-sagittal and
F1,39 = 9.38, p = .004 for the lateral subset of electrodes). At the sag-
ittal subset, the mean effect of priming (unprimed–primed trials)
was of �1.7 lV in the explicit semantic matching task and
+0.2 lV in the lexical decision task. The effect was never significant
in the lexical decision task (all p > .1) but it was significant for all
subsets of electrodes in the lexical decision task (F1,18 = 14.51,
p = .001 for the sagittal, F1,18 = 12.18, p = .004 for the para-sagittal
and F1,18 = 10.73, p = .004 for the lateral subset of electrodes). There
were also interactions between task, priming and SOA for the para-
sagittal (F1,39 = 5.66, p = .024)and the lateral (F1,39 = 5.43, p = .025)
subsets, indicating that the effect of priming was greater in the
long SOA in the explicit semantic task (see below).

3.2. Lexical decision task

3.2.1. Behavioral data
The analyses of errors showed that subjects were accurate in

their responses, with a mean error rate of 1.7%. The percentage
of errors did not vary with SOA. It was slightly greater for primed
(1.3%) than unprimed trials (1%) but this difference only ap-
proached significance (F1,21 = 3.22, p = .088). However, it was sig-
nificantly greater for pseudowords (2.2%) than for words (1.1%)
(F1,21 = 13.02, p = .002).

The analyses of mean RTs showed no main effects of semantic
priming (mean RTs of 671 ± 87 ms for primed and 676 ± 89 ms
for unprimed target words) or any interaction with SOA (all
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p > .1) (see Fig. 1A). There was a main effect of lexicality
(F1,21 = 19.27, p < .001) showing that RTs were longer for pseudo-
words (709 ± 79 ms) than for words (674 ± 87 ms). However, there
was no main effect of SOA, nor any interaction between SOA and
lexicality (see Fig. 1B).

3.2.2. Electrophysiological data: mean voltage analyses
Fig. 2 represents the grand averages ERPs elicited by the target

words in the short (top) and the long SOA (bottom), separating
primed and unprimed trials. At Cz electrode, the N400 deflections
peaked around 320 ms after target onset in the short and around
290 ms in the long SOA. In both cases, primed (in red) and unprimed
(in blue) trials were indistinguishable. Statistical analyses of the
mean voltage amplitudes of the N400 confirmed these observations
and showed no significant effect of semantic priming, nor any inter-
action implicating this factor for any subset of electrodes (all p > .1).

Fig. 3 represents the grand averages for the effect of lexicality.
Pseudowords (in blue) were slightly more negative than words
(in red) both in the short (top) and the long (bottom) SOA. Statis-
tical analyses of the mean voltage amplitudes of the N400 showed
a main of lexicality only for the lateral subset of electrodes
(F1,21 = 7.19, p = .015). For this subset, pseudowords were associ-
ated with greater N400 amplitudes than words. This effect did
not interact with any other factor.

The relative lack of significance of the effect of lexicality could
be due to its late timing. The difference between words and
pseudowords was maximal in the downhill slope of the N400
deflection and peaked around 400 ms after target onset in the long
and the short SOAs, as indicated by the difference wave of Fig. 3 (in
black). The time window chosen thus started a bit early to properly
capture this effect (280–460 ms for the short and 240–420 ms
post-target for the long SOA). Another analysis of this effect was

thus done in a 350–450 time window for both SOAs. This analysis
revealed a main effect of lexicality for all subsets of electrodes
(F1,21 = 10.06, p = .005 for the sagittal, F1,21 = 11.05, p = .004 for
the para-sagittal and F1,21 = 22.31, p < .001 for the lateral subset
of electrodes). No significant interactions with SOA or the electrode
factor were found. However, there was a triple interaction between
lexicality, SOA and hemiscalp at the para-sagittal subset
(F1,21 = 5.44, p = .031), illustrating that the effect of lexicality was
greater over the left hemiscalp (LH) than over the right hemiscalp
(RH), especially in the long SOA (see the voltage maps of Fig. 4).
Follow-up analyses showed that the effect of lexicality was signif-
icant for both hemiscalps for the short (LH: F1,21 = 6.33, p = .020;
RH: F1,21 = 5.41, p = .030) and the long SOA (LH: F1,21 = 10.32,
p = .005; RH: F1,21 = 4.61, p = .045).

3.2.3. Electrophysiological data: independent component analysis
(ICA)

In the N400-time window, three independent components (IC5,
IC7 and IC4) accounted for more than 80% of the effect of lexicality
in the short and the long SOAs (see Fig. 5A and B). Note that be-
cause ICs are not spatially orthogonal, the variance accounted for
by all components together does not equal the sum of the variance
accounted by each component alone (Groppe et al., 2008).

IC5 had a central midline scalp distribution and was the greater
contributor to the effect of lexicality in the short (Percent Variance
Accounted For: PVAF = 51%) and in the long (PVAF = 45%) SOAs.
This IC made its peak contribution to the effect of lexicality later
in the short (i.e., 398 ms after target word onset) than in the long
SOA (351 ms after target onset). Statistical analyses of its mean
activity showed a main effect of lexicality (F1,21 = 8.91, p = .008),
but no interaction with SOA. Dipole source modeling for this IC re-
vealed that it was best modeled with a bilateral source in the dor-
solateral prefrontal cortex (see Fig. 5C), in the vicinity of Brodmann
area (BA) 46. (x: �47, y: 33, z: 18). The residual variance of the di-
pole model (RVDM) was 9%.

IC7 had a left occipito-temporal scalp distribution and PVAFs of
40% and 25% in the short and long SOAs, respectively. As IC5, this IC
made its greater contribution to the effect of lexicality slightly later
in the short (429 ms after target word onset) than in the long SOA
(413 ms after target onset). Its activity significantly differentiated
words and pseudowords (F1,21 = 8.98, p = .007), but no interaction
with SOA was found. This IC was best modeled as a generator in
the medial part of the left temporal lobe, in the vicinity of the hip-
pocampus (x: �30, y: �45, z: 9), with a RVDM of 5%.

Finally, IC4 had a right centro-parietal scalp distribution and
PVAFs of 7% in the short and �2% in the long SOA. In the long
SOA, this negative PVAF was due to a positive contribution of this
component in the latest part of the window (maximum at 448 ms
after target word onset) while the mean voltage values were neg-
ative. In contrast, this IC made a negative contribution to the effect
of lexicality during the first part of the window (PVAF of 26%) at
approximately the same time as in the short SOA (maximum con-
tribution 366 ms after target word onset in the long SOA and
363 ms after target onset in the short SOA). Statistical analyses of
its mean activity showed that it did not significantly differentiated
words from pseudowords (p > .1). This absence of significativity
may have been due to the change of polarity in its contribution
during the time window of analysis. This IC was best fit as a
generator in the right middle temporal gyrus (BA21; x: 61, y: 5,
z: �21), with a RVDM of 9%.

3.3. Explicit semantic matching task

3.3.1. Behavioral data
The analyses of errors showed that participants were reason-

ably accurate in their responses, with a mean error rate of 3%.
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Fig. 1. Mean RTs in the lexical decision task. Standard errors bars are shown for
each condition. (A) Mean RTs to primed (in red) and unprimed (in blue) target
words in the short and the long SOA. (B) Mean RTs to target words (in red) and
pseudowords (in blue) in the short and the long SOA. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)
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The number of errors did not vary with SOA or semantic priming
(all p > .5).

The analyses of mean RTs revealed a main effect of semantic
priming (F1,18 = 9.35, p = .008), showing that unprimed trials were

associated with longer RTs (791 ± 237 ms) than primed trials
(747 ± 187 ms). There was also a trend for an interaction between
semantic priming and SOA (F1,18 = 3.29, p = .088). This was due to a
greater difference between primed and unprimed trials for the long
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Fig. 2. Grand average ERPs (N = 22) to primed and unprimed target words in the short (top) and the long SOA (bottom) in the lexical decision task. Negativity is up. The short
SOA was 250 ms and the long 1000 ms. In the short SOA, ERPs were computed with a �450 to �250 ms baseline before target onset. This baseline corresponded to a 200 ms
period before prime onset (to prevent contamination from the ERPS evoked by the prime). The arrow in the timeline indicates prime onset. In the long SOA, ERPs were
computed with a �200 to 0 baseline before target onset.
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(56 ms on average) than the short SOA (30 ms). However, the effect
of priming was significant for both the short (F1,18 = 5.24, p = .035)
and the long (F1,18 = 8.64, p = .009) SOAs.

3.3.2. Electrophysiological data: mean voltage analyses
Fig. 6 represents the grand averages ERPs elicited by the target

words in the short (top) and the long SOA (bottom), separating
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primed and unprimed trials. For unprimed trials at Cz electrode,
the N400 deflections peaked around 320 ms after target onset in
the short and around 290 ms in the long SOA. For both SOAs,
N400 amplitudes were more negative for unprimed (in blue) than
primed trials (in red).

Statistical analyses of the mean voltage amplitudes of the N400
revealed a main effect of semantic priming for each subset of elec-
trodes (F1,18 = 14.51, p = .001 for the sagittal, F1,18 = 12.18, p = .004
for the para-sagittal and F1,18 = 10.73, p=.004 for the lateral subset
of electrodes). At the sagittal subset, there was a trend for an inter-
action between priming and SOA (F1,18 = 3.61, p = .074). Follow-up
analyses showed that the effect of priming was significant for both
the short (F1,18 = 5.15, p = .036) and the long SOAs (F1,18 = 20.19,
p < .001). At the para-sagittal (F1,18 = 5.45, p = .036) and the lateral
(F1,18 = 6.52, p = .02) subsets of electrodes, significant interactions

between priming and SOA were found. Further analyses for these
two subsets of electrodes showed that the effect of priming was
significant for both SOA at the para-sagittal subset (long SOA:
F1,18 = 18.78, p = .001; short SOA: F1,18 = 4.21, p = .05). For the lat-
eral subset, the effect of priming was only significant in the long
SOA (F1,18 = 26.43, p < .001). Despite this difference at the lateral
subset, the effect of priming had a very similar distribution and a
similar centro-parietal maximum in both SOAs, as illustrated by
the voltage maps of Fig. 7.

3.3.3. Electrophysiological data: independent component analysis
(ICA)

In the N400 time window, three independent components (IC2,
IC4 and IC5) accounted for more than 80% of the effect of semantic
priming in the short and the long SOAs (see Fig. 8A and B).
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Fig. 4. Spline interpolated isovoltage maps of the effect of lexicality in the N400 time window in the lexical decision task. (A) Short SOA. (B) Long SOA.

Fig. 5. Independent component contributions to the effects of lexicality in the N400 time window in the lexical decision task. (A) Short SOA. The vertical black line at time 0
indicates target word onset. The arrow in the timeline indicates prime onset. The thick black lines show the envelope, that is, the most positive and negative values of the ERPs
over all channels and at each time point. The blue traces show the envelopes of the contribution of the independent components (ICs) represented. Each IC scalp map is
connected to its data envelope by a color line that points to the moment of peak contribution to the ERP (see Delorme and Makeig, 2004). (B) Long SOA. (C) Equivalent current
dipoles of the ICs that made the greatest contribution to the effect of lexicality in the N400 time window. The activity of these ICs did not significantly differ between SOAs.
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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IC2 had a centro-parietal scalp distribution and was the greater
contribution to the effect of semantic priming in the long
(PVAF = 55%) and the short (PVAF = 35%) SOAs. This IC made its
peak contribution to the effect of priming earlier in the long
(382 ms after target word onset) than in the short SOA (460 ms
after target onset). Statistical analyses of its mean activity showed

a main effect of priming (F1,18 = 7.11, p = .016) but no significant
interaction with SOA. Dipole source modeling for this IC revealed
that it was best modeled with a bilateral source in the inferior pari-
etal cortex (see Fig. 8C), in the vicinity of Brodmann area (BA) 40.
(x: �31, y: �42, z: 31). The residual variance of the dipole model
(RVDM) was 5%.

Short SOA

Long SOA

Primed Target Words Unprimed Target Words

Primed Target Words Unprimed Target Words

0 200 400 600 8000 200 400 600 800

0 200 400 600 800

F7

T3

Ft7

Tp7

FP1

F3

C3

Cp3

Fz

Cz

FczFc3

T5 P3

O1

Pz P4

Fp2

Fc4

C4

Cp4

F8

T6

T4

Ft8

Tp8

O2

F4
0 200 400 600 8000 200 400 600 8000 200 400 600 800

0 200 400 600 800

0 200 400 600 800

0 200 400 600 800

0 200 400 600 800

0 200 400 600 800

0 200 400 600 800

0 200 400 600 800

0 200 400 600 8000 200 400 600 800

0 200 400 600 800

0 200 400 600 800

0 200 400 600 800 0 200 400 600 800

0 200 400 600 800

0 200 400 600 800

0 200 400 600 800

0 200 400 600 800

0 200 400 600 800

0 200 400 600 800

0 200 400 600 800

0 200 400 600 800 0 200 400 600 800

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

+3  V

-200

F7

T3

Ft7

Tp7

FP1

F3

C3

Cp3

Fz

Cz

FczFc3

T5 P3

O1

Pz P4

Fp2

Fc4

C4

Cp4

F8

T6

T4

Ft8

Tp8

O2

F4

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0

+3  V

-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

0-250 200 400 600 800

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

+3  V

-450

VEOG
0-250 200 400 600 800

+3  V

-450

0 200 400 600 800
VEOG

+3  V

-200

HEOG
0-250 200 400 600 800

+3  V

-450

HEOG
0 200 400 600 800

+3  V

-200

Fig. 6. Grand average ERPs (N = 19) to primed and unprimed target words in the short (top) and the long SOA (bottom) for the effect of semantic priming in the explicit
semantic matching task. For other details see Fig. 2.
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IC4 had a left centro-parietal scalp distribution and PVAFs of
34% and 27% in the short and long SOAs, respectively. As IC2, this
IC made its peak contribution to the effect of priming later in the
short (452 ms after target word onset) than in the long SOA
(386 ms after target onset). Its mean activity significantly differen-
tiated primed and unprimed words (F1,18 = 5.51, p = .031), but no
interaction with SOA was found. This IC was best modeled as a
generator in the left superior temporal gyrus, in the vicinity of
BA22 (x: �50, y: 0, z: 0), with a RVDM of 10%.

IC5 had a frontal bilateral distribution and made a slightly
greater contribution to the effect of semantic priming in the short
(PVAF = 35%) than in the long (PVAF = 24%) SOA. This IC made its
maximum contribution to the effect of priming earlier than the
two others (i.e., 366 ms after target word onset in the short and
320 ms after target onset in the long SOA) and in the early part

of the N400 window in both SOAs (see Fig. 8A and B). Statistical
analyses of its mean activity showed that the effect of priming
was just at significance level (F1,21 = 4.45, p = .05), but that there
was no significant interaction with SOA. This IC was best modeled
as a bilateral source in the inferior frontal gyrus in the vicinity of
BA47 (x: 40, y: 29, z: �7), with a RVDM of 6%.

4. Discussion

The goal of the present study was to investigate in which exper-
imental conditions semantic processing is preserved for repeated
words. A number of studies have reported that semantic priming
effects were reduced or suppressed in repeated conditions (Carroll
and Kirsner, 1982; den Heyer and Benson, 1988; Besson et al.,
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Fig. 7. Spline interpolated isovoltage maps of the effect of semantic priming in the N400 time window in the explicit semantic matching task. (A) Short SOA. (B) Long SOA.

Fig. 8. Independent component contributions to the effects of semantic priming in the N400 time window in the explicit semantic matching task. (A) Short SOA. (B) Long SOA.
(C) Equivalent current dipoles of the ICs that made the greatest contribution to the effect of semantic priming in the N400 time window. The activity of these ICs did not
significantly differ between SOAs. For other details, see Fig. 5.
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1992; Mitchell et al., 1993; Hanze and Meyer, 1995) and thus that
repeated words may no longer be processed according to their
semantic context. In contrast, we have recently shown preserved
effects of semantic priming on RT and N400 despite the use of very
high rates of repetition (Debruille and Renoult, 2009; Renoult and
Debruille, 2011). To better understand these discrepancies, we
manipulated parameters that are known to modulate semantic
priming and investigated which of these would affect the semantic
processing of repeated words. We contrasted a short (250 ms) and
a long (1000 ms) SOA in two different experiments using a lower
proportion of related words (30%) than in our previous studies
and associated word pairs instead of words sharing categorical
relations. One group of participants performed a LDT and a second
group performed an explicit semantic matching task with the same
words (except for pseudowords). In both tasks, word stimuli con-
sisted solely of two prime and two target words (plus two target
pseudo words in the LDT) repeated throughout the experiment.

Results showed that the effects of semantic priming on RT and
N400 were absent for both the short and the long SOA in the LDT.
In this task, significant effects of lexicality, that is differences in
processing between words and pseudowords, were nonetheless
obtained for both SOAs. In the explicit semantic matching task,
the effects of semantic priming on RT and N400 were significant
for both SOAs and had similar scalp distribution and neural gener-
ators as in our previous studies. Compared to these studies, in
which a greater proportion of related pairs were used, the magni-
tude of the effects of priming was only slightly smaller. Taken to-
gether, these results indicate that the task used, rather than SOA
or the proportion of related words, is crucial for the maintenance
of semantic processing with high rates of repetition. The fact that
the present results were obtained with associated word pairs
rather than words sharing categorical relations suggests that both
types of relations could be studied with highly repeated words.

The use of an implicit or an explicit semantic task had major ef-
fects on the semantic processing of repeated words. In the LDT, no
effects of semantic priming were found on RT and N400. These re-
sults are consistent with the reduction or suppression of semantic
effects in repeated conditions found by previous studies using the
LDT (James, 1975; Carroll and Kirsner, 1982; den Heyer and Ben-
son, 1988; Kounios and Holcomb, 1994; Kiefer, 2005). In contrast,
when using the same prime and target words in an explicit seman-
tic matching task, the effects of priming on RT and N400 were sig-
nificant. The present design did not include enough trials by
condition to conduct a comparison of the effect of priming across
repetition levels. However, such analysis was performed in our
previous studies (Debruille and Renoult, 2009; Renoult and Debru-
ille, 2011). It revealed in both cases that semantic priming did not
interact with the level of repetition.

In the explicit semantic matching task, the main generators of
the effect of semantic priming in the N400 time window were lo-
cated in the left superior temporal gyrus and in the inferior parietal
cortex bilaterally, as found in Renoult and Debruille (2011) and
Renoult et al. (2010). Differences in laterality were however pres-
ent compared with these studies. In Renoult and Debruille
(2011), in which category and exemplar words were used instead
of associate words, a bilateral source in the superior temporal
gyrus and a right inferior parietal cortex generator were found as
the main contributors of the N400 effect. It is unclear if these vari-
ations in laterality are due to differences in the processing of
semantic and associative relations or to inherent limitations in
the accuracy of the localization technique. The superior temporal
gyrus (Helenius et al., 1998, 2002; Halgren et al., 2002; D’Arcy
et al., 2004; Matsumoto et al., 2005) and the inferior parietal cortex
(Nenov et al., 1991; Halgren et al., 1994; Guillem et al., 1995, 1999;
Helenius et al., 1998) have also been found as generators of N400
in non-repeated conditions. In the present study, the activity of

these N400 generators significantly differentiated primed and
unprimed trials but the effect of priming did not interact with
SOA.

The effects of SOA were relatively moderate in the present
study. In the LDT, no effect of this variable was found. In the expli-
cit task, the RT difference between primed and unprimed trials ap-
peared to be greater in the long than the short SOA but the
interaction between priming and SOA failed to reach significance.
The N400 effect of semantic priming was found to be greater in
the long than in the short SOA for the lateral subsets of electrodes.
However, this effect was significant for both SOAs and had a very
similar centro-parietal maximum. Moreover, as previously men-
tioned, the activity of the main generators of the effect was similar
across SOAs. This similarity of the N400 effect of semantic priming
across SOAs is thus comparable to that observed in studies using
non-repeated designs (Boddy, 1986; Hill et al., 2002; Franklin
et al., 2007) and confirms that the maintenance of this effect in re-
peated conditions does not depend on the use of long SOAs.

The proportion of related words used in both tasks was moder-
ately low (0.3). Thirty percent of related trials or less is usually cat-
egorized as a small proportion (e.g., Lucas, 2000), and so our
relatedness proportion was at the high end of this estimation.
However, in these conditions, we observed an absence of priming
effects in the LDT, even in the long SOA. In contrast, in the explicit
semantic matching task, the same relatedness proportion resulted
in significant effects of semantic priming for both SOAs. These ef-
fects were of similar magnitude as those found in Debruille and
Renoult (2009) and slightly smaller than those reported in Renoult
and Debruille (2011), in which a greater relatedness proportion
(0.5) was used. Even though it is likely that a smaller proportion
than 0.3 would have resulted in smaller effect of semantic priming
on RT and N400 in the explicit matching task (Brown et al., 2000;
Holcomb, 1988; Chwilla et al., 1995), the present results suggest
that the task used had much greater impact than the relatedness
proportion on the maintenance of semantic processing with high
rates of repetition.

In the LDT, significant effects of lexicality were found on RT and
N400. As commonly found in N400 studies using non-repeated de-
signs, this effect consisted of greater N400s for pseudowords than
for words (Bentin, 1987; Holcomb and Neville, 1990; Holcomb,
1993; Chwilla et al., 1995). The main generators of this effect were
found in the dorsolateral prefrontal cortex bilaterally, in the right
middle temporal gyrus and the left hippocampus. Functional neu-
roimaging studies contrasting words and pseudowords presented
visually have reported similar foci of activations, along with other
sources in the angular gyrus and posterior cingulate cortex (Price
et al., 1996; Hagoort et al., 1999; Tagamets et al., 2001; Binder
et al., 2003). However, as noted by Mechelli et al. (2003), these
studies have produced inconsistent results, in that few brain re-
gions were consistently active across studies. The fact that the ef-
fect of lexicality, although relatively small, was still present in the
present LDT may suggest that this effect has greater resistance to
repetition than the effect of semantic priming. However, another
possibility is that, as found for the latter effect, this maintenance
of the effect of lexicality may be task-dependent. Accordingly,
while semantic processing is implicit in the LDT, lexicality is an ex-
plicit effect in this task. Variations of this effect with task require-
ments have indeed been described in the literature. For instance, in
Chwilla et al. (1995), lexicality effects on RT and N400 were greater
in a LDT than in a letter case decision task. In a series of studies by
Rugg and colleagues, in which pseudowords were repeated, greater
repetition effects were found in a LDT than in a letter search task
(Rugg and Nagy, 1987) or in a letter case decision task (Rugg
et al., 1988). These studies suggest that the effects of lexicality
can be increased by the use of a LDT. Unfortunately, as it is com-
monly the case, the explicit semantic matching task of the present
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study did not include pseudowords. It will thus be interesting in
future studies to directly compare the effect of lexicality in implicit
and explicit (i.e., LDT) conditions to further test if its resistance to
repetition is task-dependent.

Very few studies have compared the N400 effects of lexicality
and semantic priming. Chwilla et al. (1995) reported different scalp
distributions for the two effects, with the former having a more
frontal distribution than the latter. In the present study, both ef-
fects were maximal at centro-parietal sites, but the effect of lexi-
cality was greater over the left hemisphere and the effect of
priming greater over the right. In a recent study of McLaughlin
et al. (2004), an effect of lexicality was found in adults beginning
to learn a second language, while an effect of semantic priming
only emerged when more hours of instruction had been accumu-
lated (i.e., 14 and 63 h of instruction, respectively). These results
along with our finding that N400 effects of lexicality and priming
had different neural generators is compatible with the idea that
these effects may have different functional significance, corre-
sponding respectively to a lexical and a post-lexical effect. How-
ever, different group of participants performed the LDT and the
explicit matching task and therefore different ICA decompositions
were performed for the two groups. This allowed us to use the
same stimulus material in both tasks but prevents a firm rejection
of the hypothesis that similar neural correlates of the effects of
priming and lexicality would have been found if the analyses had
been done with the same subjects. Further studies will thus be nec-
essary to confirm that these N400 effects have different neural
generators.

Taken together, these results suggest that the choice of task is
crucial for the maintenance of semantic processing with repeated
presentations. While variations in SOA or in the proportion of re-
lated words are known to influence if semantic relations are pro-
cessed automatically or more consciously, these variables seemed
to have little effect on the preservation of the effects of semantic
priming with repetition. In contrast, the task relevance of semantic
relations (i.e., explicit versus implicit attention to semantics) had a
major impact. Compared to implicit tasks like the LDT, the use of
explicit semantic designs is not only associated with greater
semantic effects on RT and N400 (Holcomb, 1988; Mitchell et al.,
1991; West and Holcomb, 2000) and the activation of a greater
number of sensory and motor features (Binder, 2007; Tomasino
et al., 2008; Papeo et al., 2009) but also to a possible resistance
to the sharpening of representations with repetition. Accordingly,
the sharpening of semantic representations for repeated stimuli
would only occur for features that are not essential to the task,
as proposed by Wiggs and Martin (1998) for perceptual priming
(see also Desimone, 1996). This is the case in LDTs and other impli-
cit tasks in which access to the meaning of words and their specific
semantic features is not necessary. As a result, some of these fea-
tures may no longer be activated, thereby preventing other related
concepts to benefit from this activation and resulting in an absence
of semantic priming effects. In explicit semantic designs, the pres-
ervation of semantic processing for repeated presentations may al-
low the study of very specific conceptual categories with more
homogeneous stimuli and more generally, the investigation of
the organization of semantic representations at a finer scale than
usual. As demonstrated in the present study and in Renoult and
Debruille (2011), it should be possible to study the relations be-
tween individual concepts, whether they are associative like in
the present study or categorical as in our previous study. These
types of semantic paradigms will be useful in specific population,
in which the use of numerous non-repeated targets is inherently
problematic. For instance, in developmental studies, the use of rep-
etition is sometimes necessary due to the small vocabulary size of
participants. In studies involving schizophrenia patients, the use of
such tasks may be useful to differentiate difficulty in processing

contextual information from more general impairment in semantic
memory (Debruille et al., 2010).

In conclusion, the maintenance of the effects of semantic prim-
ing with high rates of repetition does not seem to depend on the
use of long SOAs or high proportions of related words. Indeed,
these effects on N400 and RT were widely significant in an explicit
semantic matching task both for a short and a long SOA and using a
lower relatedness proportion than in our previous studies (Debru-
ille and Renoult, 2009; Renoult and Debruille, 2011). In contrast,
these effects were suppressed when using the same SOAs and
relatedness proportion in a LDT with the same stimuli. Task
instruction thus seems critical for the maintenance of semantic
processing with repeated presentations, which suggests that expli-
cit attention to semantics prevents semantic satiation.
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