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Abstract

The high northern latitudes have warmed faster than anywhere else in the globe dur-

ing the past few decades. Boreal ecosystems are responding to this rapid climatic change

in complex ways and some times contrary to expectations, with large implications for the

global climate system. This thesis investigates how boreal vegetation has responded to re-

cent climate change, particularly to the lengthening of the growing season and changes in

drought severity with warming. The links between the timing of the growing season and

the seasonal cycle of atmospheric CO2 are evaluated in detail to infer large-scale ecosystem

responses to changing seasonality and extended period of plant growth. The influence of

warming on summer drought severity is estimated at a regional scale for the first time using

improved data. The results show that ecosystem responses to warming and lengthening of

the growing season in autumn are opposite to those in spring. Earlier springs are associ-

ated with earlier onset of photosynthetic uptake of atmospheric CO2 by northern vegetation,

whereas a delayed autumn, rather than being associated with prolonged photosynthetic up-

take, is associated with earlier ecosystem carbon release to the atmosphere. Moreover, the

photosynthetic growing season has closely tracked the pace of warming and extension of the

potential growing season in spring, but not in autumn. Rapid warming since the late 1980s

has increased evapotranspiration demand and consequently summer and autumn drought

severity, offsetting the effect of increasing cold-season precipitation. This is consistent with

ongoing amplification of the hydrological cycle and with model projections of summer dry-

ing at northern latitudes in response to anthropogenic warming. However, changes in snow

dynamics (accumulation and melting) appear to be more important than increased evap-

orative demand in controlling changes in summer soil moisture availability and vegetation

photosynthesis across extensive regions of the boreal zone, where vegetation growth is often

assumed to be dominantly temperature-limited. Snow-mediated moisture controls of veg-

etation growth are particularly significant in northwestern North America. In this region,

a non-linear growth response of white spruce growth to recent warming at high elevations

was observed. Taken together, these results indicate that net observed responses of north-

ern ecosystems to warming involve significant seasonal contrasts, can be non-linear and are

mediated by moisture availability in about a third of the boreal zone.
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Chapter 1

Introduction

The circumpolar boreal forest biome represents about 14% of the vegetated cover of the Earth’s

surface and is the second most extensive terrestrial biome on Earth, after tropical forests

(Roy et al., 2001). Changes in the structure and functioning of this forested biome exert a

significant influence on the global climate system through the exchange of huge amounts of

water, energy and carbon with the atmosphere (Bonan et al., 1995; Chapin et al., 2000). Bo-

real soils account for about a third of the readily decomposable soil organic matter on Earth

(McGuire et al., 1995). This represents a quantity of stored carbon similar to that in the atmo-

sphere. Release of this large carbon stores could affect the rate at which climate warms globally.

The boreal forest is also the coldest forested biome in the planet and thus it is highly vulnerable

to warming.

High-latitude amplification of 20th century anthropogenic warming has caused boreal for-

est and tundra biomes to warm twice as faster as the global average (Solomon et al., 2007;

Serreze & Barry, 2011). Mean annual air temperature has increased by 2–3oC during the past

60 years and is projected to increase by an additional 3–6 oC by the end of the 21st century

(Solomon et al., 2007). The rapid climatic warming during the past few decades has provided an

unprecedented opportunity to examine how a large biome adjusts to change and test ecological

hypotheses. This has been aided by the increasing availability of Earth Observing data from a

variety of satellite platforms since the late 1970s and early 1980s, monitoring a myriad of aspects

of the atmosphere, the ocean and the land surface at the scale of meters and from a few hours to

days. This technological advance has revolutionised our understanding on how the boreal forest

is responding to climate change. However, the longest satellite records are only now reaching a

sufficient length to discern decadal and longer-term trends in environmental change from natu-

ral variability. Moreover, long-term satellite monitoring records have typically been assembled

from multiple sensors and this has introduced additional uncertainties in the identification of

long-term ecological changes.

Multiple, complementary data streams and products should be used to overcome the lim-

itations of the individual data streams and reduce uncertainties. This approach is adopted in

this thesis to study the responses of boreal vegetation to recent climate change, with a focus

on responses to the extension of the growing season and changes in summer drought severity

accompanying recent warming. Quantifying the magnitude of these changes and inferring how

northern terrestrial ecosystems are responding is necessary to test the ecological hypotheses

and models that underlie our expectations for future ecosystem responses and feedbacks to the

climate system.

1
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1.1 Growing season and carbon cycle

In a seminal study, Keeling et al. (1996) showed that since the early 1960s the annual amplitude

of the seasonal cycle of atmospheric CO2 increased by 40% in the Arctic and 20% in Hawaii.

This was accompanied by an advance of 7 days in the timing of the seasonal drawdown of CO2

in spring. They attributed these changes in atmospheric CO2 concentrations to increased CO2

assimilation by northern terrestrial vegetation in response to a lengthening of the growing season

due to rapid warming during that period. Using satellite observations, Myneni et al. (1997)

confirmed that large increases in photosynthetic activity have occurred in the boreal forests

between 1981 and 1991 in connection with significant spring warming and earlier snowmelt.

These two pioneer studies demonstrated for the first time how the northern biosphere was

greening in response to surface warming and affecting the global carbon cycle. Subsequently, a

large number of studies have analysed the linkages between spring warming and the carbon cycle

(Randerson et al., 1999; Piao et al., 2007). Empirical and modelling studies have shown that

warmer and earlier springs stimulate early-season ecosystem productivity more than ecosystem

respiration, leading to earlier onset of net ecosystem carbon uptake and enhanced net ecosystem

productivity (Goulden et al., 1998; Randerson et al., 1999).

Ecosystem responses during autumn have received less attention than during spring. How-

ever, recent studies have shown that warmer autumns tend to stimulate ecosystem respiration

more than gross productivity (Piao et al., 2008; Vesala et al., 2010). This occurs in part be-

cause autumn carbon assimilation in northern terrestrial ecosystems tends to be light-limited

(Suni et al., 2003) and ecosystem respiration in permafrost regions is stimulated by warmer soils

and deeper thawing depths (Randerson et al., 1999). Yet, some stand-level studies have found

that autumn respiratory losses are insufficient to offset concurrent productivity gains in some

temperate and boreal ecosystems (Richardson et al., 2010; Dragoni et al., 2011). This indicates

that ecosystem responses in autumn are more complex than in spring.

Piao et al. (2008) showed that ecosystem carbon losses associated with warmer autumns in

recent decades have accelerated autumn CO2 build-up in the atmosphere, reducing the length

of the period of net biospheric carbon uptake as measured from the annual cycle of atmospheric

CO2. This implies that longer growing seasons may not always be associated with extended bio-

spheric carbon sequestration, since respiratory losses resulting from prolonged autumn warmth

can overwhelm concurrent productivity gains (Piao et al., 2007, 2008). Further warming and

extension of the potential growing season in autumn may offset the increases in carbon up-

take associated with an earlier growing season and reduce the ability of northern ecosystems to

capture carbon dioxide from the atmosphere.

Changes in the timing and length of the growing season at high northern latitudes have

been extensively investigated during the past three decades of continuous satellite observation

using a range of land surface phenological metrics (Cleland et al., 2007). However, there is still

a lack of Hemispheric assessments that put the short satellite records in a longer term context.

Moreover, combined analyses of long-term climate and vegetation parameters of seasonality are

required to assess whether vegetation and northern terrestrial ecosystems are tracking the pace

of the rapid climatic warming in recent decades.
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1.2 Warming and increasing drought severity

The hydrological cycle is expected to intensify in response to global warming due to increases in

evaporation rates, higher atmospheric water vapour content, and changes in moisture transport

(Allen & Ingram, 2002; Held & Soden, 2006; Seager et al., 2010). Wet regions are projected to

become wetter, and dry regions drier (Meehl et al., 2007). A similar intensification of the exist-

ing patterns may also apply to the seasonal cycle of precipitation, with wet seasons getting wetter

and dry seasons drier (Chou & Lan, 2012). As a result, global warming is expected to increase

drought severity over many land areas (Dai, 2011b, 2012; Trenberth et al., 2014). However, to

date observational evidence of increased drought severity with recent warming is inconsistent

among global studies (Dai, 2012; Sheffield et al., 2012; van der Schrier et al., 2013) despite in-

creasing evidence indicating that the intensification of the water cycle is already underway in

some regions (Huntington, 2006; Miralles et al., 2013).

A regional synthesis of the observational record over the Arctic basin suggests that upward

trends in annual precipitation, evapotranspiration, and river discharge to the Arctic Ocean

could indicate that the expected intensification of the hydrological cycle is already taking place

(Rawlins et al., 2010). Recent estimates of continental evapotranspiration based on satellite

observations show an increasing trend in northern latitudes at a rate consistent with expecta-

tions based on temperature trends (Miralles et al., 2013). Increased evapotranspiration at high

latitudes is also consistent with the trend toward earlier and longer growing seasons. Earlier

spring thaw generally enhances annual evapotranspiration in colder areas. However, it can also

suppress summer evapotranspiration by increasing drought stress in areas where moisture limits

evapotranspiration, such as in the southern boreal region (Zhang et al., 2011). The timing of

the autumn freeze does not exert a strong influence on evapotranspiration as with the spring

thaw.

A number of studies have suggested that northern terrestrial ecosystems are responding to

changes in the regional hydrological cycle induced by surface warming. In particular, it is thought

that ‘temperature-induced drought stress’ associated with increasing evaporative demand may

be offsetting the positive benefits of warmer and longer growing seasons (Barber et al., 2000;

Goetz et al., 2005; Bunn & Goetz, 2006; Zhang et al., 2008). Enhanced evaporative demand

could have intensified the severity of exceptional regional droughts observed during the late

1990s and 2000s (Zhang et al., 2008; Dai, 2012). These droughts have increased fire disturbance

(Kasischke & Turetsky, 2006) and resulted in regional decreases in vegetation productivity in

the boreal forest as indicated by atmospheric CO2 anomalies (Angert et al., 2005), satellite

vegetation indices (Goetz et al., 2005; Bunn & Goetz, 2006), modelled vegetation productivity

(Zhang et al., 2008), forest inventory data (Hogg et al., 2008; Ma et al., 2012) and tree rings

(Barber et al., 2000; Hogg & Wein, 2005). These ecological responses have led to the perception

that summer drought severity in the northern latitudes is increasing along with recent warming

because of greater evaporative demand (Barber et al., 2000; Angert et al., 2005). Yet, the links

between warming, summer drought severity, and observed vegetation dynamics at northern

latitudes are still uncertain.

The lack of long-term soil moisture observations in the pan-Arctic region precludes a di-

rect analysis of decadal changes in soil moisture. However, model-based estimates broadly
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support the notion of increased drought severity with recent warming in the boreal zone

(Sheffield & Wood, 2007; Dai, 2011a).

Understanding the drivers of summer drought severity in the northern latitudes requires

realistic estimates of soil moisture variability and quantification of the relative contributions

of changes in moisture supply (precipitation and snow) and evaporative demand (potential

evapotranspiration), which depends not only on temperature but also on radiation, humidity

and winds (Wang & Dickinson, 2012). Quantifying the role of increased evaporative demand on

high-latitude droughts remains a challenge.

1.3 Aim and outline of the research

The main goal of this thesis is to investigate the responses of boreal vegetation to the lengthening

of the growing season and changes in drought severity with recent warming using multiple

observational data streams. The thesis is organised in seven sequential chapters and is divided

into two parts: Part I has two chapters and investigates the linkages between recent changes

in the growing season and the carbon cycle, and Part II has three chapters and provides an

analysis of changes in drought severity in the boreal region and associated vegetation responses.

An outline of each chapter is presented below.

Chapter 2. Thermal growing season and biospheric carbon uptake

This chapter investigates the relationship between the timing and duration of the thermal po-

tential growing season and the period of biospheric carbon uptake in the extra-tropical Northern

Hemisphere. Gridded daily mean temperature data over the period 1950–2011 are used to char-

acterise the spatiotemporal variability of the thermal growing season. The analysis highlights

a strong autumn warming during the 2000s and a contrasting response of northern ecosystems

to the seasonal timing of temperatures in spring and autumn, supporting earlier findings by

Piao et al. (2008).

The findings of this chapter were published in Global Biochemical Cycles as:

Barichivich, J., K. R. Briffa, T. J. Osborn, T. Melvin, and J. Caesar (2012), Thermal

growing season and timing of biospheric carbon uptake across the Northern Hemisphere,

Global Biogeochem. Cycles, 26, GB4015, doi:10.1029/2012GB004312.

Chapter 3. Changes in growing season and the seasonal cycle of atmospheric CO2

The analysis presented in this chapter provides an update to the work of Keeling et al. (1996)

and Myneni et al. (1997). The simple thermal indices developed in Chapter 2 are combined

with satellite and other ground observations to investigate the long-term links between multiple

climate (air temperature and cryospheric dynamics) and vegetation (greenness and atmospheric

CO2 concentrations) indicators of the growing season of northern ecosystems and their connec-

tion with the carbon cycle during 1950–2011. One of the main findings of this study is that

the photosynthetic growing season based on satellite-observed greenness has closely tracked the

pace of warming and extension of the potential growing season in spring, but not in autumn,

when factors other than temperature seem to constrain photosynthesis.

The findings of this chapter were published in Global Change Biology as:

Barichivich, J., K. R. Briffa, R. Myneni, T. J. Osborn, T. Melvin, P. Ciais, S. Piao and C.

Tucker (2013), Large-scale variations in the vegetation growing season and annual cycle
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of atmospheric CO2 at high northern latitudes from 1950 to 2011, Global Change Biology,

doi: 10.1111/gcb.12283.

Chapter 4. Changes in summer drought severity using the scPDSI

In this Chapter, an improved version of a recently published dataset of the self-calibrating

Palmer Drought Severity Index (scPDSI) is evaluated and analysed to infer changes in drought

severity across the high northern latitudes since 1950. Multiple comparisons with soil moisture

observations and simulations from two modern land surface models show that the index is a good

indicator of summer and autumn soil moisture variability, with a skill similar to complex land

surface models. The analysis of this new dataset shows that rapid warming since the late 1980s

has increased evaporative demand and drought severity during summer and autumn, offsetting

the effect of increasing cold-season precipitation. This validated dataset is used as the basis for

the analyses presented in Chapter 5.

Some of the analyses presented in this Chapter contributed to the following publications:

– van der Schrier, G., J. Barichivich, K.R. Briffa, P.D. Jones (2013), A scPDSI-based

global dataset of dry and wet spells for 1901-2009, J. Geophys. Res. Atmos., 118,

doi:10.1002/jgrd.50355.

– Trenberth, K.E., A. Dai, G. van der Schrier, P.D. Jones, J. Barichivich, K.R. Briffa, and

J. Sheffield (2014), Global warming and changes in drought, Nature Climate Change, 4,

doi:10.1038/nclimate2067.

Chapter 5. Temperature and moisture controls on summer vegetation greenness

This chapter presents a comprehensive analysis of moisture and temperature controls on summer

vegetation greenness in the northern latitudes during the period 1982–2011. The results highlight

a significant snow-mediated moisture control of summer vegetation photosynthetic activity in

northwestern North America. It is found that in this region, declining trends in vegetation

greenness reported in earlier studies are consistent with declining snowpack rather than with

changes in evapotranspiration demand.

The main findings of this chapter were published in Remote Sensing in the special issue

“Monitoring Global Vegetation with AVHRR NDVI3g Data (1981-2011)” as:

Barichivich, J., K. R. Briffa, R. Myneni, G. van der Schrier, W. Dorigo, J. Tucker, T.

J. Osborn and T. Melvin (2014), Temperature and snow-mediated moisture controls of

summer vegetation photosynthetic activity in northern terrestrial ecosystems between 1982

and 2011, Remote Sens., 6(2), 1390–1431.

Chapter 6. Moisture and tree-ring growth in northwestern North America

This last analysis chapter re-evaluates the roles of soil moisture and non-linear responses on

the observed growth patterns of white spruce in northwestern North America. The process-

based Vaganov-Shashkin (VS) model of tree-ring formation is used to evaluate growth responses

in three well-know cases of ‘tree-ring divergence’. The results of this chapter highlight the

significant influence of moisture limitation on boreal vegetation in northwestern North America

and provide evidence for an apparent non-linear growth response of white spruce growth to recent

warming at high elevations. The calibrated VS model identifies a non-linear growth response to
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temperature in sites showing divergence and suggests that tree growth at these locations starts

to decline when daily temperatures exceed a threshold of about 17oC.

Chapter 7. Conclusions and further research

A summary of the main results obtained in the previous chapters is presented and discussed,

highlighting avenues for future research.



Part I

Boreal growing season and carbon

cycle
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Chapter 2

Thermal potential growing season

and timing of biospheric carbon

uptake across the Northern

Hemisphere

Abstract

Gridded daily temperature from 1950 to 2011 and atmospheric CO2 concentration data

from high-latitude observing stations and the CarbonTracker assimilation system are used to

examine recent spatiotemporal variability of the thermal growing season and its relationship

with seasonal biospheric carbon uptake and release in the Northern Hemisphere. The results

indicate that the thermal growing season has lengthened substantially since 1950 but most

of the lengthening has occurred during the last three decades (2.9 days decade−1, p < 0.01

for 1980-2011), with stronger rates of extension in Eurasia (4.0 days decade−1, p < 0.01)

than in North America (1.2 days decade−1, p > 0.05). Unlike most previous studies, which

had more limited data coverage over the past decade, this study shows that strong autumn

warming of about 1oC during the second half of the 2000s has led to a significant shift toward

later termination of the thermal growing season, resulting in the longest potential growing

seasons since 1950. On average, the thermal growing season has extended symmetrically by

about a week during this period, starting some 4.0 days earlier and ending about 4.3 days

later. The earlier start of the thermal growing season is associated with earlier onset of the

biospheric carbon uptake period at high northern latitudes. In contrast, later termination

of the growing season is associated with earlier termination of biospheric carbon uptake,

but this relationship appears to have decoupled since the beginning of the period of strong

autumn warming during the second half of the 2000s. Therefore, owing to these contrasting

biospheric responses at the margins of the growing season, the current extension in the

thermal growing season length has not led to a concomitant extension of the period of

biospheric carbon uptake.

Published as: Barichivich, J., K. R. Briffa, T. J. Osborn, T. Melvin, and J. Caesar (2012), Thermal growing
season and timing of biospheric carbon uptake across the Northern Hemisphere, Global Biogeochem. Cycles, 26,
GB4015, doi:10.1029/2012GB004312
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Chapter 2. Thermal potential growing season and timing of biospheric carbon uptake

across the Northern Hemisphere

2.1 Introduction

The plant growing season is the period of the year when plants are able to grow and assimilate

carbon from the atmosphere. In northern temperate and boreal regions, it begins in spring

with increasing temperatures and solar radiation, the melting of snow, eventual thawing of

the soil organic horizons, and the start of photosynthesis. It terminates in autumn as tem-

peratures and day length decrease, soils refreeze, and photosynthesis ceases (Jarvis & Linder,

2000; Kimball et al., 2004; Euskirchen et al., 2006). The rapid winter/spring warming observed

at northern latitudes during recent decades has resulted in earlier melting of snow and soil

thawing, stimulating an earlier start and sustained lengthening of the growing season of north-

ern vegetation (Keeling et al., 1996; Myneni et al., 1997; Menzel & Fabian, 1999; Zhou et al.,

2001; Smith et al., 2004; Linderholm, 2006; Piao et al., 2006a; Christidis et al., 2007; Piao et al.,

2007). Lower rates of autumn warming (Christidis et al., 2007) and the influence of other envi-

ronmental effects on autumn phenology and growth cessation (Suni et al., 2003; Kimball et al.,

2004; Hänninen & Tanino, 2011) have contributed to a weaker rate of concurrent extension in

autumn.

Changes in timing and length of the growing season affect the timing and magnitude of car-

bon assimilation from local to hemispheric scale (e.g., Goulden et al., 1998; Keeling et al., 1996;

Baldocchi & Wilson, 2001; Churkina et al., 2005; Barr et al., 2009). Empirical and modelling

studies have shown that warmer and earlier springs stimulate early-season gross ecosystem pro-

ductivity (GEP) more than ecosystem respiration (ER), leading to earlier onset of net ecosystem

carbon uptake and enhanced net ecosystem productivity (NEP = GEP–ER) (Goulden et al.,

1998; Keeling et al., 1996; Randerson et al., 1999). Increased early-season ecosystem carbon

uptake driven by recent spring warming has led to enhanced amplitude and advanced timing

of the seasonal cycle of atmospheric CO2 concentration at northern latitudes since the 1960s

(Keeling et al., 1996; Randerson et al., 1999; Nemani et al., 2003).

Recent studies have found that unlike in spring, warmer autumns tend to stimulate more ER

than GEP (Piao et al., 2008; Vesala et al., 2010), since autumnal carbon assimilation of northern

terrestrial ecosystems tends to be light-limited (Suni et al., 2003) and ecosystem respiration

is enhanced by warmer soil temperatures and deeper thawing depths in permafrost regions

(Randerson et al., 1999). Autumnal ecosystem carbon losses associated with warmer autumns

have accelerated autumn CO2 build-up in the atmosphere during recent decades, reducing the

length of the period of net biospheric carbon uptake based on the annual cycle of atmospheric

CO2 (Piao et al., 2008). This has shown that longer growing seasons are not always associated

with extended biospheric carbon sequestration, since respiratory losses resulting from prolonged

autumn warmth can be larger than concurrent GEP gains (Piao et al., 2007, 2008). Further

warming and extension of the potential growing season in autumn may offset the increases in

carbon uptake associated with an earlier growing season and reduce the ability of northern

ecosystems to capture carbon dioxide from the atmosphere.

A recent study based on satellite-derived Normalized Difference Vegetation Index (NDVI)

data since 1982 found that the hemispheric extension of the photosynthetic growing season

between 2000 and 2008 was dominated by delayed termination, rather than earlier onset

(Jeong et al., 2011). During this period, autumn senescence was further delayed by 2.3 days



2.1. Introduction 11

presumably due to a recent amplification of late-season warming, whereas spring green-up fur-

ther advanced at a lower rate of 1.8 days due to a reduction of spring warming rates compared

with previous decades. Zhu et al. (2012) used a shorter version of the same satellite dataset and

a network of phenological observations through the period 1982-2006 to investigate changes in

the growing season in North America, where the lengthening has been driven almost exclusively

by a trend toward delayed termination since the 1980s (Piao et al., 2007). They found that

the strongest delay in senescence occurred during the last four years (2003-2006) of their study

period. The overall trends toward delayed senescence and extended growing season since 1982

were not statistically significant if these four years were excluded from trend analysis, indicating

a large contribution of the anomalies during this period to the long-term trend. However, a

comparison between the NDVI dataset used in these studies (GIMMS NDVIg) and a newer,

improved version (GIMMS NDVI3g) indicates that the strong autumn delay reported in these

studies appears to be in large part related to a calibration issue in the earlier NDVIg dataset

since around 2003 (see Chapter 3). Therefore, the magnitude of recent autumn delay based on

long-term satellite data remains uncertain.

The amplification of autumn warming and delayed termination of the growing season during

recent years may have important implications for the carbon balance of northern ecosystems.

Furthermore, in comparison with the 1980s and 1990s, temporal and spatial changes in the

growing season during the 2000s are still very uncertain because few studies span the complete

decade. This chapter examines recent spatial and temporal variation of the thermal growing

season in a longer-term context and its correlation with the timing of biospheric carbon uptake

across the Northern Hemisphere (north of 30oN). The specific aims are (i) to characterize the

spatio-temporal variability of the duration and the timing of the start and end of the thermal

growing season over the period 1950–2011 using an updated dataset of gridded daily temperature

and (ii) to investigate the relationship between these parameters and the timing and duration

of the period of biospheric carbon uptake based on in-situ measurements of atmospheric CO2

concentration at four high-latitude observing stations and simulated CO2 concentrations from

the CarbonTracker assimilation system (Peters et al., 2007). This work complements earlier

large-scale studies of the growing season as it spans some recent years not previously analyzed,

thus helping to reduce current uncertainties in growing season changes over the past decade and

their potential impact on the carbon balance of northern terrestrial ecosystems.
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2.2 Data and Methods

2.2.1 Temperature data and thermal growing season

The HadGHCND gridded dataset (2.75ox3.75o) of maximum and minimum daily temperatures

(Caesar et al., 2006) was used to derive daily mean temperature data over the period 1950-2011

at valid grid points on land areas north of 30oN, excluding Greenland. Missing values in the mean

temperature field, located principally after the year 2007 and at grid points in Siberia, Japan

and Scandinavia (Supplementary Figure A1), were imputed using the regularized expectation

maximization algorithm with truncated total least squares (Schneider, 2001). Given the large

size of the data matrix, this regularization scheme (RegEM-TTLS) was preferred because it is

computationally faster than the alternative scheme based on ridge regression (RegEM-Ridge).

Grid points with more than three years of missing data were discarded from analysis. For

convenience, data for February 29th in leap years were excluded, leaving 365 daily values for

each year. Earlier versions of this dataset have been used in previous studies of the climatological

growing season (Christidis et al., 2007) and extreme events (Caesar et al., 2006; Hamilton et al.,

2012).

The TIMESAT package (Jönsson & Eklundh, 2004) was used to compute the date of the

start (STS) and end (ETS) of the growing season for each grid point and year. First, each

seasonal cycle was smoothed using a double logistic fit to reduce noise associated with high

day-to-day variability. Then, the dates for STS and ETS were obtained from the points where

the smoothed cycle intersected a fixed temperature threshold of 5oC, which is a widely used

value for determining the boundaries of the thermal growing season at mid and high latitudes

(Frich et al., 2002). The length of the thermal growing season (LTS) was calculated as the

difference between ETS and STS. Warmer regions like western Europe and the Middle East

were masked out from further statistical analysis because the temperature threshold was too

low to derive continuous yearly time series of thermal growing season parameters in these areas.

Linear trends in the STS, ETS and LTS parameters were estimated over the period 1980–

2011 using the non-parametric Mann-Kendall trend test based on the Sen slope and a trend free

pre-whitening procedure (Yue et al., 2002) as implemented in the zyp R package (Bronaugh,

2009). This 32–year period was chosen to make the results of this study more comparable with

studies based on satellite data. The non-linear trend of the circumpolar averages of these param-

eters between 1950 and 2011 was estimated using a generalized additive mixed model (GAMM)

approach that allows modelling slowly varying trends by fitting a thin-plate spline to the time

series with a first-order autoregressive term for the residuals (Wood, 2006; Curtis & Simpson,

2014). Models were fitted with the mgcv R package (Wood, 2011) using restricted maximum

likelihood (REML: Wood, 2006) for smoothing parameter selection. Unlike simple linear trends,

this statistical technique fits a local rather than a global time series model that better describes

temporally varying trends in a time series.

In order to aid the visualisation of the spatial patterns of temperature and thermal growing

season linear trends over the forested regions of the study domain, the outline of the boreal

forests was computed using the latest version (Collection 5) of the MODIS IGBP land cover

classification map (Friedl et al., 2010) and woody fraction from MODIS Vegetation Continuous

Fields product (Townshend, 2011). All evergreen needleleaf, deciduous needleleaf and mixed
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forests north of 45oN with woody fraction greater than 30% were considered as boreal forest

(Xu et al., 2013).

2.2.2 Biospheric carbon uptake period

The seasonal cycle of atmospheric CO2 concentrations can be used as an integrated measure of

the net carbon exchange between the terrestrial biosphere and the atmosphere (Keeling et al.,

1996; Heimann et al., 1998). The annual cycle of the atmospheric CO2 concentration was used

to estimate the timing and duration of the biospheric carbon uptake period at Alert (82oN),

Point Barrow (71oN), Ocean Station M (66oN) and Shemya Island (53oN) observing stations

(GLOBALVIEW-CO2, 2011). Three of these stations are located in the Arctic and one in the

north Pacific so their seasonal cycles primarily reflect changes in carbon exchange (NEP) across

northern terrestrial ecosystems with little influence of ocean exchange, fossil fuel emissions and

tropical biomass burning (Randerson et al., 1997; Piao et al., 2008).

The curve-fitting procedures developed by Thoning et al. (1989) and implemented in the

CCGVU routine (available at: ftp://ftp.cmdl.noaa.gov/ccg/software/ ) were used to extract the

seasonal cycle from the monthly records. This algorithm decomposes the CO2 time series into

a long-term trend and seasonal and interannual components using a polynomial function and

a series of annual harmonics combined with a digital filtering technique based on Fast Fourier

Transform (FFT) and low-pass filters. The routine was run using a quadratic polynomial to

fit the trend, four annual harmonics for the seasonal component, and short and long frequency

cutoff parameters of 100 and 650 days in the FFT low-pass filtering in order to remove high-

frequency noise and isolate the trend component. These settings have been commonly used

in previous studies of long-term changes in the CO2 seasonal cycle (e.g., Thoning et al., 1989;

Buermann et al., 2007).

The output of this procedure is a time series of smoothed and detrended annual cycles of

the original data. The downward (upward) zero-crossing date of CO2 was determined as the

day when the atmospheric CO2 annual cycle crosses the zero line from positive (negative) to

negative (positive) values during spring (autumn). A sensitivity test showed that the relative

temporal variations in these parameters of the CO2 annual cycle are not affected by the choice

of the parameter values used in the curve-fitting and filtering procedure (Supplementary Figure

A2).

The downward (spring: SZC) and upward (autumn: AZC) zero-crossing dates have often

been used to derive the timing and duration of the net carbon uptake period (CUP = AZC – SZC)

for each year (e.g., Piao et al., 2008), though this is not strictly correct. If the annual cycle of

CO2 concentration at a high-latitude measuring station were controlled only by biospheric fluxes,

then the net CUP would run from the spring maximum in concentration to the late summer

minimum, rather than from the downward to upward zero-crossing times. Nevertheless, the

zero-crossing times and their difference were used here as surrogates for the onset, termination

and duration of the net CUP for two reasons. First, to allow easier comparisons with earlier

work. Second, because the timing of a zero-crossing can be determined more accurately than

the timing of a maximum or minimum, especially if they are broad and superimposed with

shorter-term variability. Because of this issue, the term biospheric carbon uptake rather than

net biospheric carbon uptake is used, though one might expect that an earlier maximum in
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CO2 concentration (e.g. due to the earlier onset of the net CUP) should be associated with an

earlier spring downward zero-crossing (and similarly for autumn). In other words, if the shape

of the seasonal cycle does not change significantly, then a relative change in the phase of the

cycle identified at one point (e.g. the maximum) will be matched by relative phase changes at

all other points (e.g. zero-crossings).

In order to examine the reliability of the four CO2 observing stations, column-averaged

CO2 mole fractions from the latest release of CarbonTracker (CT2010) were used to derive

spatial fields of zero-crossing dates for the period 2000–2009. CarbonTracker is a reanalysis of

the recent global surface land and ocean fluxes and the corresponding atmospheric CO2 mole

fractions estimated by assimilating surface flask measurements from the NOAA/ESRL network

and tall tower measurements using an Ensemble Kalman Filter technique (Peters et al., 2007,

2010). The underlying atmospheric transport model TM5 (Krol et al., 2005) with 25 vertical

layers is driven by meteorological data from the European Centre for Medium Range Weather

Forecasts (ECMWF). The global data of carbon dioxide mole fraction are available at 3-hour

time steps with 3ox2o horizontal resolution and 25 vertical levels. Daily column-averaged mole

fraction data for the free-troposphere (850–500 hPa or 1.2–5 km) were used. This corresponds

to levels 5 through 10 of the TM5 model before 2005 and levels 6 through 10 since 2006 due

to an improvement in the vertical resolution. CO2 concentration gradients in this layer result

from the exchange between the atmosphere and the land surface before subsequent transport

and atmospheric mixing by weather systems. The same procedure explained above was applied

to daily CO2 fields in order to extract the timing and length of the biospheric CUP for every

grid box.

Quantitative comparisons between the corresponding parameters of the thermal growing

season and biospheric carbon uptake were made using linear correlation analysis. The statistical

significance of correlations was estimated using a non-parametric random phase test with 1000

Monte-Carlo simulations (Ebisuzaki, 1997). This method ensures that the significances are

appropriate given the degrees of freedom associated with each of the time series being correlated.

Table 2.1: Mann-Kendall linear trends (Sen slope ± 1 s.e.) in the circumpolar and continental area-averaged
series of STS, ETS, LTS and spring (March-April) and autumn (September-October) temperatures between 1980-
2011. Trends in bold are significantly different from zero at p < 0.05 and an asterisk indicates that the coefficient
is also significant at p < 0.01.

Growing season (days · decade−1) Temperature (oC · decade−1)

Region STS ETS LTS Spring Autumn

Circumpolar -1.42 ± 0.62* 1.50 ± 0.77* 2.86 ± 1.31* 0.43 ± 0.24* 0.46 ± 0.17*
North America 0.53 ± 1.20 1.39 ± 1.21 1.15 ± 2.11 0.03 ± 0.48 0.42 ± 0.26*
Eurasia -2.25 ± 0.93* 1.59 ± 0.63* 4.00 ± 1.14* 0.50 ± 0.41* 0.41 ± 0.18*
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2.3 Results

2.3.1 Spring and autumn temperatures

Spring and autumn land temperatures have risen by about 1oC during the study period (Figure

2.1a–b). Spring temperatures have increased linearly since 1950 whilst autumn temperatures

have risen only since the late 1980s, with the strongest increase during the 2000s. On a mean

circumpolar scale, temperatures in spring and autumn have warmed at a similar rate of around

0.40oC per decade over the period 1980-2009 (Table 2.1). However, there is considerable spa-

tial variability in the temperature trends. Eurasia has warmed significantly in both spring

(0.50±0.41oC decade−1) and autumn (0.41±0.18oC decade−1), whereas in North America the

warming has been significant only during autumn (0.42±0.26oC decade−1).

In general, since 1980 spring surface warming has been significant across Europe, northern

Canada and most of the mid and high latitudes of Eurasia, while spring temperatures have either

cooled or not warmed significantly in the region located between 30oN and 70oN in central and

western North America (Figure 2.1c). Autumn has also warmed significantly across mid and

high latitudes of Eurasia and most of the boreal regions in North America but not in Europe

(Figure 2.1d). At the biome level, spring warming has not been significant over the circumpolar

boreal forests, although the Eurasian boreal forest has experienced more spring warming than

its counterpart in North America, which has cooled in the western part of the continent (Figure

2.1c). The boreal forest and tundra of eastern North America, Alaska and western Russia have

experienced strong and significant autumnal warming (Figure 2.1d). The only northern region

that has warmed significantly during spring and autumn is the coastal tundra in eastern Siberia.

2.3.2 Variability of the thermal growing season

During the study period there is a general long term trend toward earlier and longer-lasting

growing seasons until the first half of the 2000s, when an unprecedented period of delayed

termination began and further extended the growing season by an amount similar to the advance

in the beginning (Figure 2.2a–c). This recent shift in termination of about 4 days resulted from

a sustained increase in autumn temperatures of around 1oC during the second half of the 2000s

(Figure 2.1b). The combination of earlier STS with the recent shift toward delayed ETS has

resulted in the longest thermal growing seasons during the study period, particularly in Eurasia

(Figure 2.2c). At the circumpolar scale, the thermal growing season has extended by a week

since 2005, following an initial extension of about 5 days during the 1990s. It has lengthened at

a rate of 2.86±1.31 days per decade since 1980, as a result of significant trends toward advanced

STS (-1.42±0.62 days decade−1, p < 0.01) and delayed ETS (1.5±0.77 days decade−1, p < 0.01)

during the same period (Table 2.1). The overall lengthening has been larger in Eurasia (4.0±1.14

days decade−1, p < 0.01) associated with significant changes in both STS and ETS, but the

lengthening in North America (1.15±2.11 days decade−1, p > 0.05) has not been statistically

significant (Table 2.1).

The spatial pattern of trends in LTS over the period 1980-2011 shows that the extension of the

thermal growing season has been significant across most of Asia, eastern Europe, Alaska and the

far north of Canada, including most of the boreal forest and tundra occurring in these regions
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Figure 2.1: Temporal variability (a-b) and Mann-Kendall linear trends (c-d) of spring (March-April) and autumn
(September-October) mean surface air temperature from the HadGHCND dataset. Area-averaged time series
north of 30oN are shown for North America (NAM, red), Eurasia (EURA, blue) and the entire circumpolar region
(CP, black). In the left panels, the smoothed black lines denote the non-linear trend of the circumpolar averages
and the period 2000–2011 is highlighted with gray shading. Linear trends shown in the maps correspond to the
Sen slope computed over the period 1980–2011. Grid boxes with significant trends (p < 0.05) are indicated by
black crosses, whilst areas excluded from analysis due to permanent ice cover and missing data are shown in gray.
The spatial extent of the boreal forest is indicated by the black polygons.

(Figure 2.2f). Significant advance in STS has driven the extension across most of Asia and

Europe (Figure 2.2d), whereas in Alaska and northern Canada the extension has been dominated

by significant trends toward delayed ETS (Figure 2.2e). Although not statistically significant,

in the region of the boreal forest in central and western North America the thermal growing

season length has decreased because spring and autumn cooling has produced a moderate delay

in STS and no change in ETS. The continental average in ETS (Figure 2.2b) is dominated by

trends in Alaska and northern Canada.

2.3.3 Carbon uptake period and thermal growing season

2.3.3.1 Observing stations

Most CO2 observing stations began recording during the second half of the 1980s and all of them

have data spanning the period 1987 to 2009 (Table 2.2), which was chosen as the common period

of analysis. The timing of CO2 zero-crossing dates and the resulting length of the biospheric

CUP vary considerably from year to year (Figure 2.3b–d), but there are no significant trends

during the period 1987-2009 (Table 2.2). In a longer term context, Point Barrow shows a

clear trend toward advanced SZC (-1.5±0.84 days decade−1, p < 0.001) and AZC (-1.6±1.53
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Figure 2.2: Temporal variability (a-c) and Mann-Kendall linear trends (d-f) of the start (STS), end (ETS) and
length (LTS) of the thermal growing season. Area-averaged time series north of 30oN are shown for North America
(NAM, red), Eurasia (EURA, blue) and the circumpolar region (CP, black). In the left panels, the smoothed
black lines denote the non-linear trend of the circumpolar averages and the period 2000–2011 is highlighted with
gray shading. Linear trends shown in the maps correspond to the Sen slope computed over the period 1980–2011.
Grid boxes with significant trends (p < 0.05) are indicated by black crosses, whilst areas excluded from analysis
due to permanent ice cover and missing data or discontinuous time series of thermal growing season parameters
are shown in gray. The spatial extent of the boreal forest is indicated by the black polygons.

days decade−1, p < 0.05) since 1972 but the length of the CUP does not show any significant

concurrent long-term trend as a result of relatively parallel advances in the zero-crossing dates.

The interannual variability of zero-crossing dates is more coherent between stations in spring

than in autumn (Figure 2.3), indicating a larger and more consistent spatial footprint of vari-

ations in biospheric carbon exchange during spring. Over the period 1987-2009, variations in

the timing of SZC at the four stations are strongly and positively correlated with circumpolar

anomalies in STS (r = 0.66 to 0.70, p < 0.05), despite a strong continental contrast in the

magnitude of the correlations (Table 2.3). This indicates that earlier STS is associated with
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Table 2.2: Mann-Kendall linear trends (Sen slope ± 1 s.e.) of zero-crossing dates and length of CUP between
1987–2009 at four monitoring stations from the global NOAA-ERSL air-sampling network (Alert, Point Barrow,
Station M and Shemya Island). None of the trends is significantly different from zero at p < 0.05.

Zero-crossing dates (days · decade−1) CUP

Station Location Period Spring (SZC) Autumn (AZC) (days · decade−1)

ALT 82.5oN – 62.5oW 1986-2009 -0.50 ± 1.60 -0.03 ± 2.68 0.38 ± 2.50
BRW 71.3oN – 156.6oW 1972-2009 -0.82 ± 1.88 0.68 ± 3.36 0.66 ± 3.97
STM 66.0oN – 2.0oE 1983-2009 -1.14 ± 1.36 -3.11 ± 3.40 -1.63 ± 3.43
SHM 52.7oN – 174.1oE 1987-2009 -1.79 ± 2.12 -0.87 ± 2.89 -0.01 ± 2.72

earlier biospheric carbon uptake. Figure 2.4a–d illustrates the good agreement between time

series of SZC and circumpolar STS over the full length of the individual station records. Note

that the agreement is strong not only for interannual anomalies but also for longer-term decadal

features, especially in the longer station records. For instance, it is clear that the circumpolar

trend toward earlier STS is consistent with the long-term variability of SZC at Point Barrow

since 1972 (r = 0.64, p < 0.05; Figure 2.4b). The continental contrast in the associations was

further examined using a spatial correlation analysis (Figure 2.1a–d), which reveals that the

stations share a very similar STS spatial footprint with significant correlations across most of

Eurasia and poor correlations over North America. This suggests that the springtime biospheric

signal in the atmosphere at high northern latitudes is dominated by temperature-induced varia-

tions in the timing of biospheric uptake over Eurasia. Regression analysis between SZC for the

four station records combined and STS averaged over Eurasia during 1987-2009 indicates that

the timing of net spring carbon uptake at high-northern latitudes advanced by 0.61±0.09 days

for each day of advance in STS over Eurasia. The slope of the relationship is practically zero

when using STS averaged over North America, consistent with the poor correlations observed

in Table 2.3. Point Barrow, in Alaska, is the only station where SZC is moderately correlated

with STS in North America (r = 0.30, p > 0.05), although over a small region near the station

(Figure 2.5b).

Table 2.3: Correlations between the timing and duration of the biospheric carbon uptake period at each CO2

monitoring station and the timing and duration of the thermal growing season averaged over North America
(NAM), Eurasia (EURA) and the the circumpolar region (CP) between 1987–2009. Correlations in bold are
significant at p < 0.05 and the asterisk indicates that the coefficient is also significant at p < 0.01. The significance
of the correlations was estimated using a non-parametric random phase test with 1000 Monte-Carlo simulations.

STS vs SZC ETS vs AZC LTS vs CUP

Station NH NAM EURA NH NAM EURA NH NAM EURA

ALT 0.66 0.01 0.74 -0.61* -0.59* -0.36 -0.28 -0.51* 0.08
BRW 0.65 0.30 0.52 -0.41 -0.43* -0.23 -0.24 -0.32 0.02
STM 0.70 -0.03 0.71 -0.12 0.12 -0.21 0.18 0.35 0.07
SHM 0.61 -0.20 0.82 -0.26 -0.25 -0.23 0.01 -0.42 0.32

In contrast to spring, variations of zero-crossing date in autumn are negatively correlated with

circumpolar and continental anomalies in ETS (Table 2.3). Correlations are slightly stronger

and more significant in North America than in Eurasia, but the continental contrast in the

magnitude of correlations is not as strong as in spring. Practically all stations show a negative

correlation, with two out of four stations displaying statistically significant correlations with ETS

averaged over North America and the hemisphere (r = -0.41 to -0.61, p < 0.05). This implies

that delayed ETS or prolonged thermal growing season is associated with earlier termination of
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Figure 2.3: Interannually detrended seasonal cycle of atmospheric CO2 (a) and time series of spring zero-crossing
dates (b), autumn zero-crossing dates (c), and length of the carbon uptake period (d) at high-latitude monitoring
stations (ALT, BRW, STM and SHM) of the global NOAA-ERSL air-sampling network.

biospheric carbon uptake at high northern latitudes.

A comparison between the time series of AZC and circumpolar ETS shown in Figure 2.4e–h,

however, indicates that the shift toward delayed ETS during the second half of the 2000s is not

associated with an increased advance in AZC as might be expected. Indeed, it appears that

during this recent period there is a decoupling in the relationship between AZC and ETS. Before

2005, the interannual and longer-term variability of ETS and AZC agree relatively well. The

circumpolar trend toward delayed ETS is consistent with a long-term advance in AZC at Point

Barrow since 1972 (r = -0.39, p < 0.05 for 1972-2009; Figure 2.1f). Spatial correlations show

predominantly negative correlations over large regions of Eurasia and North America but, unlike

spring, the spatial footprints of the station records are quite variable and display fewer common

regional features (Figure 2.5e–h).

As a result of the opposite biospheric responses to variations at the margins of the thermal

growing season, the length of the biospheric CUP is not consistently correlated with LTS (Table

2.3, Figure 2.4i–l). However, LTS averaged over North America is negatively and significantly

correlated with CUP at Alert, in the eastern Arctic (r = -0.51, p < 0.01), and Shemya Island,

in the North Pacific (r = -0.42, p < 0.05). The spatial correlation maps for these stations show
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Figure 2.4: Comparison of circumpolar time series of STS (a-d), ETS (e-h) and LTS (i-l) with SZC, AZC
and length of the biospheric CUP at each monitoring station. ETS (e-h) and LTS (i-l) time series are plotted
inverted to aid visual comparison with AZC and CUP. The correlation between the series over their common
period is indicated in each plot and significant correlations (p < 0.05) are indicated by an asterisk. The vertical
gray shading in the middle and right panels highlights the period of strong autumn warming and delay in ETS
between 2005–2011.

that this is due to a relatively large area of significant association centred on the north-eastern

part of the continent (Figure 2.5i,l). Overall, the results show that LTS does not equate with

biospheric CUP because of the contrasting biospheric responses at the margins of the thermal

growing season.

2.3.3.2 CarbonTracker

The spatial footprints of the relationships found between the timing of the thermal growing

season and biospheric CUP at the four CO2 observing stations were examined using the CO2
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Figure 2.5: Correlation of the time series of timing (a-d and e-h) and duration (i-l) of the biospheric carbon
uptake period at each monitoring station (black dot) with gridded fields of timing and duration of the thermal
growing season for the period 1987-2009. The significance of the correlations at each grid box was estimated
using a non-parametric random phase test with 1000 Monte-Carlo simulations and grid boxes with significant
correlations (p < 0.05) are indicated by black crosses. Grid boxes excluded from analysis due to permanent ice
cover, missing data or discontinuous time series of growing season parameters are shown in gray.
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zero-crossing fields based on free-tropospheric CO2 concentrations as represented by Carbon-

Tracker between 2009 and 2010. The interannual variability of zero-crossing dates at the ob-

serving stations and co-located grid boxes of CarbonTracker agree better in spring than in

autumn (Supplementary Figure A4). This suggests that, at least at the location of the observ-

ing stations, the seasonal cycle simulated by CarbonTracker tends to better capture the greening

signal in spring and the concurrent onset of biospheric carbon uptake than it does the process

of senescence and carbon release in autumn. However, a comparison of variations in the timing

of the thermal growing season at continental and circumpolar scales with zero-crossing dates

averaged over high northern latitudes shown in Figure 2.6, confirms most of the features seen in

the correlations based on data from observing stations. The timing of high-latitude SZC from

CarbonTracker is positively correlated with anomalies in STS averaged over Eurasia and the

circumpolar region but poorly correlated with STS over North America. This is consistent with

the results based on the observed station records shown in Table 2.3, and reinforces the finding

that temperature-driven variations in biospheric activity over Eurasia dominate the biospheric

signal in the atmosphere at high northern latitudes during spring.

Figure 2.6: Comparison of continental and circumpolar time series of STS (a-c), ETS (d-f) and LTS (g-i) with
zero-crossing dates and length of biospheric CUP derived from CT2010 and averaged over latitudes north of
55oN. Time series of ETS and LTS are plotted inverted to aid visual comparison with AZC and biospheric CUP.
Correlations are indicated in each plot and significant coefficients (p < 0.05) are indicated by an asterisk.

Also in agreement with the station records, Figure 2.6 shows that variations in high-latitude

AZC from CarbonTracker are negatively correlated with circumpolar and continentally averaged

ETS. However, correlations are clearly stronger with ETS averaged over Eurasia. This autumnal

continental contrast is not as clear at the observing stations (Table 2.3). On the other hand,

some degree of disagreement between the anomalies of AZC and ETS during recent years (Figure

2.6d–f) appears to be consistent with the apparent decoupling in the relationship between AZC

and ETS observed at the stations during the second half of the 2000s (Figure 2.4e–h), although

this could also be due to the change in vertical resolution of the TM5 transport model in 2006.

Thus, CarbonTracker zero-crossing data confirm the relationships found at the observing stations
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and suggest a dominant role of Eurasian biospheric activity on variations in CO2 concentration

in the atmosphere not only during spring but also during autumn.

Figure 2.6 also shows a continental contrast in the the relationship between the length of the

biospheric CUP and LTS. The correlation is negative and stronger with LTS averaged over North

America and positive but weak with LTS averaged over Eurasia. Although the relationship

between LTS and length of the biospheric CUP was not consistent for all the stations, this

negative correlation over North America is consistent with the significant negative correlations

seen in the Alert and Shemya Island station records (Table 2.2).
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2.4 Discussion

2.4.1 Recent changes in temperature and thermal growing season

Northern Hemisphere land surface temperature has increased by 0.32±0.08oC per decade over

the period 1979–2005, with the largest increases during winter and spring (Trenberth et al.,

2007). Rising temperatures during this period have resulted in a large-scale pattern of

earlier and longer-lasting growing seasons seen in many vegetational and biophysical indi-

cators (Keeling et al., 1996; Myneni et al., 1997; Menzel & Fabian, 1999; Zhou et al., 2001;

Linderholm, 2006; Piao et al., 2006a; Christidis et al., 2007; Piao et al., 2007). Recent updates

of the instrumental temperature record show that the rate of warming slowed between 2005 and

2008, where global surface temperatures declined by around 0.2oC, but increased again during

2009 and 2010 (Kaufmann et al., 2011). This resulted in little overall warming during the past

decade.

The results of this study indicate that during this recent period the warming signal has

weakened in spring but strengthened in autumn (Figure 2.1). On a circumpolar scale, autumn

temperatures during the past decade have been the warmest since 1950 and have increased by

up to about 1oC above the mean from 2005 until the end of the record in 2011. This change in

the pattern of seasonal warming has resulted in a symmetrical extension of the thermal growing

season during the second half of the 2000s, in contrast to previous decades where the extension

was dominated by earlier springs (e.g., Linderholm, 2006; Christidis et al., 2007). On average,

circumpolar STS has advanced by 4.0 days since 2005 while ETS has shifted later by 4.3 days,

resulting in an unprecedented extension of the thermal growing season by 8.4 days (Figure 2.2).

This result is in line with recent findings of phenological studies based on long-term satellite

NDVI data showing reduced rates of advance in spring greening, but increased delay in vegetation

senescence and extended growing season during the past decade (Jeong et al., 2011; Piao et al.,

2011; Zhu et al., 2012; Zeng et al., 2011).

Previous studies have reported that the rate of extension of the nominal growing season

between the 1980s and early 2000s has been more pronounced in Eurasia than North America

(Piao et al., 2007), mirroring differences in magnitude and timing of seasonal warming. Earlier

beginning due to greater warming in spring has driven the extension in Eurasia, whereas in North

America the extension has been dominated by delayed senescence associated with greater autumn

warming (Piao et al., 2007). However, during recent years the extension of the thermal growing

season in Eurasia has been caused by a combination of significantly advanced STS and delayed

ETS, resulting from significant spring and autumn warming trends (Table 2.1). An earlier

modelling study by Piao et al. (2007), found that during the period 1980-2002 autumn delay

did not contribute to the extension of the growing season in Eurasia as a result of insignificant

autumn warming. The contrast with the results presented here shows the importance of recent

autumn warming in the overall trend. In North America, the rate of extension of the thermal

growing season has been significant only at high-northern latitudes and driven exclusively by

delayed ETS, resulting from significant autumn warming in this region. Unlike Eurasia, most

of North America has experienced a slight spring cooling during recent decades, precluding any

advance in STS. This climate feature has been associated with reduced photosynthetic activity

and reversal of a former spring greening trend in the region (Wang et al., 2011), which coincides
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with some degree of delay in spring green-up (Zhu et al., 2012) and timing of STS (Figure 2.2d).

Regionally, recent autumn warming and the associated delay in ETS have been stronger

in central Asia, Alaska and eastern North America (Figures 2.1 and 2.2). A similar spatial

pattern of seasonal warming was found by Jeong et al. (2011) using NCEP/NCAR reanalysis

temperature and satellite NDVI data (GIMMS NDVIg) through 2008. Furthermore, they found

that increased late-season temperatures in these regions have been associated with a concurrent

shift toward delayed timing of vegetation senescence. In the North American tundra, Zhu et al.

(2012) found that the extension of the growing season based on NDVI data has been driven

exclusively by delayed vegetation senescence, particularly from 2003 until the end of their dataset

in 2006. Although they did not discuss the role of temperature changes in their results, the

results presented here indicate that this is the only region of North America that has undergone

significant autumn warming (Figure 2.1d) and extension of the thermal growing season during

recent decades (Figure 2.2f). However, as discussed earlier in this chapter, the magnitude of the

autumnal NDVI change reported in these two earlier studies is uncertain due to an apparent

quality issue recently detected in the GIMMS NDVIg dataset since 2003 (see Chapter 3 for

details).

In northwest China, significant delay in ETS since 1980 (Figure 2.2e) is consistent with the

findings of a recent study based on daily temperature from local meteorological stations, showing

a significant contribution of autumn delay to the extension of the thermal growing season across

the region (Jiang et al., 2011).

2.4.2 Biospheric response

Interannual variations in the timing of the seasonal cycle of atmospheric CO2 at high northern

latitudes integrate large-scale changes in boreal growing season and associated impacts on the

balance between photosynthetic drawdown and respiratory release of CO2 by northern terrestrial

ecosystems (Keeling et al., 1996; Randerson et al., 1997; Heimann et al., 1998). The downward

spring zero-crossing point of the detrended annual cycle of CO2 is used as a surrogate (see

discussion in Section 2.2.2) for the timing of the seasonal switch of the biosphere from a net

carbon source to a sink, while the upward autumn zero-crossing point is used similarly for the

return to a net carbon source (e.g. Piao et al., 2008). Thus, zero-crossing dates are indicative of

variations in the period when the biosphere acts as a net carbon sink during the boreal growing

season.

Variations in the simple indices of thermal growing season (STS and ETS) correlate sig-

nificantly with variations in zero-crossing dates at high northern latitudes, but the sign of the

relationship is opposite at the two margins of the growing season (Table 2.3). Earlier thermal

growing seasons (warm springs) are consistently associated with earlier biospheric carbon up-

take while, in contrast, delayed termination of the thermal growing season (warm autumns) is

generally associated with earlier net biospheric carbon release. This means that the length of the

thermal growing season is not equivalent to the period of biospheric carbon uptake. These large-

scale relationships between the temperature-defined growing season and the biospheric carbon

uptake period are consistent among stations (Figure 2.4), and are confirmed by high-latitude

(north of 55oN) daily fields of CO2 concentration in the free-troposphere as simulated by the

CarbonTracker assimilation system (Figure 2.6).
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A similar seasonal contrast between spring (March-May) and autumn (September-November)

temperatures and the timing of CO2 zero-crossing dates was found recently by Piao et al. (2008)

in a set of ten observing stations with long and continuous CO2 records between 20oN and 82oN,

including Alert and Point Barrow. They mechanistically attributed the negative correlation

between temperature and CO2 zero-crossing in autumn to a larger stimulation of ecosystem

respiratory release than photosynthetic drawdown of CO2 by warmer temperatures and delayed

vegetation senescence. This mechanism requires a higher temperature sensitivity of respiration

than photosynthesis in autumn. They estimated a regional temperature sensitivity of 5 gC

m−2 oC−1 and 2.5 gC m−2 oC−1 for ecosystem respiration and photosynthesis, respectively.

On the other hand, they attributed the positive correlation between temperature and CO2

zero-crossing in spring to a larger stimulation of photosynthesis than ecosystem respiration by

warmer temperatures, in agreement with earlier studies (Keeling et al., 1996; Myneni et al.,

1997; Randerson et al., 1997, 1999; Piao et al., 2007). These contrasting ecosystem responses to

temperature are the most likely cause of the correlations observed between the thermal indices

and the timing of biospheric carbon uptake, as the threshold-based thermal growing season

depends completely on spring and autumn temperatures.

Several studies have reported significant trends toward earlier spring and autumn CO2 zero-

crossing dates during recent decades, with changes of around 2 to 4 days per decade and larger

changes in autumn (Keeling et al., 1996; Randerson et al., 1997; Piao et al., 2008; Thompson,

2011). The study by Piao et al. (2008) also highlighted a trend toward shorter net carbon

uptake period from 1980 to 2002 owing to a larger advance in autumn zero-crossing as a result

of rising autumn temperatures. In contrast to these earlier studies, the present study found

that variations in zero-crossing dates and biospheric carbon uptake period at the high-latitude

observing stations are characterized by the absence of significant long-term trends during the

last two decades (Table 2.2). This is likely due to differences in the time-frame of this study, as

zero-crossing dates at the observing stations closely follow large-scale variations in the timing

of the thermal growing season (Figure 2.4) and trend coefficients, even when not significant, are

nearly all negative. Considering a longer time-frame between 1972 and 2009, Point Barrow shows

significant long-term trends toward earlier zero-crossing in spring and autumn. Furthermore,

results from Piao et al. (2008) indicate that the magnitude of the trends in zero-crossing dates

and carbon uptake period from 1980 to 2002 are stronger at mid latitudes and relatively weak

at high latitudes. This may also explain in part the lack of significant trends found in this study

between 1987 and 2009.

An examination of the temporal variability of zero-crossing dates and timing of the thermal

growing season suggests that the relationship between the timing of autumn zero-crossing and

the termination of the thermal growing season may have decoupled during the second half of the

2000s, with a shift toward later termination of the thermal growing season. This apparent change

in the relationship might be caused by some bias in the HadGHCND temperature dataset during

recent years due to the imputation of missing temperature data in a fraction of grid boxes (Sup-

plementary Figure A1). However, if this were true a similar bias in spring would be expected,

and clearly this is not the case. Also, the magnitude of circumpolar temperature anomalies in

spring and autumn are highly consistent with the CRUTS3.1 dataset (Mitchell & Jones, 2005,

Supplementary Figure A3). Comparisons of HadGHCND with two other datasets representing
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changes in cold and warm days and nights also show good agreement on the global scale (Lisa

Alexander, pers. comm.). Therefore, it seems unlikely that this apparent change in the relation-

ship is associated with biases in the temperature data. It may be related to the influence of other

natural or anthropogenic factors on summer or late growing season carbon fluxes that may have

modulated the overall biospheric response to recent autumn warming. The role of the ocean and

other factors (e.g., soil moisture, CO2 and nitrogen fertilization, ecosystem disturbances) that

could critically influence the autumn zero-crossing time during recent years warrants further

research but is beyond the scope of this study.

Correlation analysis indicates that biospheric activity over Eurasia dominates variations in

CO2 concentration in the atmosphere at high northern latitudes during spring and apparently

also during autumn. In part, this is due to the larger size of Eurasia but also may reflect

continental differences in the strength of the carbon sink. During recent decades, the carbon

sink has been stronger in Eurasia than in North America (Denman et al., 2007). This has been

associated with stronger vegetation greening trends and lengthening of the growing season in

Eurasia because of larger rates of warming, particularly in spring (Zhou et al., 2001; Piao et al.,

2007, 2011; Jeong et al., 2011).

Further warming due to ongoing climate change is expected to result in longer growing

seasons until internal physiological factors and other environmental cues (e.g., photoperiod or

reduced soil water availability) limit photosynthesis. Climate model projections indicate that

on a hemispheric scale the length of the thermal potential growing season will increase by more

than a month by the end of the twenty-first century, due to a major shift of the annual cy-

cle toward higher temperatures (Tebaldi et al., 2006; Christidis et al., 2007; Meehl et al., 2007;

Ruosteenoja et al., 2011). In addition, delayed termination (i.e., autumnal extension) will be-

come increasingly important in the lengthening of the thermal growing season during the course

of this century (Christidis et al., 2007). This may result in increased rates of soil respiration in

autumn and further decrease the length of the net carbon uptake period in northern ecosystems.

However, the results of this study suggest that the overall response of the biosphere to autum-

nal temperature changes is more complex compared with spring and appears to be strongly

modulated by other environmental factors not investigated here.
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2.5 Conclusions and outlook

An updated dataset of gridded daily temperature and atmospheric CO2 concentration data from

high-latitude observing stations and CarbonTracker were used to characterize recent spatiotem-

poral variability of the thermal growing season across the Northern Hemisphere in a long-term

context from 1950 to 2011 and to examine its correlation with the period of biospheric carbon

uptake. The main conclusions of this Chapter are summarised as follows:

� The length of the thermal potential growing season has increased significantly since 1950,

but most of the increase has taken place during the last three decades (1980-2011) and

across Eurasia.

� Unprecedented autumn warming during the second half of the 2000s has resulted in a

change from asymmetrical to symmetrical extension of the thermal growing season due

to a shift toward later termination. This is broadly consistent with the findings of recent

studies based on long-term NDVI data showing a shift toward delayed growing season in

the Northern Hemisphere during the past decade. The analyses here have also shown that

earlier start together with further delay in termination during the second half of the 2000s

have resulted in the longest thermal growing seasons since 1950.

� Earlier thermal growing season is associated with earlier onset of biospheric carbon uptake,

whereas delayed termination of the thermal growing season, rather than being associated

with prolonged biospheric carbon uptake, is associated with earlier termination of bio-

spheric carbon uptake. Thus the length of the thermal growing season is not equivalent to

the length of the biospheric carbon uptake period and the current extension in potential

growing season length has not led to an extended period of biospheric carbon uptake. This

result is consistent with the findings of Piao et al. (2008) showing increased ecosystem car-

bon losses during warm autumns over the period 1980–2002. However, in contrast to this

earlier study there were no statistically significant trends toward shorter carbon uptake

period over the period of analysis 1987–2009.

� Unlike earlier decades, the strong delay in termination of the thermal growing season owing

to unprecedented autumn warming during the second half of the 2000s was not associated

with a concurrent increase in the advance of the termination of biospheric carbon uptake.

This has led to an apparent decoupling in the negative relationship between autumn zero-

crossing dates and the timing of the termination of the thermal growing season during the

later part of the past decade. The underlying cause of this change in ecosystem response

warrants investigation using a modelling approach to attempt to disentangle the relative

influence of different possible causal factors.

The results of this study raise new research questions regarding the response of northern

ecosystems to warming in spring and autumn. First, further investigation of how thermal grow-

ing season changes relate to interannual and longer-term changes in the timing of spring thaw,

snow melt and autumn freeze is required for a more mechanistic interpretation of how these sim-

ple thermal indices are associated with physical controls on ecosystem function and phenology.

Second, in order to better understand the contrasting biospheric response to the extension of



2.5. Conclusions and outlook 29

the thermal potential growing season in spring and autumn it is necessary to establish to what

extent vegetation photosynthetic activity (i.e., actual growing season) across the major north-

ern biomes is tracking the ongoing spring and autumn warming. Lastly, the biospheric response

integrated over the whole growing season should be investigated to assess the net impact of

spring and autumnal ecosystem responses identified in this study. These research questions are

addressed in the study presented in the following chapter by exploring the associations between

the thermal indices described here and the variability in multiple cryospheric, biospheric and

vegetation parameters.





Chapter 3

Changes in the vegetation growing

season and the annual cycle of

atmospheric CO2 at high northern

latitudes from 1950 to 2011

Abstract

The thermal indices developed in the previous chapter are combined with satellite and

other ground observations to study the long-term links between multiple climate (air tem-

perature and cryospheric dynamics) and vegetation (greenness and atmospheric CO2 con-

centrations) indicators of the growing season of northern ecosystems (>45oN) and their

connection with the carbon cycle during 1950–2011. During the last three decades, the ther-

mal potential growing season has lengthened by about 10.5 days (p < 0.01, 1982–2011),

which is unprecedented in the context of the past 60 years. The overall lengthening has been

stronger and more significant in Eurasia (12.6 days, p < 0.01) than North America (6.2 days,

p > 0.05). The photosynthetic growing season, based on the seasonal cycle of vegetation

greenness, has closely tracked the pace of warming and extension of the potential growing

season in spring, but not in autumn when other factors such as light and moisture may con-

strain photosynthesis. The autumnal extension of the photosynthetic growing season since

1982 appears to be only about half that of the thermal potential growing season, yielding a

smaller lengthening of the photosynthetic growing season (6.7 days at hemispheric scale, p

< 0.01). Nevertheless, when integrated over the growing season, photosynthetic activity has

closely followed the interannual variations and warming trend of cumulative growing season

temperatures. This lengthening and intensification of the photosynthetic growing season,

principally over Eurasia rather than North America, is associated with a long-term increase

(22.2% since 1972, p < 0.01) in the amplitude of the CO2 annual cycle at northern lati-

tudes. The springtime extension of the photosynthetic and potential growing seasons has

apparently stimulated earlier and stronger net CO2 uptake by northern ecosystems, while

the autumnal extension is associated with an earlier net release of CO2 to the atmosphere.

These contrasting responses may be critical in determining the impact of continued warming

on northern terrestrial ecosystems and the carbon cycle.

Manuscript published as: Barichivich, J., K. R. Briffa, R. Myneni, T. J. Osborn, T. Melvin, P. Ciais, S. Piao
and C. Tucker (2013), Large-scale variations in the vegetation growing season and annual cycle of atmospheric
CO2 at high northern latitudes from 1950 to 2011, Global Change Biology, doi: 10.1111/gcb.12283.
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3.1 Introduction

The seasonal photosynthetic dynamics of northern vegetation are tightly coupled to the timing

and duration of the warm season and associated snow-free and non-frozen ground conditions

(Goulden et al., 1998; Nemani et al., 2003). The instrumental temperature record shows con-

vincingly that northern terrestrial ecosystems have experienced the largest warming rates on

the globe during recent decades, particularly in winter and spring (Trenberth et al., 2007).

Warming has shifted the timing of the seasonal warmth earlier in spring and later in au-

tumn (Burrows et al., 2011; Barichivich et al., 2012), reducing snow cover duration and ex-

tending the length of the vegetation growing season (Keeling et al., 1996; Myneni et al., 1997).

In these regions, phenology controls the seasonal onset and ending of the carbon uptake pe-

riod, thereby directly affecting net ecosystem carbon balance (Goulden et al., 1998; Barr et al.,

2009; Richardson et al., 2010) and the exchange of water and energy with the atmosphere

(Peñuelas et al., 2009).

Earlier and longer growing seasons are generally associated with increased ecosystem car-

bon sequestration because more days are available for carbon uptake and biomass growth

(Richardson et al., 2010). In some instances, however, earlier spring growth advances soil water

depletion, which counteracts higher early spring carbon assimilation through the enhancement

of mid-summer drought conditions (White & Nemani, 2003; Angert et al., 2005; Hu et al., 2010;

Buermann et al., 2013). While the extension of the growing season in autumn prolongs photo-

synthesis in some vegetation types despite decreasing radiation levels, the net impact on seasonal

ecosystem carbon balance is not always positive as soil respiration tends to increase more than

photosynthesis (Piao et al., 2008).

The warming-driven lengthening of the vegetation growing season by about 7 to 12 days

during the 1980s and 1990s has produced a strong seasonal advance and increase in terres-

trial photosynthetic activity at northern latitudes (Myneni et al., 1997; Zhou et al., 2001). This

has led to a substantial phase advance and magnification of the peak-to-trough amplitude of the

atmospheric CO2 annual cycle during this period (Keeling et al., 1996). Together, these observa-

tions suggest a significant influence of large-scale vegetation phenology on the terrestrial carbon

sink that has also been indicated in modelling studies (Randerson et al., 1999; Lucht et al., 2002;

Piao et al., 2007).

Large-scale variations in the duration and intensity of the vegetation growing season across

the extratropical Northern Hemisphere have been widely studied using a range of approaches

(Linderholm, 2006; Cleland et al., 2007), but estimates are typically restricted to the satellite

period over the last three decades. Most assessments of long-term changes in the seasonal photo-

synthetic dynamics at these large spatial scales have relied on the satellite record of Normalized

Difference Vegetation Index (NDVI) derived from Advanced Very High Resolution Radiome-

ter (AVHRR) observations from 1981 to the present (e.g., James & Kalluri, 1994; Los et al.,

1994; Tucker et al., 2005). Since the study by Myneni et al. (1997), the continuous analysis

of this satellite record has shown a picture of progressively earlier, longer and more produc-

tive growing seasons throughout most of the northern vegetated lands during the 1980s and

1990s (e.g., Zhou et al., 2001; Tucker et al., 2001; Dye & Tucker, 2003; Nemani et al., 2003;

Piao et al., 2006a; Julien & Sobrino, 2009; White et al., 2009; Bhatt et al., 2010; Jeong et al.,
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2011; Xu et al., 2013), followed by a weakening or reversal of some of these trends during the

2000s (Angert et al., 2005; Goetz et al., 2005). Independent studies based on satellite observa-

tions of snow cover (Dye & Tucker, 2003; Grippa et al., 2005) and freeze-thaw dynamics extend-

ing back to 1979 (Smith et al., 2004; Kimball et al., 2004; Zhang et al., 2011; Kim et al., 2012)

have confirmed the general advance and extension of the vegetation growing season at northern

latitudes.

The satellite observed changes in the duration and intensity of the vegetation growing

season are broadly consistent with ground-based observations of local phenology and surface

air temperature (e.g., Jones & Briffa, 1995; Parmesan & Yohe, 2003; Menzel et al., 2003, 2006;

Schwartz et al., 2006), atmospheric CO2 concentrations (Keeling et al., 1996; Piao et al., 2008),

and spatially continuous gridded fields of daily surface air temperatures (Christidis et al., 2007;

Barichivich et al., 2012) extending back to the mid-20th century. However, only limited anal-

yses of multiple long-term climate and vegetation variables exist at continental or hemispheric

scales (e.g., Dye & Tucker, 2003; Bunn et al., 2005; White et al., 2009; Wu et al., 2012). Studies

comparing changes in vegetation and climate seasonality at these large spatial scales are needed

to assess the extent to which vegetation and terrestrial ecosystems are tracking the pace of the

rapid climatic warming and concomitant changes in seasonality (Burrows et al., 2011; Xu et al.,

2013), particularly in spring and autumn. The relative responses of vegetation and ecosystem

phenology in these transitional seasons have significant and often opposite impacts on the carbon

cycle as shown in the previous chapter and the earlier work by Piao et al. (2008).

In this chapter, the analysis presented in the previous chapter is extended by comparing the

thermal growing season indices with independent streams of satellite and ground observations of

NDVI, snow cover, freeze-thaw dynamics and atmospheric CO2 concentration covering different

periods between 1950 and 2011. The aim is to conduct an integrated assessment of long-term

continental and circumpolar changes in the vegetation growing season and evaluate their impact

on the net carbon uptake by terrestrial ecosystems north of 45oN. The specific aims are: (i) to

assess interannual and longer term temporal variations in the timing, length and intensity of the

NDVI-based photosynthetic growing season in the context of the climatically-defined potential

vegetation growing season; and (ii) to examine the influence of these variations on the annual

cycle of atmospheric CO2 concentration at high northern latitudes.

This combined assessment of multiple inter-related variables of the climate system and the

biosphere should provide a better overall understanding of the nature of the responses of ter-

restrial ecosystems to the rapid climate change ongoing at northern latitudes. Furthermore, it

provides a robust observational benchmark for validating the large-scale variability and trends

in the growing season simulated by ecosystem models (e.g., Sitch et al., 2013).
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3.2 Data and Methods

3.2.1 Photosynthetic growing season

The latest version of the biweekly 8 km NDVI data set (NDVI3g) produced from AVHRR

level 1b observations by the Global Inventory Modeling and Mapping Studies (GIMMS) group

at NASA Goddard Space Flight Center is used to characterize changes in the photosynthetic

growing season of the vegetated land north of 45oN between 1982 and 2011 (see Table 3.1). This

new, third generation GIMMS NDVI(3g) dataset extends the record from December 2006 in the

previous GIMMS NDVIg dataset (Tucker et al., 2005) to December 2011. Like GIMMS NDVIg,

it has been processed to account for orbital drift, sensor degradation, cloud cover and aerosols.

Some important issues affecting the GIMMS NDVIg dataset at northern latitudes have been

corrected, such as a calibration-related lack of data north of 72oN that was rectified in GIMMS

NDVI3g by using SeaWiFS (Sea-viewing Wide Field-of-view sensor) instead of SPOT (Système

Probatoire d’Observation de la Terre) Vegetation NDVI data for cross-sensor intercalibration

(i.e., SPOT Vegetation data end at 72oN while SeaWiFS data do not). The use of SeaWiFS data

for cross-calibration with the NDVI3g data also resulted in improved calibration of the data from

NOAA-16, -17, and -18 due to the bilinear gains in the AVHRR instruments’ channel one on

these satellites. These improvements resulted in a higher correlation and closer correspondence

of the NDVI3g data with MODIS Aqua and Terra NDVI coincident data. These and other

methodological refinements, such as an improved coastal land-water mask and pixel quality

flags, have considerably improved data quality for northern vegetated lands, making NDVI3g

better suited to studies of northern ecosystems as well as elsewhere.

The methodology used to develop and validate the dataset has yet to be published (Pin-

zon and Tucker, A non-stationary 1981–2012 AVHRR NDVI3g time series.. Remote Sens-

ing, In review, 2013). However, the dataset has already been used in several studies an-

alyzing vegetation dynamics in northern ecosystems (e.g., Bhatt et al., 2010; Epstein et al.,

2012; Fensholt & Proud, 2012; Raynolds et al., 2012; Xu et al., 2013). It has been shown that

the dataset compares well with NDVI from Moderate Resolution Imaging Spectroradiometer

(MODIS) sensors since the early 2000s (Fensholt & Proud, 2012).

Prior to data processing, the Collection 5 MODIS land cover product (MCD12C1) with

International Geosphere Biosphere Programme (IGBP) classes for the year 2007 (Friedl et al.,

2010) was used to exclude from analysis grid points corresponding to croplands, cropland/natural

vegetation mosaics, urban and built-up, and barren or sparsely vegetated land cover classes.

Here, the land cover product at 0.05o resolution was spatially resampled to match the resolution

of the NDVI3g dataset (1/12o) using the nearest neighbour algorithm. Then, the TIMESAT

software for time-series analysis of satellite data (Jönsson & Eklundh, 2004) was used to smooth

the bi-weekly NDVI time series at each grid point with a double logistic fit to describe the yearly

trajectory of the NDVI and reduce high-frequency noise. The curve fitting procedure included

adaptation to the upper envelope of the NDVI time series in order to minimize the influence of

factors not related to vegetation dynamics, such as snow and cloud cover that generally decrease

the NDVI values (Reed et al., 1994; Stockli & Vidale, 2004). A double logistic function was

chosen for data smoothing because it has been shown to perform better than the other approaches

for modelling NDVI data from high latitudes (Beck et al., 2006; Gao et al., 2008).
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After smoothing, the biweekly NDVI data were linearly interpolated to daily resolution.

Then, for each grid point the NDVI values corresponding to the inflection points for the maxi-

mum rate of green-up and senescence were determined from the first derivative of the long-term

mean seasonal curve of smoothed NDVI data (i.e. 30-year NDVI climatology) interpolated to

daily resolution. These NDVI thresholds were then used to compute the day the of year corre-

sponding to the start (SOS) and end (EOS) of the photosynthetic growing season for each year

and grid box (Table 3.1). The length of the photosynthetic growing season (LOS) was estimated

as the difference between EOS and SOS. The ‘intensity’ of the photosynthetic growing season

in terms of greenness or photosynthetic potential (see Section 5.2.2 on page 91), defined here

as the time-integrated NDVI (TI-NDVI) over the growing season, was computed by integrating

daily interpolated smoothed NDVI values from SOS to EOS.

The threshold approach based on the local rate of change in NDVI has a better biophys-

ical basis than using an arbitrary NDVI threshold value to estimate SOS and EOS across a

wide range of vegetation types (Piao et al., 2006a; Jeong et al., 2011; Tan et al., 2011). Two

other threshold-based approaches for estimating the start, end and length of the photosynthetic

growing season from the smoothed NDVI data were also assessed. One was based on the NDVI

thresholds corresponding to the beginning of the green-up and the senescence periods estimated

from the second derivative of the NDVI climatology. The other used an arbitrary threshold of

25% of the yearly amplitude of the annual cycle of NDVI. It was found that the three methods

produce very similar results (Supplementary Figure B1), but the approach based on the first

derivative was chosen for consistency with earlier studies and because of its better biophysical

basis (e.g., Piao et al., 2006a; Jeong et al., 2011), though it should be noted that it had a slightly

higher correlation with the climatically-defined potential growing season.

It has been shown that northern latitude phenological patterns retrieved from AVHRR

GIMMS NDVI data can differ significantly from patterns derived from other satellite sen-

sors (Zhang et al., 2013). In order to assess the sensitivity of the results to dataset

version and satellite sensor, the suite of phenological parameters was also computed us-

ing the previous version of the 15-day GIMMS NDVI dataset (NDVIg) over the period

1982–2006 (available at http://glcf.umd.edu/data/gimms/) and 16-day Terra MODIS NDVI

from the MOD13C1 product (0.05o) during the overlapping period 2001–2011 (available at

https://lpdaac.usgs.gov/products/modis). Terra MODIS NDVI data are of higher radiometric

and geometric quality than AVHRR data and have been atmospherically corrected and masked

for water, clouds and shadows. The datasets were first remapped to match the 1/12o GIMMS

NDVI3g grid using bilinear interpolation and then processed following the same procedure used

for GIMMS NDVI3g.

The Collection 5 MODIS IGBP land cover classification map (Friedl et al., 2010) and woody

fraction from the MODIS Vegetation Continuous Fields product (Townshend, 2011) were used to

examine changes in photosynthetic activity for each of the major biogeographic regions (biomes)

in the study domain (Archibold, 1995). Continental and circumpolar spatial averages for the

suite of phenological parameters were computed for the northern temperate region, boreal forest

region, and Arctic region. The boreal forest region was defined as all evergreen needleleaf,

deciduous needleleaf and mixed forests north of 45oN with woody fraction greater than 30%

(Xu et al., 2013). Natural grasslands and temperate forests north of 45oN and south of the
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boreal forest were considered as the northern temperate region. Open woodlands (forests with

woody fraction less than 30%), open/closed shrublands and grasslands north of the boreal forests

were combined into a mixed biogeographic unit termed here Arctic region, since the NDVI signal

in these land cover classes is dominated by shrubby and herbaceous vegetation.

3.2.2 Potential growing season: thermal and non-frozen seasons

Low temperatures and frozen ground conditions strongly limit the metabolic activity of northern

vegetation (Jarvis & Linder, 2000; Nemani et al., 2003). Therefore, the potential vegetation

growing season can be conceptually defined as the period of the year when air temperatures

remain above a certain threshold that allows vegetation growth (thermal growing season) or

alternatively when the ground surface is not frozen (non-frozen season).

Gridded daily mean air temperatures from the HadGHCND dataset (Caesar et al., 2006)

were used to characterize the thermal growing season for northern vegetation on a regular

2.75ox3.75o grid from 1950 to 2011, following the same procedure described in Chapter 2. Miss-

ing values were imputed using the RegEM algorithm (Schneider, 2001), but grid points with

more than three years of missing data were discarded. The thermal growing season was quan-

titatively defined as the period of the year with daily mean temperatures greater than 5oC

(Table 3.1), which is a common threshold value for determining the boundaries of the thermal

potential growing season at mid and high latitudes (Jones & Briffa, 1995; Frich et al., 2002;

Barichivich et al., 2012). The curve-fitting procedure of TIMESAT was applied to smooth the

daily mean temperature data and to estimate the start (STS), end (ETS) and length (LTS) of

this seasonal period using the geographically constant 5oC threshold (Table 3.1). The ‘intensity’

of the thermal growing season, defined here as the time-integrated temperature (TI-TEM) over

the growing season, was computed as the sum of smoothed daily mean temperatures between

STS and ETS.

A satellite dataset of daily landscape (soil, snow and vegetation) freeze-thaw dynamics on a

25x25 km resolution (Kim et al., 2011) was used to estimate the timing and length of the non-

frozen season between 1988 and 2007 (Table 3.1). This dataset is based on global microwave

observations from morning (a.m.) and afternoon (p.m.) equatorial crossings of the Special

Sensor Microwave Imager (SSM/I). The timing (day of year) of the primary spring thaw (STH)

for each 25 km grid box and year was estimated from the daily combined parameter as the first

day when at least 12 out of 15 consecutive days were classified as non-frozen (a.m. and p.m.

thawed) between January and June (Kim et al., 2012), whereas the timing of the autumn freeze

(AFZ) was estimated following the same procedure for frozen days (a.m. and p.m. frozen)

between September and December. The length of the non-frozen season (LNF) was then defined

as the number of days between STH and AFZ.

In addition, a daily freeze-thaw classification between 1950 and 2011 was derived based

on gridded minimum and maximum air temperatures from the HadGHCND dataset in order to

investigate the large-scale consistency of the satellite observations and long-term trends in freeze-

thaw dynamics. Thawed and frozen days were defined as days with minimum air temperatures

above and below 0oC, respectively.

Finally, in order to assess the relationship between snow cover and the timing of spring

thawing and start of the thermal growing season, the timing of spring snowmelt (SMT) over



3.2. Data and Methods 37

the continuous period 1972–2011 was estimated from the satellite-based weekly gridded snow

cover dataset maintained by the Rutgers University Global Snow Lab (Robinson et al., 1993).

The date of snowmelt was defined as the first week of a continuous run of 5 weeks without snow

between January and June.

3.2.3 Atmospheric CO2

The seasonal signature in the atmospheric concentration of CO2, which reflects the changing bal-

ance between photosynthesis and respiration of ecosystems through the year, has commonly been

used to infer the seasonal course of the net carbon exchange between the terrestrial biosphere

and the atmosphere (i.e., net ecosystem productivity – NEP; Houghton, 1987; Keeling et al.,

1996; Piao et al., 2008). Previous studies have shown that the annual cycle of atmospheric CO2

at high northern latitudes is dominated by the metabolism of northern terrestrial ecosystems,

with minimal impacts from ocean exchange, fossil fuel emissions, and tropical biomass burning

(Randerson et al., 1997; Wittenberg et al., 1998; Piao et al., 2008). Hence, long-term monthly

observations of atmospheric CO2 concentration at Point Barrow (71oN), Alaska, over the period

1972–2010 (GLOBALVIEW-CO2, 2011) were used to assess the influence of changes in the grow-

ing season on the land-atmosphere net carbon exchange. Point Barrow is the longest continuous

record of background CO2 concentrations at northern latitudes and integrates the net seasonal

flux of carbon from all land regions north of 40oN, though with a larger regional contribution

from fluxes near the station in Alaska (Kaminski et al., 1996).

As in some earlier studies (e.g., Buermann et al., 2007; Barichivich et al., 2012), the data

filtering technique of Thoning et al. (1989) was applied to the monthly time series of flask CO2

observations to isolate the detrended, smoothed annual cycle and extract metrics for the peak-

to-trough amplitude and phasing (zero-crossing dates in spring and autumn) of the annual

cycle of CO2 (Table 3.1). The peak-to-trough amplitude provides a measure of the relative

magnitude of net photosynthetic carbon uptake by terrestrial ecosystems (photosynthesis CO2

uptake minus CO2 release from ecosystem respiration and disturbance) over the period when

photosynthesis exceeds ecosystem respiration, running from the start of the growing season until

the day when minimum CO2 is reached (Keeling et al., 1996; Buermann et al., 2007). Thus,

variations in CO2 amplitude largely reflect changes in photosynthesis (net CO2 uptake) over the

course of the growing season in the north. The spring (SZC) and autumn (AZC) zero-crossing

dates are surrogates for the respective onset and termination of the net carbon uptake period

(Keeling et al., 1996; Piao et al., 2008; Barichivich et al., 2012), which is affected by changes in

the seasonal timing of the growing season.

In order to verify the large-scale validity of the CO2 observations at Point Barrow, time

series of zero-crossing dates and annual amplitude were also derived from monthly zonal-

mean CO2 concentrations north of 60oN from the reference marine boundary layer matrix of

GLOBALVIEW-CO2 (2011) over the period 1979–2010.

3.2.4 Intercomparison and statistical analysis

A summary of the parameters used to characterize the potential and photosynthetic growing

season is given in Table 3.1. All the parameters were converted to anomalies with respect to
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Table 3.1: Summary of parameters used in this study to characterize the growing season and the annual cycle
of atmospheric CO2 at northern latitudes. See text for a detailed definition and description of the datasets used
to derive each parameter.

Parameter Resolution Period Short definition

Start of season

STH – Spring thaw 0.25ox0.25o 1988–2007 First day of a 15-day running window with at
least 12 non-frozen days during Jan–Jun

SMT – Spring snowmelt 190x190 km 1972–2011 First week of continuous run of at least 5
snow-free weeks during Jan–June

STS – Start of thermal growing season 2.75ox3.75o 1950–2011 Day when temperature rises to 5oC
in spring

SOS – Start of photosynthetic growing season 8x8 km 1982–2011 Day when NDVI reaches a local threshold
for maximum green-up rate

End of season

AFZ – Autumn Freeze 0.25ox0.25o 1988–2007 First day of a 15-day running window with at
least 12 days with frozen status during Sept–Dec

ETS – End of thermal growing season 2.75ox3.75o 1950–2011 Day when temperature decreases to 5oC
in autumn

EOS – End of photosynthetic growing season 8x8 km 1982–2011 Day when NDVI decreases to a local threshold
for maximum browning rate

Length of season

LNF – Length of non-frozen period 0.25ox0.25o 1988–2007 Days between STH and AFZ

LTS – Length of thermal growing season 2.75ox3.75o 1950–2011 Days between STS and ETS

LOS – Length of photosynthetic growing season 8x8 km 1982–2011 Days between SOS and EOS

Intensity of season

TI-NDVI – Seasonally integrated NDVI 8x8 km 1982–2011 Time integrated NDVI over LOS

TI-TEM – Seasonally integrated temperature 2.75ox3.75o 1950–2011 Time integrated temperature over LTS

CO2 annual cycle

SZC – Spring zero-crossing station 1972–2010 Day when the detrended CO2 annual cycle
exceeds 0 ppm in spring

AZC – Autumn zero-crossing station 1972–2010 Day when the detrended CO2 annual cycle
falls below 0 ppm in autumn

AMP – Amplitude CO2 annual cycle station 1972–2010 Maximum minus minimum detrended seasonal
CO2 concentration

their common period 1988–2007 and then spatially averaged over North America, Eurasia and

the entire circumpolar region north of 45oN.

The temporal agreement among the continental and circumpolar estimates of timing and

length of the non-frozen season and the photosynthetic and thermal growing seasons was ex-

amined using the Kendall coefficient of concordance (W ; Legendre, 2010) and linear correlation

analysis over the common period 1988–2007. W is a non-parametric measure of correlation

among three or more variables and varies between 0 (no association) and 1 (perfect associa-

tion). The statistical significance of W was estimated using a permutation test with 10000

simulations (Oksanen et al., 2011). The significance of correlations was estimated using a non-

parametric random phase test with 1000 Monte-Carlo simulations (Ebisuzaki, 1997), which is

robust to autocorrelation in the series. Trend analysis was carried out using the non-parametric

Mann-Kendall trend test implemented in the zyp package in R statistics (Bronaugh, 2009).

The response of growing season photosynthetic activity to temperature changes was examined

by comparing the seasonal integrals of NDVI (TI-NDVI) and temperature (TI-TEM) over the

period 1982–2011. The influence of changes in the timing of the growing season on the timing

of net carbon uptake by northern ecosystems was assessed by comparing the zero-crossing dates

(SZC, AZC) at Point Barrow with the timing of the non-frozen season and the thermal and

photosynthetic growing seasons over the common period 1988–2007. The seasonal NDVI integral

was also compared with the amplitude of the annual cycle of CO2 (AMP) at Point Barrow to

assess the linkages between variations in gross photosynthesis and changes in the magnitude of

net carbon uptake by northern ecosystems.
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Figure 3.1: Hemispheric and continental variations of timing (a, b) and length (c) of the growing season at
latitudes north of 45oN and CO2 zero-crossing dates at Point Barrow. The W statistic for each parameter and
spatial domain is given in the upper-right corner of each panel as a measure of the temporal consistency among
variations in non-frozen season and thermal and photosynthetic growing seasons over the period 1988–2007. The
correlation between the corresponding series of photosynthetic and thermal growing season over the period 1982–
2011 is shown in the lower-right corner of each panel. An asterisk denotes significance at p < 0.05. The vertical
dotted lines indicate the dates of the volcanic eruptions of El Chichón in 1982 and Mount Pinatubo in 1991.

3.3 Results

3.3.1 Timing

Figure 3.1 compares continental and circumpolar time series of anomalies in the timing and

length of the non-frozen season and the photosynthetic and thermal growing seasons covering

different periods between 1950 and 2011. The spatially averaged anomalies agree very well

in spring on a continental (W
EA

= 0.85, W
NA

= 0.79, p < 0.05) and circumpolar (W
NH

=

0.74, p < 0.05) scale (Figure 3.1a), indicating a strong synchrony between variations in the

timing of the spring thaw (STH) and the start of the thermal (STS) and photosynthetic (SOS)

growing seasons. Continental and circumpolar anomalies in spring thaw are highly correlated

with anomalies in the start of the photosynthetic and thermal growing seasons, particularly

over Eurasia (Table 3.2). This indicates a strong springtime coupling between the start of the

potential (STH and STS) and the photosynthetic growing season at northern latitudes.

The timing of the start of the photosynthetic growing season based on GIMMS NDVI3g is

highly consistent with estimates based on the previous NDVIg dataset (r = 0.95 to 0.98 for

1982–2006; Supplementary Figure B2) and on higher quality MODIS NDVI data (r = 0.50 to

0.88 for 2001–2011; Supplementary Figure B3), so the estimates of variations in spring canopy
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green-up in this study are robust to uncertainties due to differences in satellite sensors and

data processing. However, in spite of efforts to minimize the influence of snow dynamics on

the phenological retrievals, snowmelt variations may still affect the green-up signal retrieved

from NDVI, though snowmelt and the onset of photosynthetic activity would be expected to

covary significantly at northern latitudes because of their strong common temperature control

(Supplementary Figure B4).

Table 3.2: Correlation matrix of timing and length of the non-frozen season (STH, AFZ, LNF), thermal growing
season (STS, ETS, LTS), photosynthetic growing season (SOS, EOS, LOS) and CO2 zero-crossing dates (SZC,
AZC) at Point Barrow over the period 1988–2007. Values in bold are significant at p < 0.05 and an asterisk
indicates those that are also significant at p < 0.01.

Start End Length

Variable STH STS SZC AFZ ETS AZC LNF LTS

Circumpolar
STH · AFZ ·

STS 0.73 · ETS 0.44 · LNF ·

SZC 0.53 0.65 · AZC -0.24 -0.58* · LTS 0.74 ·

SOS 0.66 0.67 0.43 EOS 0.16 0.74 -0.26 LOS 0.46 0.74

Eurasia
STH · AFZ ·

STS 0.75* · ETS 0.57 · LNF ·

SZC 0.45 0.55 · AZC -0.14 -0.35 · LTS 0.56 ·

SOS 0.78 0.77 0.34 EOS 0.21 0.57 -0.31 LOS 0.40 0.78

North America
STH · AFZ ·

STS 0.71 · ETS 0.33 · LNF ·

SZC 0.38 0.30 · AZC -0.40 -0.68* · LTS 0.82

SOS 0.71 0.58 0.23 EOS -0.10 0.33 -0.11 LOS 0.63 0.58

The phenological series shown in Figure 3.1a (STH, SOS, STS) depict a consistent cir-

cumpolar trend toward earlier growing seasons. Trend analysis indicates that the circumpolar

start of the thermal growing season has shifted earlier by 6.8 days since 1950 at a rate of -

1.10±0.28 days per decade−1 (Table 3.3). This long-term advance has been stronger and more

sustained in Eurasia (-1.28±0.39 days decade−1, p < 0.01) than in North America (-0.93±0.47

days decade−1, p < 0.01), where the spring advance halted in the early 1990s (Figure 3.1a).

The weaker rate of change over North America has resulted in contrasting continental trends

during the satellite period between 1982 and 2011. In North America, neither the start of

the thermal nor the photosynthetic growing seasons has changed significantly since 1982 (Table

3.3). In contrast, over Eurasia both the thermal and photosynthetic growing seasons have begun

significantly earlier since 1982 by 6.9 days (-2.3±0.97, days decade−1, p < 0.01) and 5.3 days (-

1.78±1.06, days decade−1, p < 0.01), respectively. However, there is some indication that these

advancing trends have weakened during the 2000s (Figure 3.1a).

Long-term trends in the timing of the start of the photosynthetic growing season are highly

heterogeneous within the continents and differ substantially between biomes (Figure 3.2a), but

are always consistent with changes in the timing of spring thaw (Supplementary Figure B5).

The strongest (>15 days since 1982) and more extensive spring extension of the photosynthetic

growing season has occurred in the boreal forests and the temperate region of Eurasia, particu-

larly in western Russia and Scandinavia. On a biome scale, the photosynthetic growing seasons

of the Eurasian boreal forests and temperate region have extended significantly (p < 0.05) in

spring by 7.4 and 8.6 days, respectively (Supplementary Figure B5). Surprisingly, the spring
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Figure 3.2: Spatial pattern of linear trends in timing (a,b), length (c) and intensity (d) of the photosynthetic
growing season from 1982 to 2011. Inland water bodies, croplands, urban and barren or sparsely vegetated
regions north of 45oN are shaded gray. The brown polygons represent the extent of the boreal forests (evergreen
needleleaf, deciduous needleleaf and mixed forests with woody fraction greater than 30%). Non significant trends
(p > 0.1) over this period are masked out as white.

extension of the photosynthetic growing season has not been significant in the colder regions

north of the boreal forest in the Arctic region (-2.4 days since 1982, p > 0.05; see Supplementary

Figure B5), where the greenness signal is dominated by shrubs. In North America, a relatively

weak spring extension has occurred along the southern edge of the boreal forest in southeastern

Canada and in western Alaska, while localised spring delays of up to a month have taken place
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in the boreal and montane forests of the western part of the continent (Figure 3.2a). However,

on a biome level, there are no significant trends in North America (Supplementary Figure B5).

In contrast to spring, Figure 3.1b shows that the overall agreement between anomalies in

the timing of the autumn freeze (AFZ) and the end of the photosynthetic (EOS) and thermal

(ETS) growing seasons is weaker on both circumpolar (W
NH

= 0.59, p < 0.05) and continental

(W
EA

= 0.56, p < 0.05; W
NA

= 0.48, p > 0.05) scales. The agreement is particularly low in

North America, where none of the variables (AFZ, EOS and ETS) is significantly correlated with

any other (Table 3.2). The lack of relationship between the timing of the termination of the

photosynthetic growing season and the autumn freeze is particularly clear in the Arctic region

(Supplementary Figure B6). This generally poor agreement suggests a lack of coupling between

the termination of the potential (AFZ, ETS) and the photosynthetic (EOS) growing season.

The two GIMMS NDVI datasets produce very similar variability in the timing of the ter-

mination of the photosynthetic growing season (r = 0.85 to 0.91 for 1982–2011) but the earlier

dataset (NDVIg) tends to produce stronger autumn delay since around 2003, likely due to cali-

bration issues (Supplementary Figure B2). During the past decade, estimates based on GIMMS

NDVI3g are relatively less consistent with MODIS NDVI data (r = 0.25 to 0.51 for 2001–2011)

than for the start of the growing season, although the overall difference between the datasets is

related to disagreements only during 2001 and 2011 (Supplementary Figure B3).

Table 3.3: Mann-Kendall linear trends (± 1 s.e.) in timing and length of the thermal and photosynthetic growing
season for the period 1982–2011. Trends in the thermal growing season over the longer 1950–2011 period are given
in brackets. Values in bold are significantly different from zero at p < 0.05 while an asterisk indicates additional
significance at p < 0.01.

Start (days decade−1) End (days decade−1) Length (days decade−1)

Station STS SOS ETS EOS LTS LOS

Circumpolar -1.64 ± 0.71* -1.11 ± 0.88 1.87 ± 0.76* 0.97 ± 0.61 3.50 ± 1.33* 2.24 ± 1.24*
(-1.10 ± 0.28*) (0.74 ± 0.29*) (1.72 ± 0.48*)

Eurasia -2.30 ± 0.97* -1.78 ± 1.06* 1.65 ± 0.67* 0.78 ± 0.77 4.21 ± 1.33* 2.47 ± 1.21*
(-1.28 ± 0.39*) (0.72 ± 0.31*) (2.06 ± 0.55*)

N. America 0.16 ± 1.26 0.14 ± 1.53 1.99 ± 1.29* 1.32 ± 0.75* 2.08 ± 2.18 0.96 ± 1.42
(-0.93 ± 0.47*) (0.42 ± 0.49) (1.33 ± 0.71*)

There is a general trend towards more delayed timing of the end of the thermal and pho-

tosynthetic growing seasons during the study period (Table 3.3). Most of the shift toward

later cessation occurred during the second half of the 2000s, when a rapid change took place

in Eurasia and to a lesser extent in North America (Figure 3.1b). This represents a significant

trend towards delayed termination of the thermal growing season in Eurasia by about 4.9 days

(1.65±0.67 days decade−1, p < 0.01) over the period 1982–2011 (Table 3.3). The change was

smaller for the termination of the photosynthetic growing season and the trend since 1982 is not

significant. In North America, the terminations of the thermal and photosynthetic growing sea-

sons have both been delayed significantly since 1982 by 6 and 4 days at linear rates of 1.99±1.29

and 1.32±0.75 days decade−1, respectively. These continental-scale changes have resulted in

a circumpolar delay in the termination of the thermal growing season of 5.6 days (1.87±0.76

days decade−1, p < 0.01) but only 2.9 days in the termination of the photosynthetic growing

season since 1982 (0.97±0.61 days decade−1, p < 0.05). Thus, these results indicate that the

autumnal extension of the thermal potential growing season since 1982 has been nearly twice

that of the photosynthetic growing season.

On a biome scale, the autumn extension of the photosynthetic growing season since 1982
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has been significant across most of the circumpolar boreal forests and also in some temperate

regions dominated by grasslands (Figure 3.2b). Notably, the magnitude of the extension has

been similar in the Eurasian (7.5 days, p < 0.01) and North American (7.7 days, p < 0.01)

boreal forests (Supplementary Figure B6). For the temperate region, the autumn extension has

been significant only in North America (10.9 days, p < 0.01; see Supplementary Figure B6).

Unlike in the boreal forests and the temperate region, the timing of the autumn senescence

in the colder Arctic region has not changed much from year to year (Supplementary Figure

B6). This exacerbates the disagreement with the anomaly series of the timing of the autumn

freeze, indicating a weaker sensitivity of vegetation phenology to late growing season temperature

variability in these northern latitudes.

Figure 3.3: Changes in annual number of non-frozen days estimated from satellite microwave (SSM/I) and from
gridded surface air temperature observations (HadGHCND) north of 45oN. Correlations between the satellite
and temperature-based series for the period 1988–2007 and trends (β) for HadGHCND series over the 1950–2011
period are given in each panel. An asterisk denotes significance at the p < 0.05 level.
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3.3.2 Length

Figure 3.1c shows that the lengths of the non-frozen season (LNF) and the thermal (LTS)

and photosynthetic (LOS) growing seasons have increased steadily since the early 1980s in

Eurasia, while in North America there has been no overall increase during this period. The

overall agreement in the temporal anomalies of the three variables is significant and stronger in

North America (W
NH

= 0.69, W
EA

= 0.66, W
NA

= 0.80, p < 0.05), where all three variables

are significantly correlated with each other (Table 3.2). There is also a consistent pattern of

temporal variability in the length of the photosynthetic growing season between the GIMMS

NDVI datasets and MODIS NDVI data (Supplementary Figures B2 and B3).

Trend analysis indicates that in Eurasia the thermal and photosynthetic growing seasons

have lengthened by 12.6 and 7.4 days since 1982, with respective linear rates of 4.21±1.33 and

2.47±1.21 days decade−1 (Table 3.3). Thus, the lengthening of the thermal growing season has

been almost twice that of the photosynthetic growing season. Clearly, this pattern of lengthening

has been dominated by spring advance (Figure 3.1a) and the large difference in trends occurs

because of a smaller rate of delay in the termination of the photosynthetic growing season.

In North America, there has been no overall lengthening in either the thermal or photosyn-

thetic growing seasons during the satellite period, largely because of the pause in the spring

advance in the early 1990s. Yet, the thermal growing season has lengthened significantly since

1950, but primarily because of the spring advance prior to the 1990s (Table 3.3). On a circum-

polar scale, the lengthening of the thermal growing season since 1982 has been substantially

larger than that of the photosynthetic growing season, with respective changes of 10.5 and 6.7

days and linear rates of 3.50±1.33 and 2.24±1.24 days decade−1 (Table 3.3).

The different magnitudes of change in the timing of the photosynthetic growing season

between the Arctic region, boreal forests, and northern temperate region have resulted in con-

trasting long-term trends in the duration of the photosynthetic growing season between these

biomes (Figure 3.2c). In Eurasia, most of the lengthening of the photosynthetic growing season

has occurred in the boreal forests (16.6 days, p < 0.01; Supplementary Figure B7), though the

overall trend is largely dominated by a rapid lengthening in the earlier part of the record between

1982 and 1990. Unlike the boreal forests, the Eurasian temperate region has not experienced a

significant lengthening of the photosynthetic growing season (9.9 days, p > 0.05). The period of

lengthening at the beginning of the record was followed by a slight shortening (Supplementary

Figure B7). Also, the notorious lack of any extension of the photosynthetic growing season

in either the spring or autumn across the vast shrub-dominated Arctic region has precluded

any long-term lengthening of the photosynthetic season on a biome scale (2.8 days, p > 0.05).

Despite of a lack of significant lengthening trends in North America, there has been a strong

autumn-driven lengthening of the photosynthetic growing season over most of the boreal forests

in the east (Figure 3.2b–c). Nevertheless, large regions with no change in the western part of the

continent have obscured this regional lengthening in the biome average (Supplementary Figure

B7).

The boreal forest is the only biome that has undergone a significant lengthening of the pho-

tosynthetic growing season on a circumpolar scale (10.3 days, p < 0.01). This lengthening is

generally consistent with a concurrent lengthening in the non-frozen season between 1988 and

2007 (Supplementary Figure B7), in spite of the observed autumnal decoupling (Supplementary
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Figure B6). The cold Arctic region is the biome with the weakest change in the duration of the

photosynthetic season at this large spatial scale (1.7 days, p > 0.05), whilst in the temperate re-

gion the photosynthetic season lengthened only between 1982 and 1990 but shortened thereafter

(Supplementary Figure B7).

The continental and circumpolar rates of lengthening of the thermal growing season over

the full record from 1950 to 2011 shown in Table 3.3 (1.33 to 2.06 days decade−1) agree closely

with the rates of increase (1.41 to 2.03 days decade−1) in the annual number of non-frozen days

derived from minimum surface air temperatures from the same dataset shown in Figure 3.3.

This indicator of non-frozen days is roughly equivalent to the length of the continuous non-

frozen season (LNF) and is strongly correlated with SSM/I satellite microwave observations of

landscape freeze-thaw dynamics between 1988 and 2007. As shown in Figure 3.3, the strength

of the correlation varies from 0.75 (p < 0.05) over Eurasia to 0.89 (p < 0.05) in North America

and 0.79 (p < 0.05) on a circumpolar scale. The correlations are also high for the number of

non-frozen days during spring and autumn (Supplementary Figure B8).

This strong agreement validates the satellite landscape freeze-thaw record, and the close

relationship with the indicator of non-frozen days based on minimum temperatures enables us

to estimate long-term changes in the non-frozen season from 1950 to the present. During this

62-year period, the annual number of non-frozen days has increased significantly by 12.6 days

in Eurasia and 8.7 days in North America (Figure 3.3). This compares well with a concurrent

lengthening of the thermal growing season by 12.7 days (2.06±0.55 days decade−1, p < 0.01)

in Eurasia and 8.2 days (1.33±0.71 days decade−1, p < 0.01) in North America (Table 3.3).

On a circumpolar scale, the increase in the annual number of non-frozen days has been 11.7

days during the same period, which is similar to a lengthening of the thermal growing season of

10.7 days (1.72±0.48 days decade−1, p < 0.01). Seasonally, the increase in non-frozen days is

significant in both spring (0.77 to 1.07 days decade−1) and autumn (0.62 to 0.66 days decade−1),

but the greater increase has occurred in spring (Supplementary Figure B8).

3.3.3 Intensity

Figure 3.4a compares the spatially averaged time series of cumulative growing season NDVI (TI-

NDVI) and temperature (TI-TEM). The agreement between these two variables is very good,

with correlation values ranging from 0.68 (p < 0.05) in North America to 0.81 (p < 0.05) in

Eurasia and 0.80 (p < 0.05) on a circumpolar scale. The correlations remain statistically signifi-

cant even after removing the trend from the series by applying a high-pass filter (Supplementary

Figure B9). Thus, there is a strong indication that cumulative thermal growing season temper-

ature drives most of the interannual and long-term variations in growing season photosynthetic

activity over the study domain (r2 up to 66%).

The large-scale patterns of cumulative growing season NDVI are consistent between the two

GIMMS NDVI datasets, but NDVIg shows a more negative trend than NDVI3g over the period

1982–2006 (Supplementary Figure B2). In the most recent decade, GIMMS NDVI3g agrees

reasonably well with MODIS NDVI data (Supplementary Figure B3), indicating a common

large-scale vegetation signal shown by the AVHRR and MODIS sensors during recent years.

Neither the continental nor the circumpolar series of cumulative thermal growing season

temperatures (TI-TEM) show any significant warming during the three decades prior to the
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Figure 3.4: Comparison of variations in seasonally integrated NDVI with seasonally integrated temperature
(a), and peak-to-trough amplitude of the annual cycle of atmospheric CO2 at Point Barrow (b). The correlation
between the series over their common period is shown in each panel. An asterisk denotes significance at the p <

0.05 level.

start of the satellite NDVI record in 1982 (Figure 3.4a). Shortly after this date, thermal growing

season temperatures and photosynthetic intensity (TI-NDVI) increased, especially after around

1988, then decreased temporarily during 1992 and 1993 because of the transient spring and

summer cooling induced by the eruption of Mount Pinatubo in 1991, and continued to rise until

about 1997. Thereafter, the rate of growing season warming and photosynthetic greening trends

weakened until the increases that occurred in the final two years of the record (2010 and 2011).

The year 2010 is characterised by a very intense photosynthetic growing season in North

America, with an anomaly about 3 standard deviations above the mean (Figure 3.4a). This

continental anomaly is also shown by MODIS NDVI (Supplementary Figure B3) and was dom-

inated by a strong seasonal greening in eastern North America, in connection with a concurrent

pattern of strong seasonal warming (Figure 3.5). These anomalies are also consistent with an

abrupt advance of about 6 days in the start of the thermal and photosynthetic seasons over

North America in 2010 (Figure 3.1a).

The continental scale warming and greening trends are stronger in Eurasia than in North

America and the circumpolar average is dominated by changes over Eurasia. The spatial dis-

tribution of trends in growing season photosynthetic intensity reveals that the boreal forests in

Eurasia and eastern North America have experienced the strongest greening since 1982 (Fig-

ure 3.2d). However, as seen at the continental scale, the biome averages for Eurasia and the

circumpolar region indicate that this greening was sustained only between 1982 and 1997 (Sup-
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Figure 3.5: Spatial pattern of normalized anomalies of seasonally integrated NDVI (TI-NDVI) and temperature
(TI-TEM) in North America during 2010. Inland water bodies, croplands, urban and barren or sparsely vegetated
regions are shaded grey. The black polygon represents the extent of the continuous needleleaf boreal forest and
the purple line indicates the position of the Artic treeline (Brown et al., 1998).

plementary Figure B10). The same temporal pattern of greening is evident in the Eurasian

temperate region, but the reduction in photosynthetic activity after 1997 is stronger than in the

boreal forests.

In the colder Arctic region, the growing season greening has been significant and more

spatially consistent in eastern Siberia and northern Alaska (Figure 3.2d). Since the length of the

photosynthetic growing season has not changed significantly in this biome, most of this greening

has been driven by a widespread increase in peak summer greenness (Supplementary Figure

B11). This is an important difference with the boreal forests and the temperate region, where

the overall greening has been primarily associated with extended growing seasons rather than

with increased peak summer greenness. Indeed, peak greenness has decreased in large regions of

the North American boreal forests (Supplementary Figure B11). However, the summer browning

in the boreal forests of eastern North America has been offset by strong autumn greening and

delayed senescence (Figure 3.2b).

3.3.4 Correlation with atmospheric CO2 annual cycle

Temporal variations in the amplitude and phase (zero-crossing dates) of the annual cycle of

atmospheric CO2 based on flask observations at Point Barrow are strongly correlated (r >

0.71, p < 0.05, 1979–2010) with those based on zonal-mean CO2 concentrations in the marine

boundary layer north of 60oN (Supplementary Figure B12), indicating that this station record

is representative of the northern latitudes. However, note that these two CO2 records are not

completely independent as the observations at Point Barrow are also included in the zonal

averages.

Variations in the timing of the spring thaw (STH) and the start of the thermal (STS) and

photosynthetic (SOS) growing seasons are positively correlated with anomalies in spring CO2
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zero-crossing date (SZC) at Point Barrow (Table 3.2). Though the correlations with the start

of the photosynthetic growing season are not significant (p > 0.05) over the period 1988–2007,

the circumpolar trend towards earlier growing seasons is consistent with an advance of 5.7 days

(-1.45±0.84 days decade−1, p < 0.01) in the timing of spring CO2 zero-crossing date since 1972

(Figure 3.1a).

In contrast, variations in the timing of the autumn freeze (AFZ) and end of the photo-

synthetic (EOS) and thermal (ETS) growing seasons are all negatively correlated with the

timing of the autumn CO2 zero-crossing date (AZC) at Point Barrow (Figure 3.1b and Ta-

ble 3.2). However, the significance of the correlations varies substantially and the magnitudes

are weaker than for those for spring. The timing of the autumn zero-crossing date at Point

Barrow shows very large year-to-year variability and the date has advanced by about 6.3 days (-

1.61±1.53 days decade−1, p < 0.05) since 1972, offsetting the concurrent advance in the spring

zero-crossing date (5.7 days). This coincides with a general delay in the termination of the

thermal and photosynthetic growing seasons (Table 3.3).

These inverse relationships indicate that unlike in spring, an extension of the potential and

photosynthetic growing season in autumn tends to be associated with earlier rather than delayed

termination of the period of net ecosystem carbon uptake at northern latitudes. Nevertheless,

contrary to the negative relationship observed over the entire period, the autumnal extensions of

the thermal and photosynthetic growing seasons in the mid-2000s have been mostly associated

with a delayed termination of the period of net ecosystem carbon uptake (Figure 3.1b).

Figure 3.4b shows that the intensity of the photosynthetic growing season (TI-NDVI) is pos-

itively correlated with the peak-to-trough amplitude (AMP) of the annual cycle of atmospheric

CO2 at Point Barrow. The correlations over the period 1982–2010 range from 0.27 (p > 0.05)

in North America to 0.62 (p < 0.05) in Eurasia and 0.56 (p < 0.05) on a circumpolar scale.

However, after removing the trend in the series, only the correlation coefficient for Eurasia (r

= 0.45, p < 0.05) is significant (Supplementary Figure B9). The continental contrast in the

magnitude and significance of the correlations indicates that changes in CO2 amplitude at this

station are dominated by photosynthetic activity in Eurasia. Spatial correlations indicate that

photosynthetic activity over most of Alaska is also significantly correlated with variations in

CO2 amplitude at Point Barrow (Supplementary Figure B13). Interestingly, the overall spa-

tial distribution of significant correlations closely follows the spatial pattern of growing season

greening shown in Figure 3.2d.

The temperature-driven greening trend in Eurasia is consistent with a long-term increase in

peak-to-trough CO2 amplitude of 22.2% (p < 0.01, 1972–2010) relative to the mean of the pe-

riod 1972–1980. This increase in amplitude has been dominated by a concurrent trend towards

lower summer minimum CO2 concentrations of 24.9% (p < 0.01, 1972–2010) due to enhanced net

growing season CO2 uptake, while the seasonal maximum CO2 concentrations show no long-term

changes (Supplementary Figure B12). However, variations in seasonal maximum CO2 concen-

trations, and hence presumably variations in wintertime ecosystem respiration, have increasingly

influenced the amplitude of the CO2 annual cycle during most of the 2000s, reducing the corre-

lation with interannual variations in seasonally integrated NDVI (Figure 3.4b, Supplementary

Figure B9).
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3.4 Discussion

3.4.1 Synchronycity of climate and phenological changes during spring and

autumn

This chapter presents a combined assessment of continental and circumpolar changes in potential

and photosynthetic growing seasons, inferred from multiple ground and satellite observations of

vegetation greenness, surface air temperature, snowcover and freeze-thaw dynamics covering dif-

ferent periods from 1950 to 2011. The results show that variations in the timing of the remotely

sensed photosynthetic growing season are tightly coupled with the timing of the climatically-

defined potential growing season in spring but not in autumn (Figure 3.1), suggesting a seasonal

asymmetry in the phenological response to climate variability at these large spatial scales.

The winter-to-spring transition at northern latitudes is both rapid and dramatic. Typically,

before the seasonal thaw, daily solar radiation is already abundant but vegetation metabolism

is limited by frozen soils. Thus, rising temperatures strongly stimulate and synchronize the

landscape thaw and the onset of vegetation photosynthetic activity (Goulden et al., 1998;

Jarvis & Linder, 2000), which in turn trigger the greening of the landscape observed by satellites

(Myneni et al., 1997). The pivotal role played by temperature in these inter-related processes

explains the remarkable agreement observed in the vegetation, cryospheric and thermal pheno-

logical parameters in spring. Nevertheless, spring snowmelt produces a similar satellite signal

to that induced by vegetation greening as represented by NDVI data (Dye & Tucker, 2003;

Delbart et al., 2006) and despite efforts to minimize the influence of snow dynamics on pheno-

logical retrievals, the potential remaining influence of the snowmelt signal on NDVI data may

also contribute to this agreement.

The weak autumnal synchrony between thermal, cryospheric and vegetation transitions indi-

cates that autumn senescence, as measured by canopy greenness, is less sensitive to temperature

variability than is spring green-up. Autumn senescence is a complex biophysical process trig-

gered by leaf-specific maturation processes and cumulative environmental constraints such as

photoperiod, temperature and soil moisture (Kozlowski & Pallardy, 1997; Rosenthal & Camm,

1997; Vitasse et al., 2009; Warren et al., 2011; Dragoni & Rahman, 2012). Although the rel-

ative importance of these factors is still not well understood (Richardson et al., 2013), it has

been shown that late-season photosythetic activity and growth cessation in temperate and bo-

real regions can be strongly constrained by photoperiod (Suni et al., 2003; Kimball et al., 2004;

Barr et al., 2009; Bauerle et al., 2012). This sensitivity of autumn phenology to photoperiod

is consistent with the evidence for autumnal decoupling shown here between continental and

biome-scale variations in the timing of canopy senescence and thermal and cryospheric transi-

tions.

To some extent, the use of a fixed 5oC threshold to define the end of the thermal growing sea-

son might also contribute to this autumnal mismatch, as temperature thresholds for late-season

vegetation growth may vary considerably with vegetation type and latitude (Piao et al., 2006a).

Nevertheless, the lack of correlation between variations in the timing of vegetation senescence

and the autumn freeze (Table 3.2 and Supplementary Figure B6) provides independent evidence

for a decoupling between autumn phenology and thermal conditions, particularly in the north-

ern biomes dominated by shrubs. As the influence of photoperiod does not change from year
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to year, interannual and longer term variability of late-season canopy greenness and the timing

of autumn senescence at northern latitudes is still correlated with temperature but less so than

during spring (Estrella & Menzel, 2006; Piao et al., 2011; Jeong et al., 2011; Zeng et al., 2011;

Dragoni & Rahman, 2012; Zhu et al., 2012).

3.4.2 Changes in potential and photosynthetic growing seasons

An examination of variations in the thermal growing season (Figure 3.1) and the frequency of

temperature-based non-frozen days back to 1950 (Figure 3.3b) indicates that neither the length

nor the timing of the termination of the potential growing season have changed significantly in

the period prior to the satellite era (1950–1981). Nevertheless, there is evidence for a nearly

hemispheric-wide advance in the start of the potential growing season since the early 1970s. This

is characterized by advanced thermal growing seasons (Figure 3.1a), earlier snowmelt (Supple-

mentary Figure B4) and increased frequency of non-frozen days in spring (Supplementary Figure

B8). The spring advance and the associated trend towards earlier snowmelt have continued until

the present in Eurasia but halted in North America in the early 1990s. These changes have re-

sulted in a circumpolar advance of the thermal growing season of about 6.8 days since 1950 and

a similar increase in non-frozen days in spring of 6 days. This finding is consistent with previous

studies showing a shift by 7.3 days in the timing of spring land surface temperatures north of

20oN from 1960 to 2009 (Burrows et al., 2011), advanced timing of the last day below 5oC by

6.7 days from 1955 to 2002 (Schwartz et al., 2006) and a general advance in the timing of spring

phenological events of animal and plant species over the last half-century (Parmesan & Yohe,

2003).

The extended historical context provided by the current multiple-parameter assessment

shows that the potential growing season has undergone unprecedented changes during the satel-

lite era (1982–2011) as a result of the rapid warming observed throughout most of the northern

latitudes (Figures 3.1 and 3.4a). Nearly all of the circumpolar lengthening of the thermal growing

season since 1950 (10.7 days) has occurred during the satellite period (10.5 days), with a similar

extension in spring (4.9 days) and autumn (5.6 days). This finding is in close agreement with

the widespread reduction of low temperature constraints on plant growth (Bunn et al., 2007;

Zhang et al., 2008) and lengthening of the potential growing season observed at high latitudes

during the past 30 years of continuous satellite observation of the cryosphere (Smith et al., 2004;

McDonald et al., 2004; Zhang et al., 2011; Kim et al., 2012).

The NDVI-based photosynthetic growing season of northern vegetation has responded sig-

nificantly to the rapid lengthening and warming of the potential growing season during the

satellite period (Figures 3.1c and 3.4a). This conclusion is consistent with the results of ear-

lier remote sensing and modelling studies showing a progressive lengthening of the photosyn-

thetic growing season and large-scale greening trends across most of the northern latitudes (e.g.,

Myneni et al., 1997; Zhou et al., 2001; Tucker et al., 2001; Lucht et al., 2002; Euskirchen et al.,

2006; Piao et al., 2007; Bhatt et al., 2010; Beck & Goetz, 2011; Jeong et al., 2011). However,

a new finding of this study is that the circumpolar lengthening of the photosynthetic growing

season over the satellite period has been substantially smaller than the lengthening of the ther-

mal potential growing season, owing to a twofold autumnal extension of the latter (Table 3.3).

During the period 1982–2011, the thermal growing season lengthened by 10.5 days (with an
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extension of 4.9 days in spring and 5.6 days in autumn), whereas the photosynthetic growing

season lengthened by 6.7 days in the same period (with an extension of 3.3 days in spring and 2.9

days in autumn). Admitting data and methodological uncertainties, these trends suggest that,

unlike in spring, the photosynthetic growing season has not tracked the extension in the thermal

potential growing season in autumn, when photosynthesis and canopy greenness become more

limited by factors other than temperature (Kozlowski & Pallardy, 1997; Rosenthal & Camm,

1997; Dye & Tucker, 2003; Piao et al., 2011; Warren et al., 2011). This is particularly clear in

the Arctic region where the timing of autumn senescence is almost invariant from year to year

(Supplementary Figure B6).

A recent study based on a slightly extended version of the GIMMS NDVIg dataset from

1982 to 2008 (Jeong et al., 2011) highlighted a hemispheric-scale lengthening of the NDVI-

based growing season (10.5 days) driven primarily by an autumnal (7.6 days) rather than a

spring extension (3.5 days). So, even though these authors found a spring extension similar to

the present study (3.3 days), they estimated a more than twofold extension in autumn (2.9 vs 7.6

days). The present study has shown that phenological variations based on GIMMS NDVIg and

the newer NDVI3g dataset are highly consistent, except for a substantially stronger autumn delay

in the NDVIg dataset since around 2003 (Supplementary Figure B2). The general agreement

between the phenological parameters based on the NDVI3g dataset and Terra MODIS NDVI

data during the past decade (Supplementary Figure B3) suggests that the discrepancy between

the results presented here and those of Jeong et al. (2011) could be related to calibration issues in

the later part of the GIMMS NDVIg dataset that may have led to an overestimation of autumnal

trends in the Jeong et al. (2011) study. Differences in the methodologies employed to compute

phenology may further contribute to the different inferences between these studies. The analysis

of other NDVI datasets and alternative vegetation indices (Huete et al., 2002; Jones et al., 2011;

Liu et al., 2011) should shed more light on the significance of this apparent autumnal decoupling

between northern vegetation activity and climate variability.

Large-scale phenological trends during the satellite period (1982–2011) are characterized by

a marked continental contrast. Trends in thermal and photosynthetic growing season length and

intensity are stronger in Eurasia than in North America (Figures 3.1 and 3.4a), consistent with

findings of earlier studies (Piao et al., 2007; Jeong et al., 2011; Barichivich et al., 2012). The

springtime extension has been greater in Eurasia, whereas the autumnal extension has been

larger in North America. As in the circumpolar average, the lengthening of the thermal growing

season in Eurasia (12.6 days) has been substantially larger than that of the photosynthetic

growing season (7.4 days) because of a smaller autumnal extension of the latter (Table 3.3). The

same pattern of greater lengthening of the thermal growing season occurs in North America.

However, unlike in Eurasia, neither the thermal nor the photosynthetic growing seasons have

lengthened significantly, despite significant autumnal extensions (Table 3.3).

Earlier phenological studies have shown that these contrasting continental trends are con-

sistent with differences in the magnitude and timing of the seasonal warming over the two

continents, most apparent as a rapid rise of spring temperatures in Eurasia and of autumn tem-

peratures in North America (Piao et al., 2007, 2008; Wang et al., 2011; Barichivich et al., 2012).

Large-scale oscillatory modes of decadal climate variability (Buermann et al., 2003; Zhang et al.,

2007; de Beurs & Henebry, 2008) and increases in the frequency and severity of droughts (Dai,
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2011a), fire and insect disturbances (Westerling et al., 2006; Kurz et al., 2008), feedbacks from

declining snow-cover extent and melting permafrost (Callaghan et al., 2011), and compositional

and structural vegetation changes (Elmendorf et al., 2012) have also been important influences

on the spatiotemporal variability of these long-term phenological patterns. Thus these factors

might drive some of the contrast in phenological trends observed within continents (Figure 3.2)

and between biomes (Supplementary Figures B5–B7), consistent with findings of earlier studies

(Goetz et al., 2005; Jeong et al., 2011).

Recent remote sensing studies based on GIMMS NDVIg data have documented seasonal

greenness changes that are suggestive of a weakening of the springtime extension and a magni-

fication of the autumnal extension of the photosynthetic growing season at northern latitudes

since the early 2000s (Jeong et al., 2011; Piao et al., 2011; Zhu et al., 2012). Similar decadal

changes are apparent in the thermal and NDVI phenological parameters during the past decade

(Figure 3.1a–b). In particular, the year 2005 saw a rapid change towards a further extension

of the thermal and, to a lesser extent, the photosynthetic growing season in Eurasia (Figure

3.1b). Although in North America this change is less obvious, there has also been a conspicuous

autumnal extension in the photosynthetic growing season since around 2009.

These decadal phenological changes are consistent with a recent weakening of the long-term

warming in winter/spring and a rapid increase in autumn temperatures (Jeong et al., 2011;

Barichivich et al., 2012; Cohen et al., 2012). In Chapter 2 (see also Barichivich et al., 2012), it

was shown that the recent autumnal shift in the thermal growing season was associated with an

abrupt autumn warming of about 1oC at northern latitudes since 2005. This rapid warming has

resulted in the longest thermal growing seasons since 1950 over Eurasia and on a circumpolar

scale (Figure 3.1c). Nevertheless, the magnitude of the concurrent autumnal extension of the

photosynthetic growing season has been substantially smaller (Figure 3.1b), consistent with the

weaker temperature sensitivity of autumn phenology discussed above. However, recent warming-

induced increases in fire disturbance and insect defoliation in northern forests (Westerling et al.,

2006; Soja et al., 2007; Kurz et al., 2008) may have also influenced the seasonal patterns of veg-

etation greenness during the past decade (Beck & Goetz, 2011). Also, the magnitude and even

the sign of these short-term trends in seasonal greenness have been found to differ substantially

between NDVI datasets from different satellite sensors (Zeng et al., 2011; Zhang et al., 2013).

Unlike studies based on GIMMS NDVIg data (Jeong et al., 2011; Piao et al., 2011; Zhu et al.,

2012), a recent study based on Terra MODIS NDVI for the period 2000–2010 (Zeng et al.,

2011) reported a continuous extension of the photosynthetic growing season in spring but no

clear extension in autumn over the circumpolar region north of 60oN. This earlier study also

found a stronger spring extension (11.5 days/decade) in North America than in Eurasia (2.7

days/decade). Such a strong spring extension in North America is inconsistent with the results

of the present study based on temperature and NDVI3g data through 2011 (Figure 3.1). Since

it was shown above that phenological variations based on GIMMS NDVI3g and Terra MODIS

NDVI agree well over the period 2001–2011, particularly in spring (Supplementary Figure B3), it

can be concluded that this apparent discrepancy must be related to differences in data processing,

spatial domain or the period used for analysis, rather than to any difference in NDVI datasets.

This highlights the difficulty of extracting and interpreting meaningful phenological trends from

short satellite records.
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The variability of seasonally integrated NDVI presents a very consistent picture of vegetation

productivity tightly coupled to continental and circumpolar variations in seasonally integrated

temperatures during the entire satellite period (Figure 3.4a). This is illustrated by the un-

precedented increase in seasonally integrated NDVI across the east of North America during the

anomalously warm growing season in 2010 (Figure 3.5), despite severe canopy damage by a late

spring frost event following the exceptionally early leaf-out across the region (Hufkens et al.,

2012). A similar correspondence in temperature and NDVI integrals has been reported for

the circumpolar tundra region (Bhatt et al., 2010), in agreement with the strong temperature

limitation of vegetation productivity at high northern latitudes (Nemani et al., 2003).

Continentally averaged series of NDVI and temperature integrals indicate that the large-

scale greening trend observed over northern latitudes during recent decades (Myneni et al., 1997;

Zhou et al., 2001) was associated with an abrupt warming of the growing season since the late

1980s, particularly in Eurasia (Figure 3.4a). The seasonal warming and associated greening

trend paused during the second half of the 1990s and 2000s. Earlier studies based on AVHRR

NDVI data have attributed this decadal change in the magnitude of growing season greening to

regional cooling, increased summer drought stress and divergent climate responses of tundra and

boreal forests (Angert et al., 2005; Goetz et al., 2005; Zhang et al., 2008; Beck & Goetz, 2011;

Piao et al., 2011; Wang et al., 2011). However, the results of this study suggest that changes

in growing season temperature alone explain most of this decadal weakening of the greening

trend on continental and circumpolar scales (Figure 3.4a). This suggests that other factors

such as drought, fire, insect outbreaks, land use change, and nitrogen and CO2 fertilization have

individually played a smaller role than temperature in driving large-scale vegetation productivity

integrated over the entire growing season.

The analysis of the growing season NDVI integral stratified by biome revealed that the

overall greening in the Arctic region has been driven by increasing summer greenness while, in

contrast, the greening across the boreal forests and temperate grasslands has been driven by

the lengthening of the growing season (Figure 3.2). This result is consistent with a contrast

between summer (June-August) greening in tundra regions and little change or even summer

browning in the boreal forests reported in earlier studies (Angert et al., 2005; Goetz et al., 2005;

Bunn & Goetz, 2006). However, the contrast between multi-decadal patterns of greenness in

tundra and forests is relatively small when NDVI changes are integrated over the whole growing

season (Supplementary Figure B10).

3.4.3 Growing season and atmospheric CO2 annual cycle

It has previously been shown that the extensions of the growing season in spring and autumn have

contrasting effects on the net carbon balance of northern ecosystems due to a greater increase in

ecosystem respiration over photosynthesis during autumn (Randerson et al., 1999; Piao et al.,

2008; Vesala et al., 2010; Barichivich et al., 2012). Nevertheless, net ecosystem responses in

autumn are generally less consistent than in spring and increased rather than decreased autum-

nal net carbon uptake has been observed in some stand-level studies (Richardson et al., 2010;

Dragoni et al., 2011). Yet, these opposite net ecosystem responses to changes in the beginning

and end of the growing season are a clear large-scale feature of this analysis of the annual cycle

of atmospheric CO2 at Point Barrow. While extensions of the potential and photosynthetic
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growing seasons in spring are consistently associated with earlier net ecosystem uptake of atmo-

spheric CO2 (earlier spring CO2 zero-crossing), an extension in autumn tends to be associated

with an earlier rather than a delayed net ecosystem release of CO2 to the atmosphere (earlier

autumn CO2 zero-crossing).

An important finding of this study is that in Eurasia and North America the autumnal ex-

tension of the thermal potential growing season during the satellite period has been substantially

larger than that of the photosynthetic growing season. The extended warmth might be expected

to have resulted in a substantial stimulation of autumnal ecosystem carbon release and earlier

termination of the period of net carbon uptake (i.e., earlier autumn CO2 zero-crossing), poten-

tially offsetting the spring advance in net carbon uptake period. Indeed, the overall advance in

spring CO2 zero-crossing date at Point Barrow since 1972 (5.7 days) has been offset by a concur-

rent advance in the autumn zero-crossing date (6.3 days). Yet, the abrupt autumn warming and

associated autumnal extension of the potential and photosynthetic growing seasons after 2005

have not been associated with an advance in autumn CO2 zero-crossing date at Point Barrow

as might be expected (Figure 3.1b). Instead the autumn CO2 zero-crossing has been delayed

during this period, suggesting an autumnal extension rather than a shortening of the period of

net carbon uptake in recent years.

A similar delay in autumn CO2 zero-crossing during this recent period was found at sev-

eral other high-latitude observing stations in the analysis presented in Chapter 2 (see also

Barichivich et al., 2012) and is also apparent in the marine boundary layer CO2 concentrations

(Supplementary Figure B12). This anomaly could be in part related to a decrease in ecosystem

respiration and to large-scale processes other than the metabolism of terrestrial ecosystems, such

as temporal changes in atmospheric transport, ocean uptake and fossil fuel emissions. It has been

shown that atmospheric transport changes can account for up to about 15% of the interannual

variability in autumn CO2 zero-crossing at Point Barrow (Piao et al., 2008). Modelling studies

are needed to investigate the relative contribution made by changes in atmospheric transport

dynamics and other factors that produced this recent change in autumn CO2 zero-crossing at

northern latitudes after 2005.

Earlier analyses of the annual cycle of atmospheric CO2 at Point Barrow have shown a

consistent increase in the peak-to-trough amplitude (Keeling et al., 1996), associated with the

increase in growing season photosynthetic activity, particularly in spring, observed at northern

latitudes during the 1980s and 1990s (Myneni et al., 1997; Randerson et al., 1999). The updated

analysis presented in this study indicates that this increase in amplitude has continued until the

present, following the temperature-driven growing season greening over Eurasia (Figure 3.4b).

Except for Alaska, photosynthetic activity over most of North America seems to have little

influence on the amplitude of the annual cycle of atmospheric CO2 at this station (Supplementary

Figure B13), consistent with the spatial footprint of the station described by earlier studies

(Kaminski et al., 1996; Barichivich et al., 2012).

Overall, since 1972, the peak-to-trough CO2 amplitude has increased significantly by 22.2%

with respect to the 1970s as a result of a decreasing trend (24.9%) in summer minimum CO2

concentrations associated primarily with a shift towards warmer, longer and more productive

growing seasons in Eurasia during the late 1980s. This concurrent large-scale shift in temperature

and vegetation greenness at northern latitudes is strongly consistent with earlier evidence for
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an abrupt increase in the mean of the net land carbon sink of about 1 Pg C/yr in 1988/1989

(Sarmiento et al., 2010; Beaulieu et al., 2012). More recently, the greater influence of wintertime

ecosystem respiration on the seasonal amplitude of the CO2 annual cycle during most of the

2000s has reduced the correspondence in year-to-year variations in the amplitude of the annual

CO2 cycle and growing season NDVI over Eurasia (Figure 3.4b).

A number of studies have shown that summer warming and longer growing seasons are

associated with reduced rather than increased plant productivity during recent years at mid to

high northern latitudes because of increased drought stress on vegetation growth (Angert et al.,

2005; Buermann et al., 2007; Zhang et al., 2008; Peng et al., 2011; Piao et al., 2011; Ma et al.,

2012; Buermann et al., 2013). On a biome scale, only in the temperate region of Eurasia is there

a clear reduction in growing season NDVI since around 1997. In the other northern biomes and

in North America the NDVI varied around the mean during this recent period (Supplementary

Figure B10). There is no clear evidence for widespread reductions in NDVI-based photosynthetic

activity integrated over the entire growing season or for net carbon uptake from atmospheric

CO2 records with recent warming.
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3.5 Conclusions

Independent streams of satellite and ground-based observations of NDVI, surface air tempera-

ture, snow cover, freeze-thaw dynamics and atmospheric CO2 concentrations from 1950 to 2011

were used to investigate temporal variations in the photosynthetic and potential (thermal) vege-

tation growing seasons and evaluate their connection with the carbon cycle at northern latitudes

(>45oN). The combined analysis of these multiple climate and vegetation indicators of growing

season changes has revealed a picture of complex and highly dynamical responses of terrestrial

ecosystems to the rapid warming over the past three decades at these latitudes. The main

findings are summarised as follows:

� The thermal potential growing season has lengthened substantially since 1950, but most

of the change has occurred during the last three decades and over Eurasia. The warmest

and longest thermal seasons occurred during the 2000s because of a recent acceleration of

the autumnal extension.

� The photosynthetic growing season has closely tracked long-term changes in the potential

growing season in spring, but not during autumn when light and other factors increasingly

constrain photosynthesis and growth. While the extensions of the photosynthetic and

thermal potential growing seasons have been similar since 1982 in spring, the autumnal

extension of the photosynthetic growing season has been only about half that of the thermal

growing season, yielding a smaller overall lengthening of the photosynthetic growing season.

Nevertheless, the photosynthetic activity integrated over the whole growing season has

closely tracked interannual variations and the general warming trend apparent in seasonally

integrated temperatures throughout the entire satellite period.

� The long-term increase in the peak-to-trough amplitude of the CO2 annual cycle at north-

ern latitudes since 1972 indicates that the net effect of the observed warming and intensi-

fication of the growing season has been an increase in the uptake of atmospheric CO2 by

cool northern terrestrial ecosystems, particularly the boreal forests of Eurasia.

� The synchronised spring extensions of the potential and photosynthetic growing seasons

have stimulated earlier and stronger net CO2 uptake by northern ecosystems, but the au-

tumnal extension appears to have been associated predominantly with earlier rather than

delayed net ecosystem release of CO2 to the atmosphere. These different ecosystem re-

sponses at the opposite ends of the growing season, together with the autumnal decoupling

between the potential (thermal) and photosynthetic growing seasons have had contrasting

effects on the net flux of CO2 between the terrestrial biosphere and the atmosphere.

Determining the impact of continuing twenty-first century warming on the carbon balance

of northern terrestrial ecosystems requires that these complex responses be taken into consider-

ation, including the possibility that the autumn respiration response may become dominant. In

addition, an emerging consequence of the earlier start of the growing season in the boreal forests

is the potential increase in moisture constraints and reduction in peak vegetation productivity

during the following summer as a result of earlier snowmelt. This negative effect of earlier springs

on summer soil water balance and peak of vegetation growth is of special concern, as it may
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offset productivity gains due to warmer springs and longer growing seasons (e.g., Angert et al.,

2005; Trujillo et al., 2012; Buermann et al., 2013). However, the lack of soil moisture observa-

tions and suitable moisture indices that take into account snow dynamics has precluded a robust

analysis of this apparent link between the timing of spring and summer soil moisture status in

the boreal region.

The potential influence of summer soil moisture on the functioning of northern ecosystems

with longer and hotter growing seasons is currently the subject of intense research as new

datasets of soil moisture are becoming available to the scientific community. This emerging

issue is addressed in Part II of this dissertation, where a detailed analysis of changes in summer

drought and their influence on northern vegetation during recent decades is presented.
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Drought and northern vegetation
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Chapter 4

Recent changes in summer drought

severity in the northern latitudes

based on the scPDSI

Abstract

The rapid warming of the northern latitudes during recent decades has been accompanied

by increasing precipitation and longer active seasons. In spite of increased moisture inputs,

it has been hypothesised that warming may have increased summer drought severity because

of enhanced atmospheric moisture demand and longer evaporation periods. The lack of long-

term soil moisture observations in the northern latitudes has precluded a direct evaluation

of the impact of warming on drought severity. In this chapter, an enhanced version of a

recently released dataset of the self-calibrating Palmer Drought Severity Index (scPDSI) is

evaluated and analysed to infer changes in drought severity across the circumpolar northern

latitudes (>45oN) since 1950. Comparisons with field measurements of soil moisture, satellite

observations and simulations from two modern land surface models show that the scPDSI

is a good indicator of summer and autumn soil moisture variability in the top meter of

the soil profile, with a skill similar to complex land surface models. Although uncertainties

in the in situ and satellite observations during the spring hamper a conclusive evaluation

of the ability of the scPDSI and the models to represent snow hydrology, variations in

maximum snow accumulation are consistent with moisture anomalies inferred during the

melting period. The scPDSI suggests that rapid warming since the late 1980s has increased

evapotranspiration demand and consequently summer and autumn drought severity in the

northern latitudes, offsetting the effect of increasing cold-season precipitation. This result is

consistent with ongoing amplification of the hydrological cycle and with model projections of

summer drying at northern latitudes in response to anthropogenic warming. The warming-

driven increase in moisture demand has attenuated recent wetting trends in most of Siberia

and intensified episodic droughts and regional drying trends in Alaska, northern Canada and

central Asia. However, changes in permafrost and snowpack dynamics with recent warming

might have had a stronger effect on drought severity in these snow-dominated regions than

increased evaporative moisture demand.
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4.1 Introduction

Low temperatures and frozen ground strongly constrain ecosystem metabolism and the exchange

of water and energy in the northern latitudes (Zhang et al., 2011). As a result, ecosystem and hy-

drological processes in these regions are strongly sensitive to temperature variability and changes

in the cryosphere (Jarvis & Linder, 2000; Barnett et al., 2005). The rapid warming of the high

latitudes during recent decades has stimulated higher evapotranspiration rates (Zhang et al.,

2009; Miralles et al., 2013) and longer evaporative periods (Zhang et al., 2011). This increase

in evapotranspiration coincides with a general increase in precipitation (Trenberth et al., 2007),

which is consistent with the expected intensification of the hydrological cycle with global warm-

ing (Allen & Ingram, 2002; Held & Soden, 2006; Seager et al., 2010; Polson et al., 2013). A

recent synthesis of the observational record over the vast Arctic region suggests that positive

trends in annual precipitation, evapotranspiration, and river discharge to the Arctic Ocean

could indicate that the anticipated intensification of the hydrological cycle is already under-

way (Rawlins et al., 2010). However, the relative magnitudes and spatial heterogeneity of these

trends are highly uncertain due to sparse measurement networks and large natural variability

in the climate of the region.

A growing body of evidence indicates that changes in the regional water cycle are impacting

ecosystem processes in northern biomes. During the late 1990s and 2000s, several widespread

and persistent droughts have occurred across the boreal high latitudes (Zhang et al., 2008; Dai,

2012). These droughts have increased fire disturbance (Kasischke & Turetsky, 2006) and re-

sulted in regional decreases in vegetation productivity in the boreal forest as indicated by at-

mospheric CO2 anomalies (Angert et al., 2005), satellite vegetation indices (Goetz et al., 2005),

modelled vegetation productivity (Zhang et al., 2008), forest inventory data (Hogg et al., 2008;

Ma et al., 2012) and tree rings (Barber et al., 2000). These ecological responses have led to the

perception that summer drought severity in the northern latitudes is increasing along with recent

warming because of greater evaporative demand (Barber et al., 2000; Angert et al., 2005). Al-

though the lack of long-term soil moisture observations in the pan-Arctic region (Dorigo et al.,

2011) precludes a direct analysis of decadal changes in soil moisture, model-based estimates

broadly support the notion of increased drought severity with recent warming in the boreal zone

(Sheffield & Wood, 2007; Dai, 2011a). Nevertheless, the magnitude and regional variation of

such an increase is uncertain.

Better understanding of recent changes in drought severity across the northern latitudes

requires realistic estimates of soil moisture variability and quantification of the relative contri-

butions of changes in moisture supply (precipitation and snow) and evaporative demand (poten-

tial evapotranspiration; PET), which depends not only on temperature but also on radiation,

humidity and winds (Wang & Dickinson, 2012). Due to the general scarcity of soil moisture

measurements, meteorological drought indices and model-based estimates are commonly used

as a substitute for observations to quantify changes in drought and their impact on terrestrial

ecosystems (Sheffield & Wood, 2007; Zhao & Running, 2010; Dai, 2012; Vicente-Serrano et al.,

2013). The ability of drought indices and land surface models to represent changes in moisture

availability accurately depends on the realism of their physical formulation and the quality of

the meteorological data used to drive them. Oversimplification in some drought indices and un-
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certainties in the meteorological drivers of more realistic, but necessarily complex, land surface

models result in large uncertainties in the estimates of global and regional changes in drought

severity associated with recent warming (Seneviratne et al., 2012; Trenberth et al., 2014). These

uncertainties are particularly large in remote regions with sparse meteorological observations and

snow-dominated hydrology, such as the high northern latitudes.

Although simpler than land surface models, the most popular index currently used to quan-

tify drought severity is the Palmer Drought Severity Index (PDSI; Palmer, 1965). The PDSI

was originally developed to monitor agricultural drought in the United States. In recent years

it has been refined to study the influence of climate change on global trends in drought using

readily available monthly historical meteorological observations or output from climate models

(Dai, 2012; Sheffield et al., 2012; van der Schrier et al., 2013; Trenberth et al., 2014).

Several aspects of the formulation and assumptions underlying the PDSI have been criticised

over the years as the index came to be applied outside the regional context for which it was

created. However, the popularity of the index and its advantage over other drought indices relate

to the use of monthly input data that are readily available in most parts of the world, the use

of a soil water balance model at its core, and the flexibility to incorporate more comprehensive

formulations for critical components of the algorithm. The latter flexibility has resulted in

several improved variants of the index (Dai, 2011a). A ‘self calibrating’ version, called scPDSI

(Wells et al., 2004), is perhaps the most important. The scPDSI solves an issue of lack of spatial

comparability of the original PDSI by using a local climatology to better characterise the results

in the intended Palmer categories of drought across different climate regimes.

In this study, an enhanced version of a recently released global gridded dataset of monthly

scPDSI for the period 1901–2009 (van der Schrier et al., 2013) is used as the basis for investigat-

ing long-term changes in drought severity in the northern latitudes (>45oN). This dataset was

jointly developed by the Climatic Research Unit (CRU) and the Royal Netherlands Meteorolog-

ical Institute (KNMI) and is the first global dataset of the scPDSI that includes a representation

of snow dynamics in the underlying water balance estimates. This and other methodological

improvements in the dataset allow a better quantification of drought changes in the northern

latitudes than was previously possible with the available gridded scPDSI datasets (e.g., Dai,

2011a; Sheffield et al., 2012). The PDSI and its newer variants have been widely validated in

the mid-latitudes against runoff, in situ soil moisture measurements, satellite observations and

modern land surface models (Dai et al., 2004; Dai, 2011a; van der Schrier et al., 2013). In con-

trast, little is known about the ability of the index to represent changes in moisture availability

in the northern latitudes, because earlier datasets did not consider snow dynamics in the soil

water balance.

The aims of this study are to validate the scPDSI dataset in the northern latitudes and

assess the evidence for changes in drought severity with recent warming in the region. Significant

correlations between the scPDSI and other moisture measures should provide empirical evidence

of the usefulness of this improved scPDSI dataset to investigate drought changes at high northern

latitudes. The seasonal performance of the scPDSI to represent variations in available moisture

is evaluated against in situ soil moisture measurements in 82 sites across northern Eurasia and

Alaska, gridded soil moisture estimates from two state-of-the-art land surface models and two

simple multi-scale drought indices. The results of this evaluation provide independent support
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for the inferences based on this dataset.

4.2 Data and methods

4.2.1 The scPDSI data

The PDSI and its variants are based on a set of empirical parameterisations of soil moisture

anomalies in the rooting zone. Soil moisture is simulated by a simple two-layer water balance

model. The bucket-type model is driven only by monthly precipitation (water supply) and

potential evapotranspiration (water demand). In the model, precipitation is partitioned into

soil water recharge and runoff. The surface soil layer is assumed to have a fixed water holding

capacity of 25 mm and is recharged first. Then, the bottom layer is recharged until it saturates.

Runoff occurs when both layers (the entire soil column) reach the field capacity and potential

evapotranspiration demand has been met. When precipitation and soil moisture in the sur-

face layer can not meet the water demand from potential evapotranspiration, soil moisture in

this layer is completely evapotranspirated at the potential rate, then moisture in the bottom

layer is evapotranspirated at a rate that depends on its moisture content and unmet potential

evapotranspiration (i.e., actual evapotranspiration).

The CRU-scPDSI dataset incorporates several methodological improvements that make it

more suitable for analysing drought severity at northern latitudes (van der Schrier et al., 2013).

First, the more physically-based Penman-Monteith (PM) parameterization for potential evapo-

transpiration is used instead of the simple temperature-dependent Thornthwaite (TH) approach.

Second, the actual vegetation cover rather than a fixed simple reference crop is used for com-

puting potential evapotranspiration. Third, seasonal snowpack dynamics are considered in the

water balance model for the first time. The effect of snow is simulated by a simple degree-day

algorithm calibrated at each grid box using satellite observations of snow water equivalent (see

Appendix B in van der Schrier et al., 2013). Below 0oC, precipitation falls as snow and is added

to snow storage. Above 0oC, snow melts at a locally-calibrated potential rate and melt water is

added to the liquid precipitation fraction that enters into the soil moisture model.

The consideration of snow is essential for achieving a more realistic estimate of seasonal

soil moisture variability in the snow-dominated northern latitudes. van der Schrier et al. (2013)

showed that the dataset compares well with satellite-based surface soil moisture observations and

soil moisture estimates from the GLDAS-2 Noah land surface model. In addition, the inclusion

of the snow parametrisation resulted in significant correlations between monthly anomalies in

terrestrial water storage from GRACE satellites and the sum of monthly estimates of snow

water equivalent (SWE) and soil moisture storage in the scPDSI. Other factors that could

also affect soil moisture availability in the northern latitudes, such as permafrost dynamics

(Sugimoto et al., 2002), vegetation phenology (Bonan, 2002) and the influence of increasing

atmospheric concentration of carbon dioxide on plant transpiration (Gedney et al., 2006) are

not accounted for in the water balance of the scPDSI. In permafrost soils, the scPDSI should be

interpreted only as an index of meteorological drought since the actual water content of these

soils is strongly regulated by seasonal and long-term permafrost dynamics.

The original version of the CRU-scPDSI dataset is based on the CRUTS 3.10.01 meteo-

rological fields (precipitation for water supply; temperature, cloud cover, vapour pressure and
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Figure 4.1: Annual land precipitation anomalies in the Arctic region as represented by different datasets along
with their associated temporal and spatial gauge coverage since 1900. The datasets used are: Global Precipitation
Climatology Centre (GPCC v6), Climatic Research Unit (CRU TS–3.10.01 and CRU TS–3.21), University of
Delaware (UDel v3.02), Global Historical Climatology Network-Monthly (GHCN–M v2) and Global Precipitation
Climatology Project (GPCP v2.2). The vertical dotted lines indicate the start of the period of analysis used in
this study. The grey lines in the map denote the extent of the boreal forests.

wind speed for PM PET) produced by the Climatic Research Unit at 0.5o spatial resolution

(Harris et al., 2014). Recently, Trenberth et al. (2014) observed that since around 1996 the

CRUTS 3.10.01 precipitation data are slightly ‘wetter’ at northern latitudes than some other

precipitation products based on many more rain gauge data (Figure 4.1). They showed that

this results in a slight underestimation of recent drought trends in the CRU-scPDSI dataset and

other datasets based on CRU precipitation data (e.g., Sheffield et al., 2012). For this reason, the

scPDSI was recomputed using precipitation data from the GPCC Full Data Reanalysis version

6 at 0.5o resolution (Schneider et al., 2013) instead of using the CRUTS 3.10.01 precipitation.

GPCC is the precipitation analysis with the greater number of rain gauges processed cur-

rently available. However, most of the gauge data incorporated in any global precipitation

dataset represent the more populated regions south of the Arctic circle (Figure 4.1). North of
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60oN, the number of rain gauges in the GPCC product drops from a maximum of 1374 in the

late 1980s to about 300 in 2010, whilst CRUTS 3.10.01 has a maximum of only 300 gauges,

falling to less than 120 after 1995. Prior to 1936, the number of gauge records in both products

is less than 180. Using the GPCC product to drive the scPDSI algorithm reduces uncertain-

ties in regional precipitation estimates during recent decades, but not in the first half of the

20th century (Figure 4.1). Therefore, the analysis of the scPDSI was restricted to the period

1950–2009.

4.2.2 Evaluation of the scPDSI

The ability of the scPDSI to represent interannual moisture variability at different soil depths and

time scales was assessed based on correlations with short-term field measurements, multi-decadal

satellite observations, land surface model simulations and multi-scale drought indices (see Table

4.1). Correlations were computed separately for the spring melting period in the boreal region

(April-May), summer (June-August) and autumn (September-October). This allows seasonal

differences in performance to be identified and related to the decreasing influence of snow and

frozen ground through the growing season. In the following subsections, the datasets and periods

used for correlation analysis are briefly described.

Table 4.1: Characteristics of the datasets used to validate the scPDSI.

Dataset Resolution Time span Reference

Soil moisture
in situ soil moisture, LTER Bonanza Creek, Alaska hourly 2002–2012 Hollingsworth (2005)

in situ soil moisture, ISMN networks hourly since 1978 Dorigo et al. (2011)
over the fUSSR, Finland and Alaska

Satellite microwave soil moisture (MW–SMO) 0.25ox0.25o, daily 1979–2010 Liu et al. (2012)

GLDAS–2 Noah soil moisture 1ox1o, monthly 1948–2007 Rui (2011)

ERA-Land soil moisture 0.5ox0.5o, 6-hourly 1979–2010 Balsamo et al. (2013)
Drought indices

Standardized Precipitation Index (SPI) 0.5ox0.5o, monthly 1901–2010 This study

Standardized Precipitation Evapotranspiration Index 0.5ox0.5o, monthly 1901–2011 Vicente-Serrano et al. (2010)
(SPEI)

Snow

Globsnow SWE version 1.3 25x25 km, monthly 1979–2011 Takala et al. (2011)

4.2.2.1 In situ and satellite observations

Historical and operational in situ soil moisture measurements north of 45oN were obtained from

the International Soil Moisture Network (ISMN, http://ismn.geo.tuwien.ac.at/). The ISMN is

a data hosting centre where soil moisture measurements collected in monitoring networks and

field validation campaigns around the world are archived, quality controlled and distributed to

the scientific community (Dorigo et al., 2011, 2013a). The database includes data from 1952

until the present. Most records are from the mid-latitudes of Eurasia and North America and

have been originated from monitoring networks created during the last decade. Multi-year soil

moisture records for the high northern latitudes are available from some historical networks in

the in the former Soviet Union (fUSSR) and recent operational networks in Finland and Alaska.

Station records north of 45oN with a length of at least 7 years were selected for analysis

(Figure 4.2). A large number of stations covering the period 1978–1985 were extracted from

the RUSWET-GRASS (67 stations) and RUSWET-VALDAI (3 stations) historical networks in



4.2. Data and methods 67

the fUSSR (Vinnikov & Yeserkepova, 1991; Robock et al., 1995). These data represent total

volumetric soil moisture measurements of plant available soil moisture integrated over the upper

10 cm and 1 m soil layers, made at 0.1-ha flat observational plots with natural grass vegetation.

Each record is the average of measurements made at four points in the plot with a frequency of

three times per month during the warm season and once a month during winter. These relatively

dense historical networks have been widely used for evaluating the performance of land surface

models (Robock et al., 1995) and also the PDSI (Dai et al., 2004).

For the most recent period, hourly records included in the ISMN archive covering most of

the 2000s were extracted from high-latitude operational networks, such as SNOTEL (Snow

Figure 4.2: Map showing the locations of the 82 in situ soil moisture records used to evaluate the scPDSI. Mean
summer surface soil moisture (MW-SMO) over 1982–2010 is shown in the background to illustrate the geographic
patterns of moisture availability. Note that these patterns are imposed by the Noah land surface model. The boreal
forests are outlined in gray and the the orange line indicates the southern edge of the discontinuous permafrost
(Brown et al., 1998). Areas without data or outside the study domain are indicated by gray shading.
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Telemetry; 2 stations) in Alaska and GTK (Geological Survey of Finland; 3 stations) in

Finland. In addition, 7 continuous hourly soil moisture records since 2002 were obtained

from the LTER research program at Bonanza Creek Experimental Forest in Alaska (avail-

able at: http://www.lter.uaf.edu/data detail.cfm?datafile pkey=5, Hollingsworth, 2005; Yarie,

2008). The hourly or 3-hourly records from all these operational networks are generally available

for the upper meter of the soil profile at every 5 or 10 cm near the surface and every 20 or 50

cm in the lower part.

Overall, a dataset of 82 soil moisture stations with at least 7 years of measurements made at

several depths and temporal frequencies was compiled. Most of the stations are located in the

northern temperate grasslands and croplands of Eurasia and only about a third are located in

the boreal forest region (Figure 4.2). Several stations in the boreal region of eastern Siberia and

Alaska are located in the zone of discontinuous permafrost. The hourly data at each depth were

aggregated into daily averages and subsequently into monthly averages. Historical observations

with a frequency of 10 days were also aggregated into monthly averages. When available, quality

flags were used to exclude observations with poor quality or physically unrealistic values. Finally,

only representative series for ‘surface’ and ‘root zone’ soil moisture dynamics at each station were

retained for comparison with the scPDSI and other gridded estimates of moisture availability.

These series were selected by taking the moisture record available at the nearest depth to 10 cm

and 20 cm, respectively.

In addition to site-level moisture measurements, a recently released (June 2012) global

dataset of soil moisture based on historical satellite microwave observations since 1978 (avail-

able at: http://www.esa-soilmoisture-cci.org/, Liu et al., 2012) was used to evaluate the scPDSI.

This observational dataset has provided a new avenue for studying large-scale changes in soil

moisture dynamics (Dorigo et al., 2012) and evaluating the performance of land surface models

(Albergel et al., 2012, 2013a,b; Szczypta et al., 2013). The product has a spatial resolution of

0.25o and is based on the statistical blending of daily passive and active microwave observations

from multiple satellites between November 1978 and December 2010. The rescaling and merg-

ing is based on a reference surface soil moisture climatology provided by the GLDAS-Noah land

surface model. The resulting product inherits the absolute values of GLDAS-Noah (Figure 4.2)

but retains the long-term moisture signals (e.g., autocorrelation, trends) sensed by the satellites

(Liu et al., 2012; Dorigo et al., 2012).

Despite some temporal and spatial inhomogeneities due to changes in satellite sensors,

the merged dataset has been shown to be consistent with in situ observations and simula-

tions from state-of-the-art land surface models in the mid and low latitudes (Albergel et al.,

2013a; Dorigo et al., 2013b; Loew et al., 2013). van der Schrier et al. (2013) found a good agree-

ment between the interannual variability of this dataset and the CRU-scPDSI over most of the

global land, though correlations in the northern latitudes were weaker and sometimes negative.

Loew et al. (2013) also observed weak or negative correlations between soil moisture fields sim-

ulated by two land surface models and the satellite observations over the northern latitudes.

Frozen ground and snow cover limit data availability in these regions and surface water, peat

soils, rough topography and errors in determining the freeze/thaw and snowmelt transitions can

reduce the quality of the available data. Prior to data processing, product quality flags were

used to remove daily observations for most of these surface conditions. The remaining data were
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aggregated into seasonal averages. Then, correlations between the scPDSI and MW–SMO were

computed for each season over the period 1979–2009.

4.2.2.2 Soil moisture simulated by land surface models

ERA-Land (http://apps.ecmwf.int/datasets/data/interim land/) and GLDAS-2 (Global Land

Data Assimilation System Version 2.0; http://ldas.gsfc.nasa.gov/gldas/) soil moisture fields were

used to asses the ability of the scPDSI to represent interannual soil moisture variability at differ-

ent depths across the northern latitudes. ERA-Land is a global land surface dataset describing

the dynamics of the soil (moisture and temperature) and snowpack at a spatial resolution of

about 80 km every six hours during the period 1979–2010 (Balsamo et al., 2013). This product

is a revised version of the ERA-Interim land surface reanalysis and is based on a single 32-year

offline (land-only) simulation with the latest ECMWF land surface model driven by meteorolog-

ical forcing from the ERA-Interim atmospheric reanalysis and precipitation adjustments based

on GPCP v2.1. A number of improvements in the parameterisations for the land surface scheme

have been made compared with the original ERA-Interim dataset, which makes it more suitable

for hydrological studies. In ERA-Land, six types of soil are used and moisture is simulated for

four layers (0-7, 7-28,28-100 and 100-289 cm). The soil moisture data for 18:00 UTC of each day

were extracted for the three upper layers and monthly averages were computed for each layer.

Monthly soil moisture data from GLDAS-2 simulated by the Noah land surface model at 1o

resolution (Rui, 2011) were extracted for the upper three layers (0-10,10-40 and 40-100 cm). The

Noah model included an improved snow assimilation scheme and was driven with the Princeton

global meteorological forcings of Sheffield et al. (2006) from January 1948 to December 2007.

Since the product is provided at 1o resolution, the data were regridded to the 0.5o grid of the

scPDSI using bilinear interpolation.

The ERA-Land and GLDAS-2 Noah soil moisture data at each layer were averaged for the

spring, summer and autumn months. Then, for each season, correlations between the scPDSI

and soil moisture at each depth were computed over the period 1979-2009 for ERA-Land and

1979–2008 for Noah.

4.2.2.3 Multi-scale drought indices

The PDSI has been criticised for having a relatively fixed temporal scale compared with other

drought indices that can be computed to represent accumulated moisture anomalies at arbi-

trary time scales (Vicente-Serrano et al., 2012). The most basic multi-scalar drought index

is the Standardized Precipitation Index (SPI; McKee et al., 1993), which represents only ac-

cumulated precipitation deficits or surpluses without accounting for water losses to runoff or

evapotranspiration. To overcome this limitation in the SPI, Vicente-Serrano et al. (2010) pro-

posed the Standardized Precipitation Evapotranspiration Index (SPEI). The SPEI represents

accumulated anomalies of precipitation minus potential evapotranspiration and thus it can be

thought as standardised anomalies of accumulated net precipitation.

In order to evaluate the ability of the scPDSI to represent short and long-term moisture

variability through the growing season, simple correlations between the scPDSI and these two

drought indices were computed for time scales of 3, 6, 9 and 12 months and for spring, sum-

mer and autumn. The seasonal correlations allow an assessment of the relative impact of the
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snow parametrisation on the time scale of the scPDSI. The SPI was computed for the study

domain from monthly GPCC precipitation data at a spatial resolution of 0.5o from 1901 to 2010

(Schneider et al., 2013). SPEI data for the period 1901–2011 were obtained from the Global

SPEI database version 2.2 (https://digital.csic.es/handle/10261/72264). This database is based

on monthly precipitation and Penmann-Monteith potential evapotranspiration from the CRU

TS 3.20 dataset.

4.2.2.4 Snowpack

A positive correlation between winter snow accumulation and the scPDSI during the spring

melting period would indicate a good performance of the index to simulate the effect of snow

on seasonal soil moisture dynamics in the northern latitudes. Therefore, the realism of the snow

hydrology of the scPDSI was tested by correlating peak spring snow water equivalent (SWE)

with the scPDSI averaged during the spring melting period in the boreal (April–May) and Arctic

(May–June) zones over the period 1979–2009. For comparison with the scPDSI, peak SWE was

also correlated with the SPEI at a scale of 12 months (SPEI-12mo) and surface soil moisture

simulated by ERA-Land (0–7 cm) and Noah (0–10 cm).

Peak SWE between January and July was computed from monthly gridded SWE data from

the GlobSnow dataset (version 1.3) developed by the European Space Agency (Takala et al.,

2011). GlobSnow combines SWE retrieved from multi-satellite microwave observations with

forward snow emission model simulations and ground-based weather station data for non-

mountainous regions of the Northern Hemisphere. Because of the improved accuracy obtained

by assimilating independent sources of information, this is the best SWE product currently

available for climate analysis (Hancock et al., 2013). The SWE data were remapped from their

original 25-km spatial resolution to the 0.5o grid of the scPDSI using bilinear interpolation.

4.2.3 Changes in drought severity and the influence of evapotranspiration

demand

The scPDSI dataset contains two alternative runs computed using the same precipitation input

but with different PET implementations. One run uses actual monthly PET and the other

uses fixed climatological monthly PET based on the climatology for the period 1961–1990. In

the latter setup, fixed climatological temperature data were also used to drive the snow model.

The differences between the two analyses represent the influence of changes in atmospheric

evapotranspiration demand and temperature-driven snow melt on drought severity.

To quantify the effect of evapotranspiration demand on summer drought severity over the

entire study domain, percentages of dry (scPDSI ≤ -2) and wet (scPDSI ≥ 2) area computed

with fixed and varying PET were compared. Trend analysis of summer scPDSI with actual PET

and simulated soil moisture was carried out for the period since 1979 using the non-parametric

Mann-Kendall trend test implemented in the zyp package (Bronaugh, 2009) in R statistics.
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4.3 Results

4.3.1 Evaluation of the scPDSI in the northern latitudes

4.3.1.1 Comparison with in situ measurements

The scPDSI correlates positively with most (∼49-63%) in situ records of surface and root zone

soil moisture, indicating a good ability of the index to represent interannual soil moisture vari-

ability (Figure 4.3). However, positive correlations are more common during summer and au-

tumn than during spring (Figure 4.4). This suggests that the scPDSI performs better during the

second half of the growing season when the influence of snow hydrology is smaller. Nevertheless,

spurious soil moisture measurements in modern networks due to frozen soils during the early

spring (Dorigo et al., 2013a) could also account for the weaker correlations during this period.

Negative correlations occur in all seasons but are more prevalent during the spring melting

period and over south-western Russia and Belarus. In general, negative correlations tend to be

associated with unusual sites where field measurements are negatively correlated with precipi-

tation and positively correlated with temperature (Supplementary Figure C1). Such locations

are likely strongly influenced by local-scale processes (e.g., topography, water table, permafrost,

Figure 4.3: Correlation between the scPDSI and in situ measurements of (a–c) surface (< 10 cm) and (d–f) root
zone (>10 cm) soil moisture during the spring, summer and autumn seasons. Correlations are shown only for
sites with 7–9 years of overlap with the nearest scPDSI grid box. The overlapping period lies anywhere between
1978 and 1985 in the fUSSR (RUSWET-GRASS and RUSWET-VALDAI networks), and between 2002 and 2011
in Finland (GTK network) and Alaska (SNOTEL and LTER networks). The magnitude of the correlations is
proportional to the symbol size, following the color bar. The boreal forests are outlined in black.
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Figure 4.4: Box plots summarising the correlations between the scPDSI and in situ measurements of soil moisture
in the surface and the root zone during spring (April-May), summer (June-August) and autumn (September-
October). The mean is denoted by the circle inside the box, while the black horizontal line and the box edges
denote the respective median and 25th and 50th quartiles. Whiskers denote 5th and 95th percentiles, and grey
dots represent outliers. Box plots are shown separately for positive (top) and negative (bottom) correlations. The
mean correlation values and the number of stations included in the average are indicated next to each bar. The
overall mean correlation (rall) is shown in the top panel.

delayed snowmelt) and thus are not representative of the regional moisture footprint associated

with the gridded scPDSI estimates. Alternatively, interpolated precipitation anomalies might

not represent well local variability at some of these stations.

Mean seasonal correlations indicate that the scPDSI is similarly correlated with surface and

root zone soil moisture variability (Figure 4.4), though to some extent this is expected because

root zone measurements in 70 stations obtained from historical networks (RUSWET-GRASS

and RUSWET-VALDAI) also integrate surface soil moisture.

The seasonal performance of the scPDSI to represent surface soil moisture variability in the

field relative to that of satellite observations (MW-SMO), land surface models (ERA-Land and

Noah), drought indices (SPI-12mo and SPEI-12mo) and the earlier version of the dataset (CRU-

scPDSI) is shown in Figure 4.5. In general, the consistency between the different products and

field measurements is highly variable. There is no single product that is best correlated with

field observations across all seasons. The scPDSI tends to perform similarly or slightly better

than satellite observations and other drought indices, with similar mean correlations but a higher

number of positive correlations with field measurements. The land surface models perform poorly

in spring but perform better in summer and outperform all moisture metrics in autumn when the

influence of snow is minimal. The two scPDSI datasets compare similarly to field measurements
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in summer and autumn but the CRU–scPDSI version is slightly better correlated with field

measurements in spring. This difference could be related to the influence of adjustments applied

to cold season precipitation estimates in the GPCC dataset (Schneider et al., 2013).

Most in situ moisture measurements are negatively correlated with temperature (Figure 4.5).

The negative correlations are particularly strong in summer, suggesting an important influence

of enhanced evapotranspiration rates with higher temperatures.

4.3.1.2 Comparison with gridded soil moisture estimates and multi-scale drought

indices

A summary of grid-wise correlations between the scPDSI and soil moisture simulated by land

surface models, satellite observations and multi-scalar drought indices is shown in Figure 4.6.

The variability of the scPDSI is better correlated with satellite observations and model-based

soil moisture fields during summer and autumn months than during the spring melting period,

when simulated soil moisture was shown to be only weakly correlated with field measurements

Figure 4.5: Box plots showing the relative performance of the scPDSI against in situ measurements of surface
soil moisture through the growing season compared with satellite observations (MW–SMO), land surface models
(ERA-Land and GLDAS-2 Noah) and other drought indices (SPI-12mo and SPEI-12mo). The original CRU-
scPDSI version and temperature are also included for comparison. Box plots are shown separately for positive
(top) and negative (bottom) correlations. The mean is denoted by the circle while the black horizontal line denotes
the median. The mean correlation values and the number of stations included in the average are indicated next
to each bar. The overall mean correlation (rall) is shown in the top panel.
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Figure 4.6: Box plots summarising the seasonal grid-wise correlations of the scPDSI with soil moisture simulated
by land surface models (ERA-Land, Noah), satellite observations (MW–SMO) and multi-scalar drought indices
(SPI and SPEI) during recent decades. The period used for correlation varies and is indicated in bottom-right
corner of each panel. Note that during the spring, correlations with simulated soil moisture and drought indices
are affected by snow cover in most of the subarctic region where snowmelt occurs in June.
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in the boreal and northern temperate regions (Figure 4.5). However, it is important to note

that during the spring (April-May) most of the subartic region north of the boreal forests is still

covered by snow (see mask in Figure 4.10) and thus this may reduce correlations with model-

based soil moisture. Compared with Noah, soil moisture variability simulated by ERA-Land

agrees better with the scPDSI. Simulated moisture in the uppermost three soil layers is nearly

equally correlated with the scPDSI. This indicates that the simple water balance of the scPDSI

captures well warm-season moisture anomalies in the top meter of the soil profile.

Figure 4.6 shows that the SPI and SPEI are also more consistent with the scPDSI in summer

and autumn, with little difference between time scales (3-12 months). In contrast, during the

spring the consistency is substantially weaker but improves for longer time scales (9-12 months).

This is because longer integration periods include cold-season precipitation, which in both reality

and in the scPDSI is physically stored in the winter snowpack and released to the soil in spring.

The scPDSI and SPI share the GPCC precipitation forcing and are thus more strongly correlated

in comparison with the SPEI.

Correlation maps show that the consistency between the scPDSI and the different metrics

of moisture availability varies considerably across the study domain (see Supplementary Figures

C2–C5). In general, the scPDSI agrees better with model-based moisture estimates and multi-

scalar drought indices in the northern temperate and southern boreal regions than in the remote

subarctic region, where the influence of snow and permafrost on surface hydrology is stronger and

the meteorological forcing data are more uncertain. Satellite-observed soil moisture variability is

also better correlated with the scPDSI in the southern regions dominated by crops and grasslands

than in the boreal and Arctic regions (Figure 4.7). In the high northern latitudes, satellite

retrievals are fewer and less reliable as a result of longer snow cover, frozen ground, surface

water and canopy interference in dense boreal forests. Larger uncertainties in satellite retrievals

are likely the main cause of the weak and some times negative correlations observed in theses

regions.

Biome and continental spatial averages of summer scPDSI are significantly correlated with

the corresponding averages of summer surface soil moisture simulated by the GLDAS-2 Noah

Figure 4.7: Correlation between the scPDSI and MW–SMO during (a) spring, (b) summer and (c) autumn.
Correlations are shown for grid boxes with at least 15 years of MW–SMO estimates over the period 1979–2009.
Areas with dense canopy, permanent ice cover, or with insufficient data for correlations are indicated by gray
shading. The stippling denotes significant (p < 0.1) correlations.
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Figure 4.8: Comparison of average summer scPDSI (blue) and summer surface soil moisture (0–10 cm) simulated
by GLDAS-2 Noah (brown) over the period 1948–2007 for each biogeographic region and continent. The Arctic
and (northern) temperate regions correspond to the lands north and south of the boreal forests, respectively (see
Figure 4.2 for a graphical reference). Correlations over the full overlapping period are indicated in each panel (*:
p < 0.1).

Figure 4.9: Comparison of average summer scPDSI (blue) and summer surface soil moisture (0–7 cm) simulated
by ERA-Land (brown) over the period 1979–2009 for each major biogeographic region and continent. Correlations
over the full period are indicated in each panel (*: p < 0.1).
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land surface model and ERA-Land (Figures 4.8 and 4.9; for biome definitions see Section 3.2.1

on page 34). This illustrates the consistency between normalised moisture anomalies based

on the scPDSI and simulations by more complex land surface models forced with different

observations. The relationship between GLDAS-2 Noah and the scPDSI is generally poor in the

earlier period before about 1970, but thereafter the datasets agree very well. The contrasting

agreement between these two periods is consistent with larger uncertainties in the underlying

meteorological forcings during the earlier period, particularly in the Princeton forcings used in

GLDAS-2 Noah.

4.3.1.3 Comparison with snowpack accumulation

Similar patterns of positive correlations of winter snow accumulation with the scPDSI and soil

moisture simulated by complex land surface models over extensive areas of the boreal region

during the spring melting period (Figure 4.10; and also the subarctic during early-summer:

Figure 4.10: Correlations between variations in peak SWE and subsequent spring moisture anomalies produced
by drought indices and land surface models. (a) scPDSI. (b) SPEI-12mo. (c) Soil moisture simulated by ERA-
Land. (d) Soil moisture simulated by Noah. Correlations are shown only for non-mountainous areas without snow
cover during May (SWE < 10 mm).
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Supplementary Figure C6) suggest that the index is able to represent soil moisture anomalies

associated with snowmelt. Areas of particularly strong coupling between maximum snow ac-

cumulation and estimated moisture anomalies during the melting period occur in the western

interior of Canada, Alaska, eastern Siberia and northern Scandinavia. The opposite occurs in

parts of Eastern Europe, central Asia and eastern Canada.

Figure 4.11: Temporal variability in percentages of summer dry and wet areas in the northern latitudes (>45oN)
between 1950 and 2009 based on the scPDSI computed with (red) and without (blue) interannual changes in
potential evapotranspiration (PET). (a) dry area (summer scPDSI ≤ -2). (b) wet area (summer scPDSI ≥ 2).
Also shown are the mean summer temperature anomalies for the region (gray dotted line) and the long-term mean
of the percentage area series based on actual PET (red dashed line).
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Despite its simplicity, the SPEI-12mo shows a similar spatial pattern of correlations with

snow accumulation as do the scPDSI and simulated soil moisture during the spring melting

period in the boreal zone (Figure 4.10b). During early summer, when the snowpack melts in

the subarctic region, the SPEI-12mo is more strongly correlated with snow accumulation than

the scPDSI (Supplementary Figure C6a–b). This implies a larger impact of accumulated cold

season precipitation on the SPEI anomalies compared with the scPDSI, likely because the more

realistic accounting of water losses in the scPDSI soil water balance reduces the correlations

with precipitation inputs.

4.3.2 Changes in drought severity

Figure 4.11a compares the yearly time series of the percentage of land area north of 45oN that is

dry in summer (scPDSI ≤ -2), based on the scPDSI with fixed and actual PET. The difference

between the series reflects the influence of changing PET on summer drought severity. The series

are very similar prior to the start of the surface warming trend around 1988. Both series show a

strong decrease in dry area from about 25% to around 12% during the 1950s and values ranging

between 9% and 22% thereafter. After 1988, the series consistently diverge along with the rapid

surface warming, indicating an increasing influence of evaporative demand on summer drought

severity during this period. Without the inferred increase in evaporative demand, the northern

latitudes would have experienced a downward trend in drought severity. Although the general

increase in PET since the 1980s has not resulted in a clear increasing trend in drought severity, it

has offset the effect of the concurrent increase in precipitation at high latitudes (Supplementary

Figure C7).

Greater evaporative demand since the 1980s has also consistently impacted the summer wet

area (with scPDSI ≥ 2) in the northern latitudes (Figure 4.11b). Unlike the case for summer

dry area, the effect appears to have been greater since around 1997, when summer temperatures

further increased to a new level. The 2000s is the decade with the warmest and wettest summers

since 1950. The wettest summer in the record is 2007, with nearly 32% of the area under

moderately wet conditions when considering actual PET and about 35% when holding PET

constant. This is more than 12% higher than the long-term average of summer wet area (about

20%).

The effect of recent increases in PET on the scPDSI over each biogeographic region and

continent is illustrated in Figure 4.12. In general, the influence of PET on the scPDSI mirrors

the magnitude of surface warming and has been larger in Eurasia than in North America. The

circumpolar Arctic region (north of the boreal forests) has experienced the fastest warming

rates and the greatest effect of increasing PET on summer drought severity since around 1988.

Warming related increases in PET have also influenced drought severity in the boreal forests

and temperate grasslands and croplands to the south, but only in Eurasia and since around

1997. In North America, these regions have experienced little or no warming, limiting the PET

influence on summer drought severity in recent decades. Similar regional effects of increased

evapotranspiration on drought severity occur during the autumn (Supplementary Figure C8)

and the spring melting period (Supplementary C9). However, during the spring the influence of

PET is not sufficiently strong as to offset the wetting trend.

A map of the difference in summer scPDSI averages over the period 2000–2009 using ac-
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Figure 4.12: Comparison by region and continent between summer scPDSI averages with (red) and without
(blue) interannual changes in potential evapotranspiration (PET). Mean summer temperature anomalies relative
to the period 1961–1990 (dotted line) are shown for each biome. The red crosses in each panel indicate values of
the average scPDSI series with actual PET within the bottom 20th percentile, which can be thought as regional
summer droughts. Note that the severity of most of these drought events occurring during the warming period
over the last two decades has been intensified by increasing evapotranspiration demand. The vertical dotted lines
denote the years 1988 or 1997.

tual and fixed PET shows that the impact of increased evapotranspiration demand on summer

scPDSI is widespread but its magnitude varies considerably (Figure 4.13a). A comparison of

the difference between the scPDSI averages with the spatial patterns of linear trends in summer

scPDSI since 1979 indicates that the recent increase in moisture demand may have intensified

drying trends in northern Canada, Alaska, far east Siberia and most northern temperate Eurasia,

whereas in most of Siberia it may have contributed to attenuate recent wetting trends (Figure

4.13b). Since moisture demand has not increased much in the Canadian Prairies, ongoing wet-

ting trends centred in this region have not been attenuated.

The spatial patterns of trends in summer scPDSI are heterogeneous but still consistent

with the corresponding patterns of trends in surface soil moisture simulated by ERA-Land

and Noah (Figure 4.13b–d). Despite some regional differences, the three products show a very

similar proportion of significant drying trends (about 9–10% of the total number of grid boxes).

However, the proportion of significant wetting trends in the scPDSI (12.6%) is more consistent

with Noah (15.6%) than with ERA-Land, which shows substantially less wetting (7.5%).
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Figure 4.13: Influence of increased PET on summer scPDSI during the 2000s and moisture trends since 1979.
(a) Summer scPDSI with actual PET averaged over 2000–2009 minus scPDSI with fixed PET averaged over the
same period. (b) Trends in summer scPDSI during 1979–2009. (c) Trends in summer surface soil moisture (0–7
cm) simulated by ERA-Land during 1979–2009. (d) Trends in summer surface soil moisture (0–10 cm) simulated
by Noah during 1979–2007. The stippling denotes significant (p < 0.1) trends. The percentages of grid boxes
showing significant drying and wetting trends is indicated for comparison.
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4.4 Discussion

Comparisons with field measurements and satellite observations suggest that the scPDSI is able

to simulate moisture variability in the upper meter of the soil profile in the northern latitudes

with comparable skill to offline land surface models. A similar result has been reported in

earlier studies comparing the PDSI or its variants with field moisture measurements in the mid

latitudes of Eurasia and North America (Dai et al., 2004; Dai, 2011a). Like in these previous

studies, correlations with field soil moisture measurements tend to be higher during summer and

autumn than during the spring melting period (Figure 4.5). Yet, during the spring the scPDSI

tends to be better correlated with field moisture measurements than moisture simulations of

complex land surface models.

A definitive conclusion about the relative performance of the scPDSI and land surface mod-

els in spring can not be made based on comparisons with short and uncertain in situ soil

moisture records, which tend to be strongly influenced by local conditions, snow and frozen

soils (Dorigo et al., 2013a). Moreover, a more extensive evaluation of the scPDSI with satellite

observations during the spring is also limited by snow cover (Figure 4.7). Despite these limita-

tions, positive associations between maximum snow accumulation and soil moisture anomalies

during the melting period inferred from the scPDSI and land surface models suggest that these

moisture estimates can represent well independently observed snowpack dynamics over most of

the northern latitudes (Figure 4.10 and Supplementary Figure C6). Continued measurements

of soil moisture in high-latitude observing networks (e.g., LTER, SNOTEL, SCAN, GTK) is

required to produce high-quality records long enough for a better evaluation of soil moisture

products.

The most consistent result of the evaluation presented in this study is that the scPDSI is a

useful indicator of soil moisture variability in non-permafrost regions of the northern latitudes

during summer and autumn, with a skill similar to complex land surface models (Figures 4.8

and 4.9). Therefore, the scPDSI can be used to make inferences about potential changes in

summer drought severity. The analysis of the scPDSI dataset between 1950 and 2009 shows

that increased evapotranspiration demand, driven mainly by surface warming, has significantly

influenced summer drought severity in the northern latitudes since the late 1980s (Figure 4.11).

The estimated enhancement of atmospheric moisture demand during this recent period has been

balanced by the increase in precipitation in the northern latitudes (Supplementary Figure C7)

and thus has not imposed an increasing trend in drought area (Figure 4.11a).

This finding is consistent with the ongoing intensification of the hydrological cycle ob-

served at high latitudes characterised by increases in both precipitation and evapotranspiration

(Rawlins et al., 2010; Miralles et al., 2013). A similar impact of surface warming on drought

severity since the 1980s has been documented on a global scale by recent studies based on the

scPDSI using a Penman-Monteith formulation for potential evapotranspiration, but forced with

different meteorological datasets (Dai, 2011a, 2012; Sheffield et al., 2012; van der Schrier et al.,

2013). As in these earlier scPDSI-based studies, the use of the more physically realistic Penman-

Monteith, rather than the Thornthwaite, parametrisation for potential evapotranspiration im-

proves the applicability of the index under global warming scenarios but it needs additional

meteorological forcings (such as radiation, wind, humidity and vapour pressure) for which es-
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timates are less reliable and have less spatial coverage than temperature. The magnitude of

the influence of these uncertain forcings on soil moisture changes is likely to be underestimated

in this study. In addition, the evapotranspiration estimates do not consider seasonal vegeta-

tion feedbacks and the potential influence of increasing atmospheric CO2 on plant transpiration

(Gedney et al., 2006). However, a similar pattern of temperature-driven amplification of drought

at northern latitudes was observed in an earlier study based on offline simulations of the ter-

restrial hydrological cycle using a land surface model driven by the Princeton forcing dataset

between 1950 and 2000 (Sheffield & Wood, 2007).

The impact of increased evapotranspiration demand on the summer moisture balance has

been stronger and more widespread in Eurasia than in North America, but the timing and

magnitude were found to vary considerably within each continent following the spatiotemporal

patterns of summer warming (Figure 4.12). Boreal and northern temperate North America are

the only regions in the study domain where there has been no significant summer warming since

the late 1980s and thus atmospheric moisture demand has not increased in recent decades (Figure

4.13a). These spatiotemporal patterns imply that the severe regional droughts observed in boreal

and temperate North America during recent years (e.g., 1988, 2001–2003; Shabbar & Skinner,

2004; Bonsal & Regier, 2007; Zhang et al., 2008) have been driven exclusively by precipitation

deficits. In contrast, warming-driven evapotranspiration demand since the 1990s has been an

additional factor driving the severity and extent of regional droughts documented in far northern

North America (e.g., 1998, 2004; Hogg & Wein, 2005; Wendler et al., 2011) and most of northern

and inner Eurasia (e.g., 2001, 2010; Zhang et al., 2008; Kogan et al., 2013; Mohammat et al.,

2013).

Regional soil moisture variability during the spring snowmelt period, when soils are close to

field capacity, appears to have also been influenced by warming and the associated increases in

evapotranspiration demand (Supplementary Figure C9). However, the effect is only marginal

when compared with summer (Figure 4.12) and autumn (Supplementary Figure C8) and thus

moisture demand in spring has not counteracted the effect of increasing precipitation. This

pattern of cold season wetting and summer drying with recent warming is consistent with

some model projections of seasonal changes in soil moisture at high latitudes in response to

anthropogenic warming (Sheffield & Wood, 2008), which were first made about 30 years ago

(Manabe & Wetherald, 1987).

Regional trends in summer scPDSI over the past three decades are generally similar to

trends in surface soil moisture simulated by land surface models, particularly GLDAS-2 Noah

(Figure 4.13). Significant trends in the scPDSI and Noah soil moisture are similarly dominated

by wetting trends. In contrast, ERA-Land soil moisture shows substantially less wetting. A

recent study found a similar tendency for ERA-Land to show more drying trends than another

modern reanalysis moisture product at the global scale (Albergel et al., 2013a). This behaviour

of ERA-Land was shown to be consistent with trends in satellite observed soil moisture in the

temperate mid latitudes. Furthermore, in this study summer soil moisture variability simulated

by ERA-Land has the strongest interannual correlations with field observations (Figure 4.5).

Trenberth et al. (2014) found that most of the contradictory moisture trends described in earlier

studies based on the PDSI were related to differences in the precipitation forcings, especially

in the tropics and high northern latitudes (see Figure 4.1). This could also be the cause of the
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disagreement in moisture trends found here between ERA-Land reanalysis and the estimates

based on the scPDSI and Noah. Regional biases and temporal inhomogeneities in the merged

gauge-satellite precipitation dataset (GPCP v2.1) underlying the ERA-Land moisture estimates

are likely to occur in the northern latitudes and affect the derived long-term moisture trends.

Moreover, adjustments to cold season precipitation amounts in the datasets could also contribute

to these differences in trends.

The recent increase in PET appears to have intensified ongoing drying trends in northern

Canada, Alaska, far east Siberia and most of the northern temperate region of Eurasia, whereas

in most of Siberia it may have attenuated recent wetting trends (Figure 4.13). Ongoing trends

toward thinner snowpacks and earlier snowmelt and growing seasons (Brown & Robinson, 2011;

Barichivich et al., 2013; Gan et al., 2013) may be further enhancing summer drying in some

regions by extending the period of evapotranspiration into the spring and thus accelerating

seasonal soil moisture depletion (Zhang et al., 2011; Buermann et al., 2013). Indeed, pioneering

modelling studies conducted in the 1980s using simple climate models suggested that, along

with increasing evaporation demand, earlier snowmelt also contributed to projected summer

drying at northern latitudes under scenarios of anthropogenic warming (Manabe & Wetherald,

1987). The snow model implemented in the formulation of the scPDSI used in this study may

capture the influence of changes in snow accumulation on soil moisture dynamics more accurately

than changes in the timing of the snowmelt. This is because the (monthly) resolution of the

meteorological forcing data is quite coarse. However, the timing of snowmelt is closely associated

with the amount of snow accumulated in the winter snowpack (Trujillo et al., 2012) and thus

the scPDSI estimates may still incorporate the effect of the widespread reduction in spring snow

cover observed at northern latitudes (Brown & Robinson, 2011).

In permafrost soils, the simple scPDSI model provides only a limited indication of potential

changes in regional soil water balance. Permafrost dynamics exert a strong control on the

local water balance of the seasonally active soil layer. The active layer stores water surplus

from late summer and autumn rainfalls during freezing and then gradually releases it over

the course of the following warm season as the thawing depth increases (Ohta et al., 2008).

This interannual moisture transfer combined with water supply from the deeper thawing layer

can sustain summer evapotranspiration and vegetation growth during periods of meteorological

drought (Sugimoto et al., 2002; Ohta et al., 2008). In some cases, late summer droughts can

be carried to the next spring if snowmelt does not replenish soil moisture (Forkel et al., 2012).

Permafrost water seems to be less important during rainy summers, when evapotranspiration

is maintained mainly by rain water (Sugimoto et al., 2002). Long-term changes in permafrost

and active layer depth with ongoing warming can decrease or increase soil moisture availability

depending on complex interactions between topography, permafrost characteristics, vegetation

and snow cover (Jorgenson et al., 2010; Park et al., 2013). None of these these seasonal and

long-term changes in permafrost dynamics are included in the water balance of the scPDSI and

thus our moisture estimates in permafrost soils of the Arctic region might differ substantially

from actual moisture anomalies.

The inferred enhancement of atmospheric moisture demand during recent decades might

have impacted ecosystems processes in the northern latitudes. Changes such as the widespread

disappearance of shallow Arctic ponds (Smol & Douglas, 2007) and the intensification of fire
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regimes in the boreal zone (Kasischke & Turetsky, 2006; Forkel et al., 2012) are consistent with

greater evaporative demand.
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4.5 Conclusions

The main conclusions of this Chapter are summarised as follows:

� The scPDSI dataset described in this study is a useful indicator of summer and autumn

soil moisture variability in the top meter of the soil profile in the permafrost-free northern

latitudes, with a skill similar to complex land surface models. However, it is necessary to

bear in mind that historical changes in soil moisture simulated by this simple index neglect

the important influence of seasonal and long-term changes in vegetation dynamics and the

effect of increasing atmospheric CO2 concentrations on plant transpiration.

� Limitations and uncertainties in the in situ and satellite observations of soil moisture

during the spring preclude a robust evaluation of the skill of the scPDSI and the land

surface models in simulating snow hydrology at high northern latitudes. However, the good

agreement found between variations in maximum snow accumulation and the scPDSI and

simulated moisture anomalies during the melting period provides evidence for a realistic

estimation of snow dynamics.

� The scPDSI suggests that large-scale warming since the late 1980s has increased evapotran-

spiration demand and consequently summer and autumn drought severity in the northern

latitudes, offsetting the effect of increasing cold-season precipitation. This result is con-

sistent with ongoing amplification of the hydrological cycle and with model projections of

summer drying at northern latitudes in response to anthropogenic warming.

� The estimated warming-driven increase in moisture demand has attenuated recent wetting

trends and intensified episodic droughts and regional drying trends, as indicated by the

scPDSI, in Eurasia and far northern North America. Enhanced drought severity in regions

such as Alaska, northern Canada and central Asia is consistent with observed increases

in fire activity, vegetation productivity losses and drying of shallow ponds during the

late 1990s and 2000s. However, changes in winter snowpack accumulation and shifts to

earlier spring snowmelt with recent warming might have had a stronger impact on drought

severity in these snow-dominated regions than increased moisture demand.

The links between warming and changes in snowpack, drought severity and vegetation pro-

ductivity across the northern latitudes is investigated in the next Chapter.
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Abstract

Rapid warming of boreal and Arctic regions since the late 1980s has stimulated the pro-

ductivity of northern vegetation by reducing temperature limitations. However, warming has

also increased evapotranspiration demand and consequently summer drought severity, but

the impacts of these changes on northern vegetation are still uncertain. This chapter inves-

tigates the influence of summer warming and changes in snow and soil moisture availability

on peak summer vegetation greenness at northern latitudes (>45oN) based on satellite ob-

servations of the Normalized Difference Vegetation Index (NDVI) since 1982. Both moisture

and temperature appear to exert control on the interannual variability of summer NDVI over

about 29% (mean r2 = 0.29±0.16) and 43% (mean r2 = 0.25±0.12) of the northern vege-

tated land, respectively. For the remaining 28% of the vegetated land neither temperature

nor moisture variability appear to influence NDVI anomalies significantly, yet most of this

fraction of the vegetated land shows greening trends similar to those in temperature-limited

regions. The environmental factors driving summer NDVI variability in these regions remain

to be identified. Changes in snow dynamics (accumulation and melting) appear to be more

important than increased evaporative demand in controlling changes in summer soil moisture

availability and NDVI across extensive regions of the boreal zone, where vegetation growth

is often assumed to be dominantly temperature-limited. In particular, NDVI declines in

the boreal forest of North America are more consistent with reduced snowpack than with

temperature-induced increases in evaporative demand as previously thought. Any further

increase in evapotranspiration demand and reduction in snowpack accumulation with con-

tinued warming during the coming decades is likely to intensify summer drought severity

and the emerging regional contrasts in summer NDVI trends.

Published as: Barichivich, J., K. R. Briffa, R. Myneni, G. van der Schrier, W. Dorigo, J. Tucker, T. J. Osborn
and T. Melvin (2014), Temperature and snow-mediated moisture controls of summer vegetation photosynthetic
activity in northern terrestrial ecosystems between 1982 and 2011, Remote Sens., 6(2), 1390–1431.
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5.1 Introduction

Vegetation gradients and productivity patterns across Arctic and boreal terrestrial ecosystems

are interactively controlled by temperature, soil moisture, light and nutrient availability during

the growing season (Jarvis & Linder, 2000; Roy et al., 2001; Nemani et al., 2003). Tempera-

ture is the main climate constraint on plant growth in the cooler northern regions, whilst soil

moisture becomes more important toward the forest-grassland ecotone in the southern boreal

region (Nemani et al., 2003, see Figure 5.1). The rapid warming during recent decades has

significantly ameliorated the limitations on plant production by frozen ground and low temper-

atures (Nemani et al., 2003; Zhang et al., 2008). This has resulted in widespread lengthening

of the growing season, greater photosynthetic activity and enhanced ecosystem carbon seques-

tration across the northern latitudes (Myneni et al., 1997; Keeling et al., 1996; Nemani et al.,

2003; Piao et al., 2007; Barichivich et al., 2013). However, longer and warmer growing seasons

have also promoted environmental conditions that favour surface drying (Zhang et al., 2011;

Dai, 2012). This is thought to have intensified summer droughts and forest disturbance by fire

and insects (Zhang et al., 2008; Mann et al., 2012)

The analysis of the global satellite record of Normalized Difference Vegetation Index (NDVI)

imagery since 1981 (e.g., Tucker et al., 2005) has shown that increases in vegetation photosyn-

thetic activity have been stronger in Eurasia than in North America and more sustained in

the colder tundra biome than over the boreal forests (Goetz et al., 2005; Bunn & Goetz, 2006;

Piao et al., 2011; Beck et al., 2011; Xu et al., 2013). The most recent studies have found that af-

ter the initial increasing trend in NDVI (i.e., greening) observed in the first decade of the record

(Myneni et al., 1997; Zhou et al., 2001), longer and hotter growing seasons appear to have re-

sulted in reductions of summer NDVI (i.e., browning) in the drier and more continental regions

of the boreal forest since the 1990s (Angert et al., 2005; Goetz et al., 2005; Bunn & Goetz, 2006;

Piao et al., 2011). The most extensive vegetation browning has occurred in the North American

boreal forests in Canada and Alaska (Beck & Goetz, 2011). Most of these regional reductions

of summer NDVI have been attributed to increasing drought stress with hotter summers, an

extended period of evaporation and enhanced atmospheric evapotranspiration demand asso-

Figure 5.1: Map of relative climatic constraints on modelled vegetation net primary productivity (Nemani et al.,
2003). The black polygons represent the extent of the boreal forests as defined in this study (see Methods).
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ciated with rising temperatures (Angert et al., 2005; Goetz et al., 2005; Bunn & Goetz, 2006;

Beck & Goetz, 2011). This effect is commonly referred to as ‘temperature-induced drought

stress’ (Barber et al., 2000; Bunn & Goetz, 2006). Modelling studies that partially rely on re-

mote sensing vegetation observations also show an increase in moisture limitation of vegetation

growth in several regions of the boreal forest since the late 1990s, potentially offsetting the

benefits of longer and warmer growing seasons (Zhang et al., 2008).

Beyond the satellite period, tree ring studies have shown that the growth of boreal trees in

some cool and relatively moist northern locations has not continued to track rising temperature

trends since around the 1960s, whereas they had previously shown positive responses to summer

warming, such as in the early part of the century (e.g., Jacoby & D’Arrigo, 1995; Briffa et al.,

1998; Jacoby et al., 2000; Wilmking et al., 2004; Lloyd & Fastie, 2002; Lloyd & Bunn, 2007;

Pisaric et al., 2007; Porter & Pisaric, 2011). This recent temporal change in the apparent posi-

tive response of tree growth to warming is known in the tree-ring community as the ‘divergence’

phenomenon (D’Arrigo et al., 2008). A number of causal factors have been proposed and are still

being debated though one suggestion is that the recent warming has invoked increasing drought

stress (D’Arrigo et al., 2008). A consistent long-term control of boreal forest growth by summer

moisture availability has been observed in the drier continental interiors of Alaska and north-

western Canada where increased tree growth is stimulated by cooler and wetter growing seasons

(e.g., Szeicz & MacDonald, 1996; Barber et al., 2000; Wilmking & Juday, 2005; McGuire et al.,

2010; Juday & Alix, 2012; Lloyd et al., 2013). Hence, warming in these boreal regions has often

been associated with tree growth declines rather than with increases (Barber et al., 2000). These

growth declines are in some cases consistent with co-located NDVI browning trends (Beck et al.,

2011).

Landscape browning and declining tree-growth trends in the boreal zone have highlighted

the potential role of summer drought in modulating regional responses of northern vegetation as

climate warms. Yet, the emphasis of previous studies has been primarily on summer processes.

The potential influence of changes in winter snowpack on summer soil moisture status and

vegetation productivity has not received much attention, despite the well-known controls of

snow dynamics on the hydrology and phenology of northern ecosystems (Vaganov et al., 1999;

Jarvis & Linder, 2000; Barnett et al., 2005). Local studies have shown that reductions in winter

snowpack and earlier spring snowmelt can lead to strong summer soil moisture deficits and

productivity losses in boreal and alpine regions (Welp et al., 2007; Hu et al., 2010; Trujillo et al.,

2012), where snow is typically the main source of soil water recharge. A positive association has

also been observed between deeper snowpack and summer NDVI in parts of North America and

central Siberia (Grippa et al., 2005; Buermann et al., 2013), though it has also been suggested

that deeper snowpacks can delay the start of the growing season and thus negatively affect tree

growth (Vaganov et al., 1999). Thus, recent declines in winter snowpack and snow cover duration

documented in several regions of northern Eurasia and North America (Brown & Robinson,

2011; Park et al., 2012; Gan et al., 2013) are likely to have affected vegetation.

The lack of long-term soil moisture observations and uncertainties in model-based soil mois-

ture estimates have hampered assessments of the links between trends in vegetation productivity

and changes in soil moisture availability in the northern latitudes. Local and regional responses

of boreal vegetation to moisture variability have typically been inferred indirectly from correla-
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tions with soil moisture forcings, such as precipitation and temperature (e.g., Barber et al., 2000;

Wilmking et al., 2004; Lloyd & Bunn, 2007). In other cases, comparisons have been made with

simple meteorological drought indices that often neglect soil properties, snow dynamics and veg-

etation (e.g., Angert et al., 2005; Lotsch et al., 2005; Hogg et al., 2008; Buermann et al., 2013;

Vicente-Serrano et al., 2013).

The historical paucity of observational datasets of soil moisture dynamics has been notably

improved by the recent release of a multi-satellite product of surface soil moisture with global cov-

erage for the period 1979–2010 (Liu et al., 2012) and an improved high-resolution global dataset

of the self-calibrating Palmer Drought Severity Index (scPDSI) based on historical monthly me-

teorological observations since 1901 (van der Schrier et al., 2013). Progress has also been made

in producing improved estimates of seasonal snow mass dynamics by assimilating ground-based

measurements with historical satellite observations within a consistent modelling framework

(Takala et al., 2011). Moreover, the reprocessing of the NDVI observations from Advanced Very

High Resolution Radiometer (AVHRR) satellite sensors by the Global Inventory Modeling and

Mapping Studies (GIMMS) group at NASA Goddard Space Flight Center has resulted in a 30-

year NDVI product with improved data quality at northern latitudes (Pinzon & Tucker, 2013).

These new datasets now enable a more direct and up-to-date assessment of the multi-decadal

links between warming, snow, soil moisture variability and vegetation dynamics in the northern

latitudes than was previously possible.

In this study, these newly released datasets are used to evaluate the influence of temperature,

snowpack and soil moisture availability on peak summer NDVI in northern terrestrial ecosystems

between 1982 and 2011. This empirical study is intended to provide a better understanding of

the environmental drivers of interannual and longer term changes in vegetation productivity at

northern latitudes.
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5.2 Data and methods

5.2.1 Northern biomes

The study domain was divided into three major biogeographic regions: northern temperate, bo-

real and Arctic. The regions were defined from the Collection 5 MODIS International Geosphere-

Biosphere Programme (IGBP) land cover classification map (Friedl et al., 2010) and woody

fraction from the MODIS Vegetation Continuous Fields product (Townshend, 2011). The first

region includes the northern temperate grasslands, croplands and a small fraction of temperate

forests. The second considers only the boreal forest, and the third includes the Arctic tundra

and subarctic woodlands.

The boreal forest region was defined as all evergreen needleleaf, deciduous needleleaf and

mixed forests north of 45oN with woody fraction greater than 30% (Xu et al., 2013). Natural

grasslands, crops and relatively small areas of temperate forests north of 45oN and south of the

boreal forests were considered as the northern temperate grassland and cropland region. Open

woodlands (forests with woody fraction less than 30%), open/closed shrublands and grasslands

north of the boreal forests were combined into a large mixed region, here termed the Arctic

region, since the NDVI signal in these land cover classes is dominated by shrubby and herbaceous

vegetation. These major regions delineate circumpolar bands of relatively similar vegetation

types and climate conditions (Supplementary Figure D1).

5.2.2 Vegetation greenness

The NDVI is a normalised spectral measure of vegetation canopy greenness (Tucker, 1979). It

is based on the difference between radiation reflected in the near infra-red range (NIR; AVHRR

Channel 1, 0.73–1.1 µm) and radiation absorbed by green leaves in the visible range (VIS;

AVHRR Channel 2, 0.55–0.68 µm). Given NIR and VIS reflectances the index is defined as:

NDV I = (NIR − V IS)/(NIR + V IS). This simple ratio should be understood as a spectral

measure of the photosynthetic potential of vegetation (Myneni et al., 1995).

The GIMMS group at NASA Goddard Space Flight Center has produced a new version

of their biweekly 8 km NDVI dataset from historical AVHRR level 1b observations covering

the period from July 1981 to December 2011 (Pinzon & Tucker, 2013). This third genera-

tion dataset is termed GIMMS NDVI3g and supersedes the previous GIMMS NDVIg dataset,

which had a calibration-related lack of data north of 72oN (Tucker et al., 2005). NDVI3g has

an improved coastal land-water mask and better cross-sensor intercalibration, particularly of

data from NOAA-16, -17, and -18 satellites that have bilinear gains in the channel one of their

AVHRR instruments. The new calibration procedure has also rectified a previous data discon-

tinuity at 72oN. These and other methodological refinements have considerably improved data

quality in the northern latitudes. The improvements are evident in higher correlation and closer

correspondence of the NDVI3g data with NDVI data from Moderate Resolution Imaging Spec-

troradiometer (MODIS) Aqua and Terra sensors since the early 2000s (Fensholt & Proud, 2012;

Barichivich et al., 2013; Pinzon & Tucker, 2013).

Here, the NDVI3g dataset was used to characterise interannual variations in summer vegeta-

tion greenness across the region north of 45oN between 1982 and 2011 (Table 5.1). The biweekly
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NDVI data for each year and grid box were seasonally averaged over the summer months from

June to August, when the peak in growing season photosynthetic activity occurs. Then, the

summer NDVI data were regridded to a common 0.5ox0.5o regular grid using bilinear interpo-

lation. This enables direct, grid-wise comparisons with temperature and moisture fields (Table

5.1).

NDVI data based on the 16-day Aqua MODIS MYD13C1 product (available at

https://lpdaac.usgs.gov/products/modis) were used for independent validation of the peak grow-

ing season vegetation signals contained in the NDVI3g dataset during the overlapping period

2002–2011. The 16-day NDVI composites were averaged for summer months and regridded from

their native 0.05o resolution to 0.5o. MODIS NDVI data are of higher radiometric and geomet-

ric quality than AVHRR data and have been atmospherically corrected and masked for water,

clouds and shadows. Aqua MODIS NDVI was chosen instead of Terra NDVI because the latter

product is affected by sensor degradation, which has imposed spurious negative trends in the

dataset (Wang et al., 2012a).

5.2.3 Influence of snow, moisture and temperature variability on summer

NDVI

Temperature and moisture controls of interannual variability in summer vegetation greenness

since 1982 were identified using correlation and stepwise multiple linear regression analyses

involving summer NDVI and spring and summer averages of temperature and moisture variables

at a 0.5o grid box scale. The use of separate spring and summer averages shows the differences

between antecedent and concurrent climate controls on summer NDVI. In order to examine

the relationships on an interannual time scale, all time series at each grid box were linearly

detrended prior to correlation and regression analysis. The statistical significance of correlations

was estimated using a non-parametric random phase test with 1000 Monte-Carlo simulations

(Ebisuzaki, 1997), which is robust to autocorrelation in the series. A 90% confidence level was

used to report the statistical significance of the correlations. Also, only temperature and moisture

predictors significant at the 90% confidence level were retained in the stepwise regression models.

Table 5.1 provides a summary of the datasets used for analysis. Mean air temperature data

for the period 1982–2011 were obtained from the gridded CRUTS 3.20 dataset at a spatial resolu-

tion of 0.5o (Harris et al., 2014). Spring water supply to the soils was estimated using maximum

Table 5.1: Characteristics of the datasets used in this study.

Dataset Resolution Time span Reference

Vegetation
GIMMS NDVI3g 0.08ox0.08o, 15–day 1982–2011 Pinzon & Tucker (2013)

Aqua MODIS NDVI (MYD13C2) 0.05ox0.05o, 16–day 2002–2011 Huete et al. (2002)

Temperature
CRUTS 3.20 mean air temperature 0.5ox0.5o, monthly 1901–2011 Harris et al. (2014)

Precipitation
GPCC precipitation version 6 0.5ox0.5o, monthly 1901–2010 Schneider et al. (2013)

Globsnow SWE version 1.3 25x25 km, monthly 1980–2011 Takala et al. (2011)

Soil moisture
Satellite microwave soil moisture (MW–SMO) 0.25ox0.25o, daily 1979–2010 Liu et al. (2012)

self-calibrating PDSI (scPDSI) 0.5ox0.5o, monthly 1901–2009 van der Schrier et al. (2013)

GLDAS–2 NOAH 10-cm soil moisture 1ox1o, monthly 1948–2007 Rui (2011)
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monthly winter Snow Water Equivalent (SWE) during the period 1982–2011, computed from

monthly gridded SWE data from the European Space Agency (ESA) GlobSnow dataset version

1.3 (Takala et al., 2011). GlobSnow combines SWE retrieved from multi-satellite microwave

observations with forward snow emission model simulations and ground-based weather station

data for non-mountainous regions of the Northern Hemisphere. Because of the improved ac-

curacy obtained by assimilating independent sources of information, this is arguably the best

SWE product currently available for climate analysis (Hancock et al., 2013). The SWE data

were remapped from their original 25-km spatial resolution to a coarser 0.5o grid using bilinear

interpolation. Summer precipitation data during the period 1982–2010 were obtained from the

gauge-based Global Precipitation Climatology Center (GPCC) dataset at a spatial resolution of

0.5o (Schneider et al., 2013).

Spring and summer averages of the enhanced snow-enabled CRU–scPDSI dataset

(van der Schrier et al., 2013) described in Chapter 4 were used to characterise soil moisture vari-

ability between 1982 and 2009. In addition, satellite microwave soil moisture observations (MW–

SMO) from a newly developed global dataset (Liu et al., 2012, available at: http://www.esa-

soilmoisture-cci.org/) were also used to estimate summer surface soil moisture variability during

the period 1982–2010. This soil moisture dataset is based on the statistical blending of daily

passive (SMMR: November 1978-August 1987; SSM/I: July 1987-2007; TMI: 1998-2008 and

AMSR-E: July 2002-2010) and active (ERS-1/2: July 1991-May 2006 and ASCAT: 2007-2010)

satellite microwave observations between November 1978 and December 2010 on a 0.25ox0.25o

regular grid. The scaling and merging is based on a reference surface soil moisture climatology

provided by the GLDAS-Noah land surface model. This approach imposes the absolute values

of GLDAS-Noah on the resulting product, but preserves the long-term moisture signals sensed

by the satellites and minimises temporal inhomogeneities due to changing sensors (Liu et al.,

2012; Dorigo et al., 2012). Although satellite sensors only measure moisture in the uppermost

few centimetres of the soil profile, these observations generally correlate well with moisture vari-

ations measured at deeper layers (Albergel et al., 2008). Soil moisture retrievals fail over very

dense canopy and frozen ground while surface water and rough topography distort soil moisture

signals and result in poor data quality. Product quality flags were used to filter daily observa-

tions for most of these surface conditions. Only grid boxes with at least 20 years of data over

the period 1982–2010 were used for analysis.

Since earlier studies have reported apparent changes in the climate drivers of NDVI with

recent climatic warming (Angert et al., 2005; Zhang et al., 2008), the association between in-

terannual summer NDVI variability and each temperature and moisture variable at each grid

box was empirically tested for temporal changes using a statistical approach based on time-

varying regression with the Kalman Filter (Visser & Molenaar, 1988). This method allows for

the estimation of simple linear regression models with time-varying coefficients that adapt to

the changing relationship between the predictor (moisture or temperature) and the predictand

(NDVI). A maximum likelihood estimation procedure is used to obtain the regression coeffi-

cients and associated standard errors to assess their significance over time. In order to restrict

the analysis to interannual time scales, where the climate control on vegetation growth anomalies

is stronger, all the variables were filtered with a 10-year high-pass filter prior to analysis.

After characterising the temperature and moisture controls of summer greenness on interan-
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nual time scales, the consistency between temporal trends in summer NDVI and temperature

and moisture controls was evaluated. In this context, warming trends are expected to correspond

well with greening trends in temperature-limited regions whilst drying trends should correspond

with browning trends in moisture-limited regions. Trend analysis was carried out using the

non-parametric Mann-Kendall trend test implemented in the zyp package (Bronaugh, 2009) in

R statistics. Maximum Covariance Analysis (MCA) (Bretherton et al., 1992), also known as

Singular Value Decomposition, was employed to describe the dominant patterns of coupled vari-

ability between climate constraints and summer NDVI. This is a statistical tool widely used in

climate research to identify pairs of coupled modes in spatiotemporal geophysical fields (Wilks,

2011). MCA is good at separating dominant common signals from noise, and in this application

it filters out the influence of fire and other local-scale disturbances on NDVI variability.

Figure 5.2: Correlation maps between summer NDVI and (a) summer temperature, (b) summer precipitation,
(c) summer scPDSI, and (d) summer satellite microwave surface soil moisture (MW-SMO) variability since 1982.
All correlations are based on linearly detrended data and the stippling indicates statistically significant (p < 0.1)
values.
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5.3 Results

5.3.1 Moisture and temperature controls on interannual summer NDVI vari-

ability

5.3.1.1 Correlations

Summer NDVI3g during the period 2003–2011 is consistent with Aqua-MODIS NDVI over most

of the northern terrestrial ecosystems (Supplementary Figure D2). The agreement between the

NDVI products is particularly strong in North America, with significant (p < 0.1) correlation

values ranging from 0.80 in the boreal forests to 0.85 in the Arctic region and 0.94 in the tem-

perate grasslands and croplands. The lowest agreement occurs over the vast Eurasian grasslands

and croplands (r = 0.38, p > 0.1), but the products agree better in the boreal forests (r = 0.63,

p > 0.1) and in the Arctic region of Eurasia (r = 0.80, p < 0.1). This demonstrates that both

datasets capture similar vegetation signals at high latitudes.

It is expected that interannual variability in summer NDVI is associated with moisture

variability in the northern temperate grasslands and croplands and with temperature variabil-

ity in the cooler regions dominated by boreal forests and Arctic vegetation. This expectation

is broadly consistent with the biome-scale spatial patterns of correlation between interannual

anomalies of summer NDVI and concurrent variability in summer temperature, precipitation

and available soil moisture shown in Figure 5.2. Summer NDVI across most of the Arctic and

boreal regions is strongly positively correlated with summer temperature (Figure 5.2a), but it is

generally negatively correlated with summer precipitation and soil moisture anomalies as indi-

cated by the scPDSI and satellite-sensed MW-SMO (Figure 5.2b–d). This negative correlation

of temperature-driven summer NDVI with summer precipitation and soil moisture anomalies

largely reflects a strong negative association between summer temperature and precipitation

in these regions (Supplementary Figure D3a). However, it might also indicate a degree of

co-limitation by low radiation levels during rainy and cloudy summers. The opposite correla-

tion patterns occur in the northern temperate grasslands and croplands, where summer NDVI is

negatively correlated with temperature and strongly positively correlated with precipitation and

soil moisture anomalies during summer. Overall, these broad-scale summer correlation patterns

suggest a dominant temperature control on peak vegetation greenness in the boreal and Arctic

regions and a moisture control in the temperate grasslands and to a lesser extent in croplands.

There are, however, large areas within the cool boreal and Arctic regions where correlation

patterns suggest that moisture rather than temperature is the main control of summer NDVI

anomalies, especially when considering the influence of snow water supply (Figures 5.2 and 5.3).

This moisture control is apparent across most of the rainshadow area of the North American

Cordillera along the western interior of Canada from the Prairies in the south to interior Alaska

and the Arctic coast in the north, the basin of the Kolyma River in far-east Siberia and in

some isolated areas north of Lake Baikal in south-central Siberia. Summer NDVI in these

regions is not significantly correlated with temperature variability during summer (Figure 5.2a)

or spring (Figure 5.3a), but it is generally significantly and positively correlated with summer

precipitation, scPDSI and MW-SMO (Figure 5.2b–d). The influence of moisture on summer

greenness in these cool regions is more spatially extensive when considering the effect of snow.
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Figure 5.3: Correlation maps between summer NDVI and (a) spring (March–May) air temperature, (b) max-
imum winter Snow Water Equivalent (SWE), and (c) spring scPDSI variability since 1982. All correlations are
based on linearly detrended data and the stippling indicates statistically significant (p < 0.1) values.

Maximum winter SWE and spring scPDSI are both strongly correlated with summer NDVI in

the sense that deeper winter snowpacks and hence wetter spring soils enhance summer NDVI

(Figure 5.3b–c). Therefore, the water supplied by the melting of the winter snowpack in spring

appears to play the dominant role in modulating subsequent summer greenness of northern

vegetation in these relatively cold but moisture-limited regions. Only few temperature-limited

regions show negative associations between summer NDVI and maximum SWE, highlighting the

beneficial effect of snow accumulation on peak summer vegetation growth.

Snow water supply and associated spring soil moisture anomalies (scPDSI) also significantly

influence summer greenness in some typically moisture-limited regions, such as the Canadian

Prairies and the vast steppes of central Asia (Figure 5.3b–c). Moreover, spring temperatures

in these more southern regions are negatively correlated with summer NDVI (Figure 5.3a),

implying that earlier and warmer springs favour surface drying and hence can reduce summer

greenness when summer rainfall does not replenish moisture losses.

A more synthetic depiction of the geography of moisture and temperature limitations on peak

summer greenness can be obtained by superposing the patterns of correlation of summer NDVI

with summer temperature and scPDSI averaged over the spring-summer period from March to

August. A bivariate map showing these associations together with their statistical significance

and a detailed land cover classification map are illustrated in Figure 5.4. The composite map

reveals a consistent pattern of long-term climate controls on peak summer greenness across

northern biomes but it highlights important regional variations in the type and magnitude of

climate limitation. The forest/grassland ecotone in central Asia and Canada marks a sharp

transition between temperature limitation (i.e., strong and positive correlations with tempera-

ture and weak correlations with scPDSI) in the boreal forests and Arctic shrublands and tundra

towards the north and moisture limitation (i.e., positive and strong correlations with scPDSI

and negative correlations with temperature) in the temperate grasslands and croplands to the

south (Figure 5.4a).

The composite map also highlights the extensive area of the boreal and Arctic regions with

significant moisture sensitivity along the drier western interior of North America. Vegetation

in this region varies from dense evergreen needleleaf forests in the central boreal region to

sparsely forested woody savanna and open shublands toward the north (Figure 5.4b). Other
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Figure 5.4: Geography of moisture and temperature controls on summer NDVI at northern latitudes during the past 30 years and relationship with major land cover types. (a)
Bivariate correlation map between detrended summer (June–August) NDVI and detrended variations in spring-summer (March–August) scPDSI and summer temperature during
the period 1982–2009. Light greens indicate a strong moisture limitation (i.e., strong positive correlation with precipitation and negative correlation with temperature), whilst
purple shades indicate a dominant temperature limitation (i.e., strong positive correlation with temperature and weak correlation with precipitation). The stippling indicates
grid boxes where either correlations with temperature or scPDSI are statistically significant (p < 0.1). (b) International Geosphere-Biosphere Programme (IGBP) land cover
classification for the study domain. The black polygons in the maps denote the extent of the boreal forests as defined in this study. Also shown is the present position of the
latitudinal treeline (purple line).
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more localised high-latitude areas of moisture sensitivity, in sparsely forested areas near the

treeline in the basin of the Kolyma River and in deciduous needleleaf forests north of Lake

Baikal, are also evident. However, the magnitude of moisture limitation in all of these northern

regions is typically smaller and less spatially coherent than that in the adjacent regions where

growth is limited by temperature. There are also extensive parts of the mixed and evergreen

needleleaf boreal forests in central Eurasia where neither temperature nor soil moisture appear to

limit peak forest greenness significantly during the seasonal windows considered here. The same

is true for the shrublands north of the treeline in the far east of Eurasia and northern Alaska, and

most of the European croplands and mixed forests in eastern North America. It is interesting to

note that a similar pattern of regional and broad-scale climate limitation of summer greenness

is obtained from correlations computed over the past decade (instead of the entire period) and

from Aqua-MODIS NDVI data between 2003 and 2009 (Supplementary Figure D4).

It is also noteworthy that summer scPDSI and MW-SMO are both similarly correlated with

summer NDVI (Figure 5.2c–d), with a common spatial pattern that strongly resembles the pat-

tern of correlations observed between NDVI and summer precipitation (Figure 5.2b). This high

commonality between correlations with MW-SMO and scPDSI is linked to the common summer

precipitation signal in these products. Summer MW-SMO variability is similarly correlated with

summer precipitation and scPDSI anomalies, but the agreement is stronger in the northern tem-

perate region than in the boreal and Arctic regions (Supplementary Figures D3b,d). Likewise,

the influence of snowmelt water on spring scPDSI leads to similar correlation patterns between

summer NDVI and maximum SWE and spring scPDSI over most of the snow-dominated regions

(Figure 5.3b–c). The only exceptions are in western Russia and Scandinavia, where maximum

SWE tends to be negatively correlated with spring scPDSI (Supplementary Figure D3c).

The correlation between vegetation and climate anomalies for a given region and year since

1982 can be also examined by comparing the annual maps of anomalies of summer NDVI, summer

temperature, summer precipitation, summer MW-SMO, maximum annual SWE and spring-

summer scPDSI presented in the Supplementary Figures D5–D10. An example is the Russian

heat wave during the summer of 2010. In this extreme event, anomalously hot summer conditions

(>3oC above the mean for the period 1982–2010; Supplementary Figure D6) centred in western

Russia were associated with a summer precipitation deficit of about 60% (Supplementary Figure

D10) and a reduction in surface soil moisture of at least 30% (Supplementary Figure D8). The

intense heat and drought led to an extensive browning of the water-limited grasslands and

croplands across the region (Supplementary Figure D5).

5.3.1.2 Stepwise regression

The correlations show how changes in summer precipitation or summer soil moisture alone

are not sufficient to fully capture the moisture signal in summer vegetation greenness in the

boreal and Arctic regions. Snowmelt water and the associated spring soil moisture anomalies

must also be taken into account. Stepwise multiple linear regression shows that the combined

influence of either spring and summer water supply or soil moisture accounts for up to 20–30%

of the total interannual variance in summer NDVI in the moisture-sensitive areas of the boreal

forest and Arctic regions (Figure 5.5a–b). This amount of variance is small compared with the

predominant influence of spring and summer temperature, which typically explains between 30%



5.3. Results 99

Figure 5.5: Fraction of interannual summer NDVI variance explained by spring (March-May) and summer
water supply, soil moisture and temperature during the period 1982–2009. The maps show the R2 for a stepwise
multiple linear regression model predicting summer NDVI at each grid box based on: (a) water supply (x1=peak
SWE, x2=summer precipitation), (b) soil moisture (x1=spring scPDSI, x2=summer scPDSI), (c) temperature
(x1=spring temperature, x2=summer temperature), and (d) soil moisture and temperature (x1=spring scPDSI,
x2=summer scPDSI, x3=spring temperature, x4=summer temperature). All the variables were linearly detrended
prior to analysis and only predictors significant at the 90% confidence level were retained in the regression models.
Only positive associations between summer NDVI and variables representing water supply and soil moisture were
considered. The stippling in (c) indicates grid boxes where NDVI is inversely associated with temperature. Gray
shading denotes non-vegetated areas or areas where climate data were not available.

and more than 50% of the total variance in summer NDVI in the coldest parts of these northern

biomes, such as north-eastern Canada, Siberia and Scandinavia (Figure 5.5c). The largest area

of the circumpolar boreal forests that exhibits a consistent moisture limitation occurs in the

dense needleleaf forests of the continental interior of North America. As noted earlier, this

region displays practically no temperature signal and extends northwards into the Arctic region

through the rainshadow area of the North American Cordillera as far north as the interior of

Alaska (Figure 5.5b–c).

In moisture limited regions where grasses are the dominant vegetation type, such as the

steppes of central Asia and the Canadian prairies, precipitation and soil moisture typically
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account for more than 50% of the interannual variance in NDVI (Figure 5.5a–b), though the

influence of soil moisture is consistently stronger and more spatially extensive than that of

precipitation. Locally negative associations between temperature and NDVI in these water-

limited regions can account for up to about 30% of the total NDVI variance, indicating a

moderate surface drying effect of spring and summer temperatures (Figure 5.5c).

The total amount of summer NDVI variance explained by the combined influence of tem-

perature and moisture controls in spring and summer varies strongly along the major climate

gradients and vegetation types (Figure 5.5d). However, this generally reflects the influence of

a single limiting factor rather than a combination of both, since areas with strong moisture

and temperature limitation rarely overlap. Individually, moisture and temperature significantly

limit summer NDVI in about 29% (mean r2 = 0.29±0.16) and 43% (mean r2 = 0.25±0.12) of

the northern vegetated land, respectively. In the remaining 28% of the vegetated land neither

temperature nor moisture appear to influence greenness variability significantly. This is true for

parts of the boreal forests in central Eurasia, shrublands north of the treeline in the far east of

Eurasia and northern Alaska, and most of the European croplands and mixed forests in eastern

North America.

Figure 5.6: Maps of additional variance (R2) explained by the univariate dynamic Kalman filter regression model
between NDVI and potential climate drivers compared with a standard least squares linear regression model. R2

gain for summer NDVI regressed onto: (a) spring and summer temperature, (b) spring and summer water supply,
and (c) spring and summer soil moisture (scPDSI). A 10-year high-pass filter was applied to the data prior to
analysis. R2 values are shown for grid points where the dynamic regression model was selected over the standard
fixed model based on the minimum Akaike Information Criteria (AIC). The rectangles show regions for which
time-dependent associations are illustrated in Figure 5.7.
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5.3.1.3 Kalman filter regression

The dynamic regression analysis with the Kalman filter shows little temporal dependence in

the associations between interannual summer NDVI anomalies and spring and summer water

supply, soil moisture and temperature variability across the study domain (Figure 5.6). There

are no regions showing simultaneous time-dependent associations of NDVI with moisture and

temperature that could indicate temporal shifts from temperature to moisture limitation. Time-

dependent associations tend to occur in scattered grid boxes and in some small isolated regions,

where local changes in NDVI linked to disturbances and land use change are more likely to

produce temporal changes in the empirical associations. However, the analysis highlights some

extensive temperature-limited regions in northern Canada and Siberia where the association

between summer NDVI and summer temperature has changed substantially during the period

1982–2011 (Figure 5.6a). A visual comparison of NDVI and temperature series averaged over

each of these regions shows that in the region located in northern Canada there was no significant

association between summer NDVI and summer temperature during the 1980s, but thereafter

the association became increasingly stronger and significant, particularly since the late 1990s

(Figure 5.7a). The opposite occurs in the Siberian region, where summer NDVI was significantly

associated with summer temperatures during the 1980s and 1990s, but the association became

insignificant during the 2000s (Figure 5.7b).

Figure 5.7: Illustration of the time-dependent association between interannual variability in summer NDVI
and summer temperature in the regions indicated by the rectangles in Figure 5.6a. (a), Comparison of spatially
averaged time series for the region in northern Canada (top) and the corresponding Kalman filter regression
coefficients and pointwise confidence intervals over the period 1982–2011 (bottom). Where any of the confidence
limits includes zero, the regression weights are not considered statistically significant at that point in time. The
monthly number of station temperature records in the region included in the CRU TS 3.20 dataset is also shown
(bottom). The Aqua-MODIS NDVI average for the same region is shown as a dotted line for comparison. The
overall correlation between NDVI3g and temperature is displayed along with its significance (*: p < 0.05). (b)
Same as in (a) but for a region in Siberia.

These regional-scale changes in empirical associations may be related to temporal changes

in data quality in these remote regions rather than to real shifts in the temperature response

of vegetation, but the exact causes are difficult to ascertain. The gridded temperature data
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comprise very few station records in these regions and might contain large uncertainties, partic-

ularly during the past decade (Figure 5.7a–b). Changes in satellite sensors and data processing

could also potentially affect the variability in NDVI3g and its association with temperature. In

Siberia, Aqua-MODIS NDVI agrees better than NDVI3g with temperature anomalies during

the 2000s (Figure 5.7b), suggesting that the apparent loss of temperature response in NDVI3g

data over this region reflects a change in data quality rather than a real change in vegetation

response.

5.3.2 Trends in NDVI and climate constraints

Significant spring and summer warming since the 1980s has alleviated cold constraints for

temperature-limited vegetation, resulting in widespread summer greening trends over most of

the circumpolar Arctic region and some parts of the Eurasian boreal forests in Scandinavia and

eastern Siberia (Figure 5.8a,c). However, there are also strong greening trends in regions where

climate has not warmed or interannual summer NDVI anomalies are not associated with tem-

perature or moisture variability, suggesting a spatially consistent influence of some non-climatic

factors on summer vegetation trends. Again, this includes the extensive areas of the Eurasian

boreal forests and shrublands in most of northern Alaska and parts of north-western Canada

where interannual climate variability does not appear to control summer NDVI anomalies (Fig-

ure 5.5d). The region experiencing strong greening in northern Alaska appears to be closely

associated with continuous permafrost conditions (Figure 5.8c). Thus, extensive changes in

permafrost dynamics that favour shrub growth could be driving this regional greening.

Strong drying and warming over most of the moisture-limited Eurasian steppes has not been

associated with significant changes in summer greenness and only localised browning trends have

occurred in the Mongolian steppes south of Lake Baikal (Figure 5.8c). Unlike the grasslands,

most of the European and Canadian croplands have greened. This is generally consistent with

coincident positive spring and summer moisture trends, although management practices might

also play a strong role.

Most of the North American evergreen needleleaf boreal forests and adjacent open woodlands

covering most of the discontinuous permafrost region up to the latitudinal treeline have experi-

enced widespread browning trends whilst Arctic vegetation underlain by continuous permafrost

has greened (Figure 5.8c). NDVI declines are widespread but spatially heterogeneous and occur

in both temperature- and moisture-limited regions. Areas showing significant temperature or

moisture trends are also scattered in space and are difficult to compare with NDVI trends, but

most of the regions north of the boreal forest have warmed and drying trends are more common

in the western half of the continent (Figure 5.8a–b). The only consistent environmental change

across most of the northern part of the continent is a widespread decline in winter SWE (Figure

5.8b). Since interannual variability in winter snowpack is significantly associated with summer

NDVI anomalies in large areas of the North American boreal forests (Figures 5.3b and 5.5a),

declining snowpack is likely to be influencing the observed pattern in summer NDVI trends.

In order to quantitatively isolate any pattern of common temporal variability in winter

snowpack and subsequent summer greenness in North America, Maximum Covariance Analysis

(MCA) was applied to the NDVI and maximum SWE fields over the period 1982–2011. MCA

identifies a coupled pattern of declining winter snowpack and summer NDVI since around 1991/2
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Figure 5.8: Linear trends in summer NDVI and dominant climate drivers since 1982. (a) Trends in spring and summer temperature between 1982 and 2011. (b) Trends in
maximum SWE and summer scPDSI over the periods 1982–2011 and 1982–2009, respectively. (c) Statistically significant (p < 0.1) trends in summer NDVI between 1982 and 2011.
Non significant trends are masked out as white. The coloured pattern indicates regions where spring-summer moisture (purple) and temperature (blue) variability significantly
influence interannual summer NDVI anomalies as shown in Figure 5.5b–c. The black thick line in North America denotes the southern edge of the continuous permafrost region
(Brown et al., 1998). The stippling in (b) and (c) indicates statistically significant trends at the 90% confidence level.
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Figure 5.9: Temporal and spatial patterns of the leading Maximum Covariance Analysis (MCA) mode between
maximum annual SWE and summer NDVI fields computed over the period 1982–2011. This mode explains 26.9%
of the total cross-covariance and the correlation between the corresponding time expansion coefficients is 0.88.

Figure 5.10: Temporal and spatial patterns of the leading MCA mode between summer temperature and summer
NDVI fields computed over the period 1982–2011. This mode explains 30.6% of the total cross-covariance and
the correlation between the corresponding time expansion coefficients is 0.82.
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Figure 5.11: Temporal and spatial patterns of the leading MCA mode between March-August scPDSI and
summer NDVI fields computed over the period 1982–2009. This mode explains 21% of the total cross-covariance
and the correlation between the corresponding time expansion coefficients is 0.97.

as the leading mode of common variability (Figure 5.9). This mode explains 26.9% of the total

cross-covariance. The corresponding spatial loadings are consistent with the spatial patterns of

linear trends in maximum SWE and summer NDVI shown in Figure 5.8b–c, with contrasting

browning trends in the boreal forests and greening trends in the Arctic shrublands and tundra

in response to a common decline in snowpack accumulation.

A different pattern emerges when performing MCA using summer temperature and NDVI

(Figure 5.10). In this case the resulting leading mode of coupled variability accounts for 30.6% of

the total cross-covariance and shows an overall increasing trend with large interannual anomalies,

among which is the short-term cooling in 1992 associated with the eruption of Mount Pinatubo.

The corresponding spatial loadings indicate that this pattern represents a contrast between

eastern and western North America. Coupled warming and greening trends occur across the

temperature-limited regions in north-eastern Canada and cooling and browning trends in the

western side of the continent, consistent with the spatial patterns of linear trends of the two

variables (Figure 5.8a,c). The loadings also show that in the moisture-sensitive region along

the western interior of Canada, warming trends coincide with weak or negative NDVI trends.

Together with concurrent negative correlations at interannual scales (Figures 5.2a and 5.4a),

this suggests a weak but consistent sensitivity of summer NDVI to increased evapotranspiration

demand with summer warming in this region.

The MCA analysis was repeated using summer NDVI and spring-summer scPDSI over the

period 1982–2009 in order to assess the NDVI response to the combined influence of changes

in snow and temperature on soil water balance. The resulting coupled spatiotemporal pattern

accounts for 21.0% of the total cross-covariance and is similar to that obtained with maximum
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SWE, but with a slightly higher temporal correlation (Figure 5.11). Taken together, these

coupled spatiotemporal patters consistently suggest that the observed trends in summer NDVI

in North America can be largely explained by the combined effect of summer warming and

a widespread decline in winter snowpack accumulation and summer moisture availability since

around 1991. The browning trends in the boreal forests and greening trends in the cool Arctic re-

gion indicates contrasting vegetation responses to these interrelated environmental changes. On

the one hand, declining snowpack together with summer warming reduces summer soil moisture

availability and has an adverse impact on summer greenness in the dense and open (woodland)

boreal forests. The similarity of the patterns shown in Figures 5.9 and 5.11 indicates that the

decrease in summer moisture availability in the boreal region is primarily driven by reduced

snow water supply whilst increased evapotranspiration demand with summer warming has a

secondary effect that contributes to further drying. On the other hand, the same combination

of reduced snow accumulation and warmer summers stimulates the greening of Arctic vegeta-

tion, likely due to the lengthening of the short growing seasons and changes in permafrost and

nutrient availability.
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5.4 Discussion

5.4.1 Spatially heterogeneous controls of interannual variability in summer

greenness

The results show that spring and summer moisture availability exerts significant control on

the interannual variability of summer greenness over about 29% (mean r2 = 0.29±0.16) of the

northern vegetated land, whilst temperatures during the same seasonal period exert a significant

control over another 43% (mean r2 = 0.25±0.12; Figures 5.2–5.5). However, the timing, magni-

tude and relative importance of these climate controls varied substantially between and within

biomes, consistent with differences in climate responses between plant functional types observed

in earlier studies (Goetz et al., 2005; Welp et al., 2007). Interannual correlations suggested that

summer temperature is the dominant control of summer greenness anomalies in the cool boreal

and Arctic regions, whereas spring and summer soil moisture availability is the main control

of summer greenness across the continental interiors in the northern temperate grasslands and

to a lesser extent in croplands (Figure 5.4). This is in good agreement with known patterns of

climate constraints on vegetation productivity in northern biomes (Nemani et al., 2003).

A new result of this study is that changes in cool-season snow accumulation exert a signif-

icant indirect influence on the variability of summer greenness in cool regions where it is often

assumed that summer vegetation growth is dominantly temperature-limited, such as most of the

boreal forests and Arctic shrublands along the dry western interior of Canada and Alaska, and

open forests and shrublands in dry subarctic regions in eastern and south-central Siberia (Figure

5.4). Interannual anomalies in summer greenness in these areas are significantly and positively

correlated with peak winter SWE, but correlations with summer rainfall and summer surface

soil moisture anomalies based on the scPDSI and MW-SMO are weak (Figure 5.2). Positive

correlations with the scPDSI become stronger and more consistent with vegetation responses to

peak SWE anomalies when including the spring melting period in the seasonal average (Figure

5.3). This suggests that summer vegetation productivity in these relatively dry regions is sensi-

tive to spring soil moisture recharge by snowmelt water at deeper layers of the rooting zone, a

process that is not well captured by summer satellite retrievals and the shallow bucket used in

the water balance model of the scPDSI.

At least a third of the yearly precipitation in these regions is stored in the winter snow-

pack (Supplementary Figure D1e). The melting of the snowpack in spring typically produces

a large seasonal pulse in soil moisture recharge that can sustain vigorous vegetation growth

and evapotranspiration well into the growing season until the start of a second period of mois-

ture recharge by summer rainfalls (Yarie & Van Cleve, 2006; Kljun et al., 2006; Yarie, 2008).

However, summer rainfall may replenish moisture near the surface but may be less effective in

recharging deeper soil layers because a large fraction is quickly lost to evaporation. As a result,

for a given level of summer moisture demand, reductions in winter snowpack accumulation may

induce greater drought stress than reductions in summer precipitation. This hypothesis is con-

sistent with summer rainfall exclusion experiments in interior Alaska showing that tree growth

in well-drained upland forests is maintained primarily by snowmelt water and is not affected by

summer rainfall deficits (Yarie & Van Cleve, 2006; Yarie, 2008).

Positive influences of deeper winter snowpack on subsequent peak summer vegetation green-
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ness and carbon uptake have been well documented in alpine forests in the western United

States, where typically more than half of the annual precipitation falls as snow (Hu et al., 2010;

Trujillo et al., 2012). These mountain forests rely heavily on snowmelt water even late into

the growing season and variations in maximum snow accumulation can explain over 50% of the

interannual variability in peak forest greenness (Trujillo et al., 2012). Earlier growing seasons in

these snow-dominated environments correlate with shallower snowpacks and result in reduced

rather than increased growing season productivity because of insufficient spring soil moisture

recharge to sustain summer growth (Hu et al., 2010). In the northern latitudes, a positive as-

sociation between summer NDVI and deeper snowpack has been previously documented in the

taiga (subarctic woodland) and steppes of central Siberia (Grippa et al., 2005), consistent with

the results of this study in these regions (Figure 5.3b). This association has been interpreted as a

positive vegetation response to increased water availability after snowmelt and also to enhanced

thermal insulation of soils by thicker snowpacks during the cold Siberian winters.

Similar to the alpine forests in the western United States, a negative influence of earlier

spring ground thaw on peak forest greenness has been recently documented across the drier

western and central sections of the North American boreal forests (Buermann et al., 2013). The

results of this study show that maximum snow accumulation in these regions explains on aver-

age about 20% of the interannual summer NDVI variance (Figures 5.3b and 5.5a). Thus, this

co-located negative response of summer greenness to earlier spring thaw is likely a reflection of

soil moisture deficits resulting from both insufficient soil moisture recharge with shallow snow-

packs and increased moisture depletion with an extended evaporative period. Taken together,

these emerging results suggest that recent changes in snow regimes associated with rapid cli-

matic warming (Brown & Robinson, 2011; Park et al., 2012; Gan et al., 2013) are likely to have

played an important albeit unrecognised role in the observed spatiotemporal patterns of summer

vegetation greenness across a large portion of the boreal region, particularly in North America.

Earlier studies have reported an apparent shift toward increased moisture limitation of vege-

tation productivity with continued warming since the early 1990s across much of the temperate

and boreal ecosystems (Angert et al., 2005; Goetz et al., 2005; Zhang et al., 2008). The results

of this study, based on an objective dynamic regression analysis at the grid box level, indicate

that the interannual association between climate (temperature, moisture and snow) and NDVI

variability has not changed over time (Figure 5.6) and thus there is no evidence for consistent

regional-scale temporal shifts from temperature to moisture limitation with recent warming on

a year-to-year basis. A few instances of time-dependent association between temperature and

NDVI were found in some remote northern regions and seem to indicate temporal changes in

data quality rather than changing vegetation responses to climate (Figure 5.7). The temporal

stability of the climate responses of summer NDVI at interannual time scales indicates that

the apparent changes in climate response found in previous studies are linked to decadal time

scales, where NDVI variability can be affected by a variety of other slowly-varying climatic

and non-climatic factors (Piao et al., 2006a; Alcaraz-Segura et al., 2010). Also, previous studies

have typically used continental or circumpolar averages for assessing the responses of NDVI.

Large-scale averages are likely to include biomes or regions with contrasting climatic controls or

little climate control (Figure 5.4) and thus may give a biased picture of vegetation responses to

climate.
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The results of this study highlighted extensive regions where interannual summer NDVI

variance is not significantly associated with spring or summer climate variability, such as the

boreal forests in central Eurasia, shrublands in the far east of Siberia and northern Alaska,

European croplands and mixed forests in eastern North America (Figures 5.5d). Collectively,

these regions represent 28% of the northern vegetated land. Land management practices (e.g.,

herding, irrigation, harvest, etc.) can easily override climate influences on NDVI in the croplands

and some intensively managed grasslands, but it is less clear which factors are driving interannual

NDVI anomalies in un-disturbed forests and remote high-latitude shrublands.

Correlations at short lags (1–2 years) did not show significant lagged climate responses in

these regions (results not shown here). Uncertainties in the climate datasets and in the NDVI

might account in part for the apparent lack of climate response. Extremely sparse coverage

in the network of meteorological stations underlying the gridded temperature and particularly

the precipitation fields could be reducing the correlations in the remote Arctic shrublands. The

few data available might not represent coastal or mountainous areas well, where local climate

conditions driving NDVI variability may differ substantially from conditions averaged over more

continental regions. Moreover, permafrost and snow dynamics could also be modulating in-

terannual climate-vegetation interactions in these cold and dry regions. Regional studies and

comparisons with independent vegetation indices (Liu et al., 2011; Joiner et al., 2013) are needed

to determine the causes for this apparent lack of climate control of NDVI3g in these extensive

regions.

5.4.2 Drivers of greening and browning trends

Warming has stimulated productivity rates of northern vegetation by lifting low temperature

limitations on vegetation metabolism (Nemani et al., 2003; Zhang et al., 2008). Consistent with

this mechanism, practically all temperature-limited Arctic and boreal regions have greened since

1982 apparently in response to concurrent warming trends (Figure 5.8a,c). Moreover, a slight

regional cooling in western Canada is consistent with co-located browning trends, as documented

in earlier regional studies (Wang et al., 2011). This is an indication that temperature-limited

vegetation growth across the circumpolar region (43% of the northern vegetated land) has re-

sponded to temperature variability in a consistent manner at interannual and longer time scales,

with no apparent decoupling between warming and greening trends during summer.

Another interesting result of the grid box-scale comparisons is that warming is not the only

driving force of the widespread greening in the cool northern biomes. Most regions where NDVI

is not correlated with climate on a year-to-year basis (∼28% of the northern vegetated land)

have also greened (Figure 5.8c). This suggests the influence of other climatic or non-climatic

factors not accounted for in this study operating at longer time scales and across different

vegetation types. A number of possible factors could be at work but quantifying their relative

contribution to these greening trends would require further analysis and is beyond the scope of

this study. In part, these greening trends could indicate the effect of changes in diffuse radiation,

and CO2 and nitrogen fertilisation on northern vegetation. Modelling studies have estimated

that CO2 fertilisation alone explains at least about 40% of the observed global and Northern

Hemisphere greening trends since the early 1980s, whilst other factors such as downwelling solar

radiation, nitrogen deposition and satellite-related artifacts account for only a small fraction
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of the trends (Piao et al., 2006b; Los, 2013). Other mechanistic studies based on ecosystem

models have identified a significant enhancement of canopy photosynthesis and the land carbon

sink by long-term variations in diffuse radiation over the ‘global dimming’ period since the 1960s

(Mercado et al., 2009). Changes in permafrost seem to be a factor stimulating greening trends in

some subarctic regions. For instance, extensive shrublands underlain by continuous permafrost

in northern Alaska show a consistent greening trend despite a lack of interannual correlations

with climate (Figure 5.8c). Shrub encroachment has been identified as an important driver of this

regional greening (Tape et al., 2006) and it is likely that this reflects gradual, warming-driven

changes in permafrost dynamics and snow cover that favour shrub establishment. Significant

declines in sea ice along the Arctic coast might have also contributed to the widespread greening

of coastal tundra vegetation (Bhatt et al., 2013).

The combined influence of warming and the positive effect of non-climatic factors has led

to stronger and more widespread greening trends in Eurasia than in North America. Most

of the Eurasian boreal forests and the Arctic region have greened, whereas in North America

only the Arctic region underlain by continuous permafrost north of the treeline has greened

and most of the boreal forests have undergone browning trends. Although these contrasting

continental and biome trends have been well documented in earlier analyses of the GIMMS

NDVI record (Goetz et al., 2005; Bunn & Goetz, 2006; Beck & Goetz, 2011; Piao et al., 2011;

Barichivich et al., 2013; Xu et al., 2013), the empirical results of this study highlight the sig-

nificant role of factors other than temperature and moisture on these vegetation patterns. A

similar regional heterogeneity in the drivers of the greening trends in northern ecosystems has

been found in attribution studies based on ecosystem models (Piao et al., 2006b). Further re-

gional studies are needed to understand the influence of non-climatic factors on the ongoing

greening of northern landscapes and to explore the potential for future changes and their con-

trols.

The contrast between greening trends in the subarctic tundra and browning trends in the

boreal forests of North America has stimulated extensive research over the past decade and

the possible causes of forest browning are still being debated (Verbyla, 2011). Forest brown-

ing across most of Canada and Alaska since the early 1990s has led to speculation that after

an initial alleviation of cold constraints during the 1980s, subsequent warming has no longer

promoted northern vegetation growth because of increased temperature-induced drought stress

(Angert et al., 2005; Goetz et al., 2005; Bunn & Goetz, 2006; Beck et al., 2011). This hypoth-

esis has emphasised the role of increasing evaporative demand on surface water budget, whilst

the potential influence of changes in moisture supply (snow and rainfall) and connections with

concurrent changes in snow regimes have not been considered. The results of the Maximum

Covariance Analysis confirm that NDVI declines across the North American boreal forests since

around 1991/2 are consistent with a long-term decrease in summer soil moisture availability,

as measured by spring-summer scPDSI (Figure 5.11). However, a new finding of this study is

that the decrease in moisture availability has occurred primarily in response to declining snow-

pack water content and subsequent reductions in recharge from spring snowmelt. The effect of

increasing evaporative demand, driven by summer warming, appears to be a secondary factor

contributing to further drying and browning in some locations (Figure 5.10). Thus, the results

of this study do not fully support the hypothesis of temperature-induced drought stress, which
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overemphasises the role of temperature on the soil water budget and overlooks the influence of

snow in the boreal region.

Using Maximum Covariance Analysis to isolate the coupled trends in winter snowpack (max-

imum SWE), soil moisture availability (scPDSI) and summer NDVI has shown that the tem-

poral pattern of shared trends is strongly consistent with the temporal trajectory of regional-

scale declines in NDVI, tree-ring growth, forest biomass and modelled productivity previously

documented in the boreal region (e.g., Goetz et al., 2005; Hogg & Wein, 2005; Beck et al., 2011;

Ma et al., 2012; Buermann et al., 2013). Furthermore, the spatial patterns of the coupled trends

suggest contrasting vegetation responses to declining snowpack accumulation in the Arctic shrub-

lands and boreal forests since the early 1990s. Thus, together with seasonal warming, declining

snow cover appears to be playing an important role in driving the well-documented contrast

between forest browning and tundra greening trends in North America (Goetz et al., 2005;

Bunn & Goetz, 2006; Beck et al., 2011). Reduced peak snow accumulation can extend the short

northern growing seasons and stimulate earlier and faster vegetation greening in some cool Arc-

tic regions (Grippa et al., 2005; Bhatt et al., 2013), but it may have an adverse impact in the

boreal forests due to reduced water availability during summer (Yarie, 2008) and soil insulation

during the cold season (Schaberg et al., 2008; Brooks et al., 2011; Jarvis et al., 2013).

Recent studies based on satellite and in-situ observations have shown that since around

1991 rapid winter/spring warming and changes in interdecadal climate modes have led to a

significant decline in snowpack accumulation and snow cover duration across most of Alaska

and Canada despite increasing winter precipitation (Biancamaria et al., 2011; Callaghan et al.,

2011; Brown & Robinson, 2011; Park et al., 2012; Gan et al., 2013). In some regions of the

North American Cordillera the recent loss of snowpack is unprecedented over the past millennium

(Pederson et al., 2011). Estimates based on satellite retrievals for the period 1979–2007 indicate

a reduction in December-April SWE of about 0.4 to 0.5 mm yr−1 over North America, which

corresponds to an overall reduction of snow depth of about 5-8 cm in 29 years, depending on

snow density (Gan et al., 2013). Without increases in summer precipitation, this reduction in

snowpack is sufficient to result in soil moisture deficits later in the growing season over extensive

boreal regions relying on spring snowmelt for water supply (Figure 5.3).

Soil moisture deficits and drought stress during the growing season might have been further

exacerbated by the concurrent increase in evaporative demand with recent summer warming

(Figures 2.1 and 2.2). However, during the past three decades this extra drying effect ap-

pears to have occurred mainly in the Arctic region of Canada and Alaska and not much in

the Canadian boreal region as a whole (Figure 2.2). Summer temperature anomalies tend to

correlate negatively with interannual summer NDVI anomalies over the moisture-sensitive areas

in the continental interior of Canada and Alaska (Figure 5.4a), consistent with tree-ring studies

showing an inverse relationship between annual tree growth and summer temperatures in these

regions (Szeicz & MacDonald, 1996; Barber et al., 2000; Wilmking & Juday, 2005; Yarie, 2008;

McGuire et al., 2010; Juday & Alix, 2012; Lloyd et al., 2013). Nevertheless, the negative NDVI

responses to temperature are weak and thus the drying effect of increased evaporation with

higher temperatures does not drive a large fraction of the NDVI variance.

The significant sensitivity of the North American boreal forests to changes in snow hydrology

has not been fully appreciated until now and could help explaining the apparent changes in
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climate sensitivity of tree growth in the region (D’Arrigo et al., 2008). It also raises concerns

regarding forest responses to continued warming and possible impacts on the carbon cycle. The

result of the lagged coupling between vegetation and seasonal snow dynamics is consistent with

the hypothesis that spring productivity gains from earlier thaw and extension of the growing

season could potentially be offset by drought-induced productivity losses later in the season

(Angert et al., 2005; Bunn & Goetz, 2006; Zhang et al., 2008; Buermann et al., 2013).

Climate models participating in the Coupled Model Intercomparison Project Phase 5

(CMIP5) project a shift towards low spring snow accumulation in the Northern Hemisphere

despite a concurrent increase in winter precipitation, with parts of the North American boreal

zone showing the strongest snow reductions during the near term decades when global mean

surface temperatures rise to 2oC above the pre-industrial baseline (Diffenbaugh et al., 2012).

Combined with projections of parallel increases in evapotranspiration demand (Dai, 2012), this

will likely result in further lengthening and intensification of the period of summer drought stress

and thus increase productivity losses across moisture-sensitive regions with snow-dominated hy-

drology.
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5.5 Conclusions

The main conclusions of this Chapter are summarised as follows:

� The climatic control of summer NDVI across northern biomes is significant but highly

heterogeneous in space. Unlike previous studies, the results of the present study show a

strong regional influence of snow dynamics and possibly non-climatic factors (e.g., per-

mafrost, changes in diffuse light and CO2 and nitrogen fertilisation) on the interannual

variability and trends in summer NDVI over vast areas of the boreal and Arctic regions,

where temperature is often assumed to be the dominant environmental control of vegeta-

tion productivity. Further empirical studies are needed to quantify the influence of various

non-climatic factors on the remaining unexplained variance of summer NDVI variability.

� Predominantly temperature-limited and moisture-limited vegetation growth has responded

consistently to climate variability at interannual and longer time scales, with no apparent

decoupling between climate and NDVI trends. Thus, in contrast to earlier regional-scale

studies this study does not show evidence for temporal shifts in the type or magnitude of

climate limitation at the grid box scale.

� Widespread NDVI declines across the North American boreal forests since around 1991/2

are consistent with a long-term increase in summer drought stress. However, the increase

in drought stress appears to have occurred primarily in response to declining snowpack

accumulation and insufficient soil moisture recharge from spring snowmelt rather than to

temperature-induced increases in evaporative demand as hypothesised in earlier studies.

Although summer warming has contributed to surface drying and NDVI declines through

increased evaporative demand, the relative role of temperature on the soil water budget

may have been overemphasised in previous remote sensing studies.

� Further increase in evapotranspiration demand and reduction in snowpack accumulation

with any continued warming during the coming decades could intensify summer drought

severity but highly heterogeneous vegetation responses should be expected across the cir-

cumpolar region.
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Abstract

Several studies have reported recent tree growth ‘declines’ or an absence of growth in-

creases in boreal trees at the same time as climate warming has occurred in several locations

in Alaska and northwestern Canada. Such observations are at odds with expected vegeta-

tion responses in temperature-limited environments. These changes in tree growth have been

primarily attributed to increasing moisture stress and non-linear growth responses to temper-

ature. In this chapter, a tree-ring chronology network of 115 sites across northwestern North

America is analysed to reassess the roles of soil moisture and non-linear responses on the

observed growth patterns of white spruce, the dominant tree species in the region. A com-

bined approach involving simple correlation analysis and process-based modelling with the

Vaganov-Shashkin (VS) model of tree-ring formation calibrated with a Bayesian algorithm is

used to infer climate controls on tree growth. Consistent with earlier studies, the results show

a dominant moisture control of white spruce growth throughout the region but no clear evi-

dence for a widespread increase in moisture limitation during recent decades. This moisture

control of tree growth is also consistent with regional patterns of moisture limitation inferred

from satellite observations of vegetation greenness and vegetation productivity simulated by

ecosystem models. The calibrated VS model indicates that tree growth at high-elevation

sites increases with temperatures above 6oC but starts to decline when daily temperatures

exceed a threshold of about 17oC, without accounting for differences in elevation between

the tree-ring sites and the temperature records. An increasing frequency of days exceeding

this threshold over the past few decades seems to be relatively consistent with anomalous

recent growth declines or ‘tree-ring divergence’ in some treeline sites across the region. These

results highlight the significant influence of moisture limitation on boreal vegetation in this

region and suggest the existence of non-linear growth responses of white spruce growth to

recent warming at high elevations as reported in some earlier dendrochronological studies.
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6.1 Introduction

Rapid warming over northern latitudes and changes in the chemistry of the global atmosphere are

driving complex changes in the ecology of the boreal forests (Soja et al., 2007). Since the growth

of boreal trees is closely associated with temperatures (Jarvis & Linder, 2000; Evans et al., 2006;

Vaganov et al., 2006; Rossi et al., 2011; Briffa et al., 2013), tree rings have been routinely used

for evaluating both the unusual nature of recent warming and how the boreal forests are re-

sponding to this warming (Mann et al., 1999; Briffa, 2000; Esper et al., 2002; Briffa et al., 2004;

D’Arrigo et al., 2006; Mann et al., 2008). Tree rings record annual increments in stem wood

over the whole lifespan of a tree. Thus, radial growth rates estimated from measurements of

ring widths represent historical changes in above-ground tree productivity due to the influence

of multiple environmental and internal age-related factors (Cook et al., 1990; Vaganov et al.,

2011).

The analysis of networks of tree-ring chronologies of standardised ring-width measurements in

the boreal region shows a general increase in tree growth with rising temperatures during the sec-

ond half of the twentieth century (e.g., D’Arrigo et al., 2006), consistent with increasing ecosys-

tem carbon uptake (Keeling et al., 1996) and satellite-observed greening trends (Myneni et al.,

1997). However, there are cases where the growth of boreal trees in some cool and relatively

moist northern locations has shown positive responses to summer warming in the early part of

the 20th century, but some chronologies do not track rising temperature trends since around the

1960s (Jacoby & D’Arrigo, 1995; Briffa et al., 1998; D’Arrigo et al., 2004, 2008). In these loca-

tions, the decadal-scale trends in ring widths (or density) indices and summer temperatures have

diverged during recent decades as tree growth has apparently progressively declined relative to

measured temperatures. Such a “divergence” phenomenon (Briffa et al., 1998; D’Arrigo et al.,

2008) is at odds with the expected vegetation response in a temperature-limited environment

and predictions of increased forest productivity throughout the twentieth century based on the

current generation of ecosystem models (Piao et al., 2013; Sitch et al., 2013).

The divergence was first described in northern Alaska by Jacoby & D’Arrigo (1995) in tree-

ring width and particularly maximum latewood density data from elevational and latitudinal

treeline site chronologies of white spruce (Picea glauca). A similar pattern of divergence was

noted later in a range of species in extensive regions of northern Canada, northern Europe

and Russia (Briffa et al., 1998). A number of causal factors related to environmental change

and tree-ring methodologies have been proposed to explain these observations (D’Arrigo et al.,

2008) and these are still being debated. On the one hand, the at least partly common divergent

behaviour of recent trends in tree-ring parameters found in these and subsequent studies could

represent ‘end-effects’ in standardised tree-ring chronologies, which might result from the curve-

fitting procedures used to remove the age-related trends of tree-ring measurements (Melvin,

2004; Melvin & Briffa, 2008; Briffa & Melvin, 2011). The earlier work in Alaska suggested that

the cause of the observed relative growth decline and weakening of the tree-growth/temperature

relationship since the 1960s was a shift in the forcing of tree growth from a direct dominant tem-

perature control to a progressively increasing warmth-induced drought stress to the point where

the temperature influence on tree growth eventually becomes negative (Jacoby & D’Arrigo,

1995; D’Arrigo et al., 2004). This physiological turning point was estimated to occur when
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the average July-August temperature exceeds 11oC for a treeline site in northwestern Canada

(D’Arrigo et al., 2004). Subsequent studies in the region appear to support the hypothesis

that current tree growth may no longer be responding positively and linearly to continued

warming and that moisture stress is becoming increasingly limiting in extensive areas of the

North American boreal forest (e.g., Lloyd & Fastie, 2002; Davi et al., 2003; Wilmking et al.,

2004; Driscoll et al., 2005; Pisaric et al., 2007; Ohse et al., 2012). However, the lack of moisture

observations has hampered a robust assessment of the possible influence of reductions in soil

moisture availability on forest growth with rising temperatures in this boreal region.

The results presented in the previous chapter of this thesis (see also Barichivich et al.,

2014) highlighted a significant snow-mediated moisture limitation of satellite-observed sum-

mer vegetation greenness along the drier and more continental regions of the North American

boreal forest. Unlike earlier suggestions of warming-induced drought stress (Barber et al., 2000;

Bunn & Goetz, 2006), these new results indicate that changes in snowpack accumulation appear

to be more important than increased evaporative demand in controlling changes in summer soil

moisture availability and vegetation greenness across this region. In particular, regional declines

in forest greenness (Angert et al., 2005; Goetz et al., 2005; Bunn & Goetz, 2006; Beck & Goetz,

2011) are consistent with reduced winter snowpack during recent decades. This suggests that

tree growth declines in moisture-limited (Barber et al., 2000; Hogg & Wein, 2005) as well as

in some temperature-limited boreal locations (e.g., Jacoby & D’Arrigo, 1995; D’Arrigo et al.,

2004) could be consistent with reductions in forest greenness and changes in snowpack dynam-

ics. However, the direct links between variations in ring-width and satellite vegetation indices

have been difficult to demonstrate (Berner et al., 2011; Beck et al., 2013), except in some drier

parts of interior Alaska, where declining trends in tree growth coincide with canopy browning

trends (Beck et al., 2011). Furthermore, tree-ring studies in boreal North America have not

evaluated the potential influence of long-term changes in snowpack on tree growth patterns

despite the evidence for this reported for northern Siberia and Finland (Vaganov et al., 1999;

Kirdyanov et al., 2003; Helama et al., 2013). Establishing the links between changes in tree-ring

growth and changes in both satellite vegetation indices and snow-mediated moisture availabil-

ity is necessary to understand how the boreal forest in this region are responding to climatic

warming.

The aim of this final chapter is to re-assess the climate response of tree growth in north-

western North America during the second half of the 20th century and determine whether these

responses are consistent with the climate controls of satellite-observed vegetation greenness and

vegetation productivity simulated by Dynamic Global Vegetation Models (DGVMs). To achieve

this, ring-width data from a network of 115 chronologies of white spruce are analysed to quan-

tify empirically the responses of tree growth to temperature and moisture availability using the

suite of vegetation and moisture datasets described in previous chapters. Empirical ‘response

functions’ calculated using monthly climate data are compared with seasonal growth limitation

simulated by the semi-empirical Vaganov-Shashkin-Lite (VSL) forward model of tree-ring width

(Tolwinski-Ward et al., 2011), which is able to model non-linear relationships between tree-rings

and monthly temperature, soil moisture and light.

A more detailed investigation of divergent tree growth trends is conducted at three well-

known treeline locations using the full process-based Vaganov-Shashkin (VS) model that simu-
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lates daily tree-ring growth at the cell level as a non-linear function of temperature, moisture

and light limitations (Vaganov et al., 2006, 2011). The application of this model to tree-ring

divergence settings has been in part limited in the past due to the lack of observational con-

straint of some key driving parameters for the North American boreal region. To overcome this

limitation, a modern Bayesian calibration framework (Van Oijen et al., 2005) is applied for the

first time to calibrate the model, enabling process-based inferences on the nature of recent tree

growth responses at these locations. The results of this study provide an improved perspec-

tive on the ongoing responses of the North American boreal forest to climate change based on

multiple empirical and modelling lines of evidence.

6.2 Data and methods

6.2.1 Tree-ring data and chronology development

The case study area spans the region of the Alaskan and Canadian boreal forests west of 100oW

and north of 55◦ (Figure 6.1). The tree-ring data for this region were obtained primarily from the

International Tree-ring Data Bank (ITRDB; http://www.ncdc.noaa.gov/paleo/treering.

html) and also from the Tree-ring Laboratory of the University of Regina, Canada (D. Sauchyn,

pers. comm.) and data representing some recent collections provided to the Climatic Research

Unit by various collaborating researchers working in North America (Martin Wilmking, Trevor

Porter, Michael Pisaric and Rossane D’Arrigo). After screening the available data for length,

quality and sample size, ring width measurements for 115 sites of white spruce (Picea glauca)

covering the entire period 1950–2000 were retained for analysis. The resulting tree-ring network

is more representative of low to mid-elevation white spruce stands in Alaska (Figure 6.1), but

also contains several high elevation and treeline sites collected specifically to study changing

growth responses to temperature variability (e.g., D’Arrigo et al., 2004; Wilmking et al., 2004;

D’Arrigo et al., 2009; Pisaric et al., 2007; Porter & Pisaric, 2011; Porter et al., 2013). The lo-

cation and descriptive statistics of each tree-ring site are shown in the Supplementary Table

E1.

The series of tree-ring width measurements at each site were processed using a data-adaptive

signal-free standardisation approach (Melvin, 2004; Melvin & Briffa, 2008) in order to estimate

and remove their individual age-related trends without the influence of changes in their common

climate-related growth forcing. The signal-free method iteratively removes the common growth

signal at a given site before fitting an age-related growth model to the individual signal-free

series. This procedure mitigates the impact of statistical artefacts in curve-fitting detrending

methods that can lead to a severe misrepresentation of recent growth patterns in the resulting

mean tree-ring chronologies. When not taken into consideration, these biases could produce an

artificial divergence between recent warming trends and relative growth rates of temperature-

sensitive boreal trees inferred from standardised tree-ring chronologies (Melvin & Briffa, 2008;

Briffa & Melvin, 2011).

Two different standardisation methods were used to produce average tree-ring width

chronologies for each site, preserving common growth variations at high and mid-frequency time

scales. The first method (SPL10) involves detrending measured ring-width series by removing

the variance represented by a (signal-free) 10-year fixed-length cubic smoothing spline: in effect

http://www.ncdc.noaa.gov/paleo/treering.html
http://www.ncdc.noaa.gov/paleo/treering.html
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generating “high-pass filtered chronologies” containing little variability at time scales longer

than 10 years. The second method (NEGEX) is based on a hierarchical detrending method,

commonly applied in tree-ring studies, that uses either a modified negative exponential curve or

a simple negative straight line to detrend the individual signal-free series, or a horizontal line

through the mean if the curve fitting fails (Cook et al., 1990). The resulting mean chronologies

preserve high to medium-frequency common growth signals up to a time scale approaching the

mean age of the trees, but with an arbitrary overall slope generally close to zero. An impor-

tant caveat of this mixed approach is that ring-width series for which the best-fitting sloping

straight line has a positive slope will still be fitted with a horizontal line through the mean and

in such cases the resulting indices will have a positive trend, whilst the other fitting options

are constrained to produce indices with near zero overall slope. The resulting chronology will

then be created by averaging varying proportions of series of tree-ring indices with positive

slope or without slope, affecting the overall slope of the chronology. This issue needs to be

kept in mind when interpreting growth rates based on average NEGEX chronologies. The stan-

dardisation and chronology development were performed using the CRUST (C limatic Research

Unit Standardisation of Tree-ring data) software package (Melvin & Briffa, 2013, available at

http://www.cru.uea.ac.uk/cru/software/crust/).

The resulting NEGEX tree-ring chronologies are shown in the upper panel of Figure 6.1

together with a regional mean series of growing season temperatures. About 80% of the sites

in the network display increasing growth rates during recent decades of warming, though not

all these increases are significant. Most of these sites are located in permafrost areas of Alaska,

whilst sites showing recent growth declines tend to occur in the Canadian boreal forest.

6.2.2 Meteorological data and climatic forcing of tree growth

To identify the climatic forcing of year-to-year tree growth anomalies across the network, the

SPL10 tree-ring chronologies were compared against co-located 10-year high-pass filtered series

of monthly gridded mean temperature and estimates of surface soil moisture over the period

1950–2000. Mean air temperature data were obtained from the gridded CRUTS 3.20 dataset

at a spatial resolution of 0.5◦ × 0.5◦ (Harris et al., 2014). The GPCC-scPDSI dataset and

surface soil moisture (0–10 cm) estimates of the GLDAS-2 Noah land surface model described

in Chapter 4 were used to evaluate growth responses to moisture variability.

Each SPL10 tree-ring chronology was correlated with co-located gridded series of monthly

mean climate variables for each month from April of the previous growing season to Septem-

ber of the current growing season using the seascorr Matlab routine (Meko et al., 2011) with

1000 Monte Carlo simulations for significance testing. The use of such an extended temporal

window allows the identification of lagged climate responses typically found in the growth of

white spruce (Jacoby & D’Arrigo, 1995). The 36 monthly correlations between each tree-ring

chronology and temperature and scPDSI were then analysed in a k-means cluster analysis (Seber,

2009) to identify groups of chronologies based on their climate response. The optimal number of

clusters was estimated using the gap statistic (Tibshirani et al., 2001). Finally, the time depen-

dence of the association between each SPL10 tree-ring chronology and 10-year high-pass filtered

monthly temperature and moisture variability was assessed using time-varying regression with

the Kalman Filter (Visser & Molenaar, 1988).

http://www.cru.uea.ac.uk/cru/software/crust/
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Figure 6.1: Location and recent linear trends of the 115 standardised (NEGEX) tree-ring chronologies used
for analysis. The size and color of the symbols in the map indicate the magnitude and sign of the trends over
the period 1970–2000. The black crosses indicate sites with significant (p < 0.05) trends. The boreal forest is
outlined in green and the pink and cyan lines denote the location of the treeline and the southern edge of the
discontinuous permafrost region, respectively. The top panel shows the averages of tree-ring sites with increasing
and decreasing trends during 1970–2000 (black) together with the mean growing season temperature averaged
across the 115 co-located grid boxes (red).

To evaluate the influence of the winter snowpack on subsequent tree growth, the SPL10 tree-

ring chronologies were correlated with maximum monthly winter/spring Snow Water Equivalent

(SWE) simulated by the scPDSI snow model over the period 1950-2000. Since the simple snow

model underlying the scPDSI was calibrated against satellite observations (van der Schrier et al.,

2013), the variability of the resulting estimates of peak SWE is well correlated with the estimates

based on the version 1.3 of the GlobSnow dataset (Takala et al., 2011) over the common period

1979–2009 (results not shown).

Changes in the ground thermal regime and consequently in the dynamics of the seasonally

active layer have a large impact on soil hydrology and ecosystem functioning in the northern lati-

tudes, with direct consequences for plant growth (Bonan, 1989; Danby & Hik, 2007; Wirth et al.,

2008; Natali et al., 2011). Therefore, to investigate the response of tree growth to year-to-year
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variations in soil thaw dynamics, the SPL10 chronologies were compared with gridded esti-

mates of maximum annual thaw depth obtained from the National Snow and Ice Data Center

(NSIDC) at a spatial resolution of 25 km and for the period 1901–2001 (Zhang et al., 2005b).

These estimates are based on a variant of the Stefan solution of the heat diffusion equation

driven by a spatially varying edaphic factor and a monthly thaw index derived from the CRUTS

temperature dataset (Zhang et al., 2005a; Frauenfeld et al., 2007). Correlations between the

chronologies and thaw estimates at the co-located grid boxes were computed over the period

1950–2000 using 10-year high-pass filtered thaw series.

6.2.3 Modelling tree-ring growth as a function of climate

Process-based tree growth models are useful tools to test hypotheses relating physical or bio-

logical mechanisms to changes in the response of tree growth to climate detected by empirical

statistical methods (Evans et al., 2013). Identification of differences between model simulations

and actual tree-ring chronologies allows further exploration of the influences of tree-ring stan-

dardisation, changes in atmospheric composition and additional non-climatic factors. However,

there are only a few models of tree-ring growth currently available, with varying degrees of

complexity and approaches (Vaganov et al., 2011; Wang et al., 2012b).

In the upper range of model complexity, fully ecophysiological process-based models such

as TREERING2000 (Fritts et al., 1999) and MAIDEN (Misson, 2004) link photosynthesis and

carbohydrate allocation (source) with stem growth (sink), either as a function of carbon accu-

mulation or climate-driven cambial dynamics, to simulate tree-ring growth at a daily time scale.

These models have been developed and tested in data-rich mid-latitude settings and contain

a large number of parameters, many of which are unknown or difficult to constrain in remote

regions such as those in the northern latitudes. The Vaganov-Shashkin (VS) model, representing

a relatively lower level of complexity, is the most widely used process-based model of tree-ring

formation in the tree-ring community. This model assumes that tree-ring growth is carbon sink-

limited rather than a carbon source-limited process (Vaganov et al., 2011) and thus simulates

daily cambial dynamics and xylem growth of conifer tree rings only as a function of daily tem-

perature, daily soil moisture estimates and day length. It does not consider photosynthesis and

carbon allocation to stem growth. Despite this major simplification, the model is still able to

simulate tree-ring width chronologies successfully in a variety of conditions from boreal to tem-

perate and semi-arid environments with small changes in parameterisation (Vaganov et al., 2006;

Evans et al., 2006; Anchukaitis et al., 2006; Touchan et al., 2012). Unlike TREERING2000 and

MAIDEN, the VS model was specifically developed for the temperature-limited boreal region

(Vaganov et al., 2006, 2011). Because of its good ability to simulate tree-ring chronologies, the

VS model has been taken as the cambial growth module in TREERING2000.

The paucity of daily meteorological data is usually an obstacle for the wide application of

the VS model. To overcome this limitation, a simplified version of the model, termed Vaganov–

Shashkin–Lite (VS–Lite), has been recently developed (Tolwinski-Ward et al., 2011). VS–Lite

requires only day length and monthly precipitation and temperature data as input to simulate

tree-ring chronologies as a function of the most limiting factor, but lacks the cell-level processes

of the full version as well as snow and thaw dynamics.

A combination of the two VS models was used here to study the nature of climate limitation



122
Chapter 6. Re-assessing moisture limitation on tree-ring growth in the boreal forest:

a case study in northwestern North America

of tree growth across the tree-ring network and to validate the empirical results based on simple

correlation analysis. The key structural features of the models and their parameterisation are

described below.

6.2.3.1 The Vaganov-Shashkin model

The VS model simulates the growth of annual rings as a function of cell growth, based on the

simplifying assumption that cell development in the cambium tissue is driven exclusively by the

physical environment. The dynamics of cell growth, division and maturation are simulated in a

specialised cambial module, which is driven by an environmental growth module. This growth

module implements the principle of limiting factors (Fritts, 1976) and computes tree-ring growth

rates during the course of the growing season, taking as input day length and daily temperature

and precipitation data typically recorded at meteorological stations. The daily values of the

growth rate are modelled as:

G(t) = gE(t)×min[gT (t), gW (t)] (6.1)

where gE(t), gT (t) and gW (t) are the respective partial daily growth rates due to solar

radiation, surface air temperature and soil water balance, respectively. All these growth rates

are normalised quantities ranging from 0 to 1. gE(t) is a simple annual sinusoid dependent on

latitude that mimics growth limitation by solar irradiation and day length. gT (t) and gW (t)

are based on separate 3-segment piecewise linear growth response functions to temperature and

moisture that mimic critical biological thresholds for growth. In the first segment, growth rates

increase linearly with increasing temperature and moisture up to an optimal value. In the second

segment, growth rates remain constant within an optimal range of temperature and moisture and

then linearly decrease in the third segment as temperature and moisture levels move beyond this

optimal range. These two response functions result in eight parameters: minimum temperature

and minimum moisture for growth (Tmin and Wmin), the lower bound of the ranges of optimal

temperature and of moisture (Topt1 and Wopt1), the upper bound of these optimal ranges (Topt2

and Wopt2), and the maximum values of temperature and moisture for growth (Tmax and Wmax).

The largest source of uncertainty in computing G(t) is the estimation of the seasonal dynam-

ics of volumetric soil water content (W ) from daily precipitation and temperature data alone.

W is computed using a simple water balance equation (Thornthwaite & Mather, 1955):

dW = f(P )− E −Q (6.2)

where dW is the daily change in water content in the (thawed) soil profile of a given thickness,

f(P ) is the daily precipitation effectively entering the soil after accounting for canopy intercep-

tion, snowmelt and accumulation dynamics and soil saturation, E is the daily water loss from the

soil by transpiration, and Q is daily runoff for saturated soil. The transpiration of soil water by

the foliage E is assumed to vary exponentially with leaf temperature (T ; Monteith & Unsworth,

1990) and linearly with the overall growth rate G. The influence of T on E in the model is

strongly controlled by G, gT and gW (Evans et al., 2006). A temperature increase in the range

Topt1 – Topt2 will increase gT , but a concurrent temperature-driven increase in E will reduce soil

moisture (W ). If the moisture level falls outside the optimal range for growth Wopt1 – Wopt2, E



6.2. Data and methods 123

will be limited by gW through G.

The water balance in the model also considers soil freeze/thaw dynamics and the associated

interannual transfer of soil moisture, which is an important hydrological feature in permafrost

regions (Ohta et al., 2008). The rate of thawing, Sthaw, is modelled as a function of temperature

and decreases exponentially with increasing thickness of the thawing layer as:

Sthaw(t+ 1) = Sthaw(t) + a1T (t)e
a2Sthaw(t) (6.3)

where a1 and a2 are empirical coefficients. The seasonally varying thaw depth decreases the

partial growth rate due to moisture gW (t) as gW (t) ∗ Sthaw(t)/Sr, where Sr is the maximum

rooting depth. For regions where there are no thaw dynamics Sthaw is constant and equal to Sr

throughout the year. The parameterisations for thaw dynamics and the other components of

soil water balance can have a large impact on the resulting simulations when soil moisture is a

significant driver of tree growth. Although the model has been calibrated and extensively tested

at high northern latitudes, the realism of moisture and thaw simulations should be evaluated

against observations if possible (Vaganov et al., 2006).

The output of the growth module, G(t), is then used to compute the absolute rate (Vi(t))

at which each cambial cell grows and divides given its size and position i in the radial tracheid

file as,

Vi(t) = V0,iG(t) (6.4)

where V0,i is the linear dependence of growth rate on position. A detailed description of

the simulation of cell growth and xylogenesis in this module is given by Vaganov et al. (2006)

and Vaganov et al. (2011). In short, annual xylem cell production is related to the number of

cells in the cambial zone. Cambial cells move through the different phases of the cell cycle as

they reach critical thresholds in size and daily growth rate. When daily cell growth rates fall

below a minimum threshold, the cambium enters dormancy and the growing season ends. The

cells forming the cambium at this point are the first to grow and divide at the beginning of the

following growing season. This can be seen as a carry-over effect in simulated ring growth. The

cambial activity, and consequently the model growing season, is initiated when the sum of daily

temperatures over a given time period reaches a critical level Tbeg. The simulated annual tree-

ring width (TRW ) corresponds to the normalised number of non-cambial cells N formed during

the growing season of that year through the processes of cell growth, division and differentiation.

The standardised ring width for a given year τ is computed as the ratio between the annual

number of cells for that year Nτ and the mean annual number of cells N̂ computed over the

simulation period,

TRWτ =
Nτ

N̂
. (6.5)

The model has about 30 primary parameters based on empirical and experimental data (Ta-

ble 6.1), mainly from Siberia (Vaganov et al., 2006). The main output consists of standardised

annual tree-ring width chronologies, simulated daily growth rates (G, gE , gT and gW ) and annual

number of cambial cells. The simulated chronologies represent the idealised climate signal in
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tree growth at a given location and should be comparable with mean climate-sensitive tree-ring

chronologies derived from appropriately detrended ring-width measurements, routinely produced

by dendrochronologists. Differences between the simulated and real-world chronologies may be

related to deficiencies in model structure, uncertainties in the meteorological forcings and to

the influence of process not explicitly modelled, such as CO2 fertilisation, nutrient dynamics,

interseasonal carbon remobilisation, carbon allocation, tree competition and stand disturbance.

In addition, errors and methodological biases in the site chronologies such as those described

in the previous section will also lead to differences with simulated chronologies, particularly at

decadal and longer time-scales and near the ends of the series.

The VS-Lite model is a simple parameterisation of the complex process of cambial dynamics

underlying tree-ring growth that relies on a simplified version of the principle of limiting factors

used in the environmental growth module of the full VS model (Tolwinski-Ward et al., 2011).

It was created as a compact mechanistic representation of tree growth as a function of climate,

which can be efficiently inverted for regional paleoclimate reconstruction via computationally-

demanding Bayesian methods. As a result, the model has 12 parameters and requires only

latitude and more readily available mean monthly temperature and precipitation data as inputs.

Monthly soil moisture is simulated using empirical equations from the one-layer ‘Leaky Bucket’

model (Huang et al., 1996). Unlike in the full VS model, the VS-Lite moisture estimate does

not account for snow and thaw dynamics.

The growth response functions for temperature and moisture in VS-Lite have no upper

bound for the optimal range and thus involve only two parameters instead of four. The first

parameter represents the temperature (T1) or moisture (M1) threshold below which growth

will not occur, while the the second is the lower bound for the optimal range of temperature

(T2) or moisture (M2). This simplification is justified because the upper bounds of the original

response function are seldom reached in practice and thus the model is insensitive to these

thresholds (Tolwinski-Ward et al., 2011). The overall and partial growth rates due to moisture,

temperature and light are computed in a similar way to that in the full model but at a monthly

rather than daily resolution. As a result of the simplifications, the timing of the start and end of

the growing season can not be explicitly determined in VS-Lite. The simulated annual tree-ring

chronology is obtained by normalising the integral of the overall growth response function (G)

computed over an arbitrary number of months spanning the actual growing season.

6.2.3.2 Simulation setup and model calibration

The VS model was used to explore the extent to which shifts in limiting factors and non-linear

growth responses can explain the empirical evidence for changing relationships between climate

and white spruce growth over recent decades in three locations in Northwestern North America

(D’Arrigo et al., 2008): (1) Arrigetch (1586–1975, 716 m asl), a treeline site in the Brooks

Range of Alaska studied by Jacoby & D’Arrigo (1995), (2) Twisted Tree-Heartrot Hill (TTHH;

1459–1999, 915 m asl), an elevational tree line site in the Yukon Territory, Canada studied by

D’Arrigo et al. (2004), and (3) Thelon River Sanctuary (1288–2004, 160 m asl), a site located in

the latitudinal treeline in Nunavut in the northern interior of Canada studied by D’Arrigo et al.

(2009). These three tree-ring sites were chosen because their change in climate response has been

well documented in the literature using traditional correlation analysis but no modelling work
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Table 6.1: Parameters of the VS and VS-Lite models. Parameter values are the defaults used by Vaganov et al.
(2006) and Evans et al. (2006) for the VS model and by Tolwinski-Ward et al. (2011) for VS-Lite. Where appro-
priate, ranges for parameter values are indicated in brackets.

Parameter Description Value

Full VS model

Temperature response function

Tmin Minimum temperature for growth (◦C) 5

Topt1 Lower optimal temperature for growth (◦C) 18

Top2 Upper optimal temperature for growth (◦C) 24

Tmax Maximum temperature for growth (◦C) 31

Moisture response function

Wmin Minimum soil moisture for growth (wilting moisture;v/v) 0.04

Wopt1 Lower optimal soil moisture for growth (v/v) 0.2

Wopt2 Upper optimal soil moisture for growth (v/v) 0.8

Wmax Maximum soil moisture for growth (v/v) 0.9

Water balance

k1 Fraction of precipitation reaching the soil (dimensionless) 0.72

k2 First coefficient for transpiration (mm/day) 0.12

k3 Second coefficient for transpiration (1/degrees) 0.175

Pmax Maximum daily precipitation infiltrating in the soil (mm) 20

Sr Rooting depth (mm) 1000

Tmelt Sum of temperature for starting soil thawing (oC) 60

tmelt Period for summing temperatures for soil thawing (days) 10

a1 First coefficient for soil thaw (mm/oC) 10

a2 Second coefficient for soil thaw (1/day) 0.006

SNr Rate of snow melting (mm/oC/day) 1

SNmt Minimum temperature for snow melting (oC) 0

Λ Rate of soil water drainage (dimensionless) 0.001

Cambial module

Tbeg Temperature sum to starting growth (oC) 60

tbeg Period for temperature sum (days) 10

Vcr Critical rate of cell transition to resting (µm/days) 0.04

b1 Coefficients of growth rate function from position j (µ m/days) 0.42

b2 Vo(j) = b1 + b2j (µ m/days) 0.25

b3 Coefficients of minimum growth rate fucntion (µ m/days) -1.62

b4 Vmin = b3 + b4j (µ m/days) 0.54

v0 Growth rate in phase S, G2 and M (µ m/days) 1

YG1 Maximum cell size in phase G1 (µ m) 8

YS Maximum cell size in phase S (µ m) 9

YG2 Maximum cell size in phase G2 (µ m) 9.5

YM Maximum cell size in phase M (µ m) 10

dt Tangential tracheid size (µ m) 40

VS-Lite model

Temperature response function

T1 Minimum temperature for growth (◦C) [0 8.5]

T2 Optimal temperature for growth (◦C) [9 20]

Moisture response function

M1 Minimum moisture for growth (v/v) [0.01 0.03]

M2 Optimal moisture for growth (v/v) [0.1 0.5]

Water balance

α First coefficient for runoff (1/month) 0.093

µ Second coefficient for runoff (dimensionless) 5.8

m Third coefficient for runoff (dimensionless) 4.886

Wmax Maximum moisture held by soil (field capacity; v/v) 0.76

Wmin Minimum moisture held by soil (wilting point; v/v) 0.01

dr Rooting depth (mm) 1000

Integration period for growth

I0 Relative month for integration start -4

If Relative month for integration end 12

exploring the mechanisms has been published. Moreover, these sites are central to the issue

of changing climate sensitivity of tree growth in recent decades (D’Arrigo et al., 2008). The
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data were obtained from the ITRDB. Note that these chronologies were not used in correlation

analysis and are not included included in the network of 115 sites described in Supplementary

Table E1 because not all sites spanned the complete common period 1950–2000.

For each site, daily precipitation and temperature data from the nearest meteorological

station having the longest and more continuous records were used to drive the model: (1)

University Experimental Station for Arrigetch – 400 km south and ∼850 m lower than the

sampling site, (2) Baker Lake for Thelon – 378 km west and ∼140 m lower than the sampling

site, and (3) Dawson for TTHH – 152 km south and ∼906 m lower than the trees. Data were

obtained from the Global Historical Climatology Network (GHCND, ftp://ftp.ncdc.noaa.

gov/pub/data/ghcn/daily/; Klein Tank et al., 2002) and the Adjusted Historical Canadian

Climate Data (AHCCD, http://www.cccma.ec.gc.ca/hccd/) developed by the Meteorological

Service of Canada (Vincent et al., 2002; Mekis & Vincent, 2011). No seasonal soil freeze/thaw

dynamics was used in the simulations because the simulated thaw dynamics appeared unrealistic

and had a large impact on volumetric soil moisture. Therefore, a constant soil depth of 50 cm

was used.

Difficulties in constraining model parameters have hampered modelling studies in these re-

mote settings. In this study for the first time, a generic Bayesian approach as outlined by

Van Oijen et al. (2005) was used to conduct a probabilistic calibration of the VS model and

provide uncertainty estimates in simulated tree growth at each site. In this framework, the

uncertainty in model parameterisation is represented as a probability distribution over the pa-

rameters, which expresses our initial knowledge about these uncertain quantities. This initial

probability distribution, and hence our knowledge about the parameters, is then updated con-

ditional on new information from experimental or field observations (e.g., standardised tree-ring

chronologies), expressed in terms of the likelihood of the model output being equal to the avail-

able data. In a statistical sense, given a model parameter vector θ and data D, the Bayesian

calibration of a dynamical model M involves computing the posterior distribution p(θ|D) ac-

cording to Bayes’s Theorem:

p(θ|D) = cp(D|θ)p(θ) (6.6)

where c = p(D)−1. c is a normalisation constant and does not need to be computed explicitly.

p(D|θ) is known as the likelihood function of θ, and p(θ) as the prior distribution for θ.

A subset of 10 critical model parameters was selected for calibration (Table 6.2).

This includes the 8 parameters of the response functions for moisture and temperature,

the rate of drainage, and the critical temperature sum for starting growth. Therefore,

θ = (Tmin, Topt1, Topt2, Tmax,Wmin,Wopt1,Wopt2,Wmax,Λ, Tbeg). Each parameter was given a

flat (uniform) prior distribution [θmin
i , θmax

i ] with physically plausible minimum and upper

bounds based on the literature (Vaganov et al., 2006; Evans et al., 2006; Anchukaitis et al.,

2006) and previous experimentation with the model (Table 6.2). If the strength of the cli-

mate signal in the sampled tree-ring chronologies is sufficiently strong, the uncertainty (spread)

of the posterior distribution of the parameters should decrease, otherwise the posteriors will not

differ much from their flat priors.

Model calibration was then performed by maximizing the negative logarithm of a likelihood

function (Van Oijen et al., 2005; Schoups & Vrugt, 2010), which quantifies the probability that

ftp://ftp.ncdc.noaa.gov/pub/data/ghcn/daily/
ftp://ftp.ncdc.noaa.gov/pub/data/ghcn/daily/
http://www.cccma.ec.gc.ca/hccd/
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the observed tree-ring chronology at a given site was generated by a particular parameter set,

accounting for measurement error. For simplicity, the measurement error was set to 10% of

the mean value and assumed to be uncorrelated and normally distributed with zero mean.

An efficient Markov-Chain Monte Carlo (MCMC) scheme based on the differential evolution

adaptive Metropolis algorithm (DREAM) was used to sample the joint posterior parameter

distribution (Vrugt et al., 2009; Laloy & Vrugt, 2012). DREAM runs multiple Markov chains

(one for each parameter) in parallel and uses a discrete proposal distribution to efficiently evolve

the sampler toward the posterior distribution. The first 10% of the iterations were discarded

as unrepresentative ‘burn-in’ period where the chains are more related to their initial starting

points (Gelman et al., 2013). Convergence to the stationary posterior distribution is reached

when the variance between chains no longer exceeds the variance within each individual chain.

This was evaluated using the R̂ statistic (Gelman & Rubin, 1992).

The last 20% of the iterations were considered as a representative sample of the posterior and

then were thus used to compute statistics of expectation and spread of the distribution of each

parameter and characterise model predictive uncertainty. The maximum a posteriori (MAP)

estimation of θ, i.e., the iteration that maximises the likelihood, was used as the calibrated

parameter set to run the model. The calibration was performed independently for the SPL10 and

NEGEX chronologies at each site using the initial 20 years of the corresponding meteorological

record. However, only the results for the SPL10 chronologies are shown here. The ability of

the calibrated model to simulate tree growth was verified by comparing the site chronologies

with the simulations over the remaining common period, which includes the most recent decades

when the apparent changes in climate sensitivity of tree growth have occurred.

The VS–Lite model was used to characterise the general patterns of climate limitation on

tree growth across the entire chronology network using the same gridded temperature and pre-

cipitation data utilised for empirical correlation analysis. The model was calibrated over the pe-

riod 1950–1970 using an inbuilt Bayesian approach described in detail by Tolwinski-Ward et al.

(2013). The lack of snow dynamics on simulated soil moisture is the main caveat of the appli-

cation of this model in the boreal region.

6.2.4 Relationship between tree growth and variations in growing season and

DGVM-based productivity

The response of tree growth to variations in the growing season was evaluated by comparing

the SPL10 tree-ring chronologies with the suite of gridded parameters describing the timing

and magnitude of the thermal (STS, ETS, LTS, PEAK-TEM and TI-TEM; see Table 3.1), and

photosynthetic (SOS, EOS, LOS, PEAK-NDVI and TI-NDVI) growing seasons developed in

Part I of this thesis. Correlations were computed using mutually 10-year high-pass filtered data

over the period 1950–2000 for the thermal growing season (2.5◦ × 3.75◦) and over the period

1982–2000 for the photosynthetic growing season (8 × 8 km).

Finally, the consistency between variations in tree growth inferred from tree-rings and Gross

Primary Productivity (GPP) derived from an ensemble of 10 DGVMs was evaluated (Sitch et al.,

2013). Each SPL10 chronology was correlated against 10-year high-pass filtered summer GPP

from the co-located grid box.
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6.3 Results

6.3.1 Correlations between tree rings and climate

Figure 6.2 summarises the correlations between the 115 SPL10 tree-ring chronologies and

monthly 10-year high-pass filtered moisture and temperature variability over the period 1950–

2000. Correlation patterns suggest that despite the northerly location, annual tree growth

anomalies through most of the region are strongly associated with moisture variability during

the current spring and the previous summer as indicated by highly significant negative corre-

lations with temperature and positive correlations with surface soil moisture estimates based

on GLDAS-2 Noah. The patterns of correlation with monthly scPDSI are less significant and

differ substantially from those of simulated soil moisture, except for sites south of 65oN. A sim-

ple comparison between the annual cycles of soil moisture simulated by Noah and Snow Water

Equivalent (SWE) from Globsnow shows that the seasonality of simulated moisture is highly

consistent with snowpack dynamics at the grid boxes corresponding to the tree-ring sites (Sup-

plementary Figure E1). This suggests that the difference in the correlation patterns between the

two products and interannual tree growth might be related to limitations in the ability of the

scPDSI water balance model to correctly represent soil moisture dynamics at the northernmost

sites, most of which are strongly clustered along the latitudinal treeline (Figure 6.1).

Figure 6.2: Correlation between each SPL10 tree-ring chronology in the network (rows) and monthly surface
soil moisture (0-10 cm), scPDSI and mean air temperature (columns) between 1950 and 2000. Correlations are
given for an 18-month window from April of the previous growing season (*) to September of the current growing
season. The stippling indicates months with significant correlations (p < 0.05). The elevation of the chronologies
is shown in the right panel.

Dynamic regression with the Kalman filter indicates that the spring and summer moisture

responses of tree growth revealed by the correlations with temperature and simulated soil mois-

ture are generally stable through time on a year-to-year basis (Figure 6.3). However, some

sites do display a moderated degree of time-dependence in their responses to current May and

previous July temperatures and moisture.

The regional clustering of tree-ring sites with similar climate responses based on correla-
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Figure 6.3: Additional variance (R2) explained by the dynamic Kalman filter regression model between the
SPL10 chronologies and monthly air temperature and soil moisture compared with a standard time-invariant
linear regression model. R2 values are shown for months when the dynamic regression model was selected over
the standard model based on the minimum Akaike Information Criteria (AIC). Higher R2 indicates stronger
time-dependence in the associations.

tions with temperature and the scPDSI is shown in Figure 6.4a–b. The first cluster includes

sites located at relatively high elevations and along the latitudinal treeline. Trees at these sites

show a pattern of growth response to moisture over a short period during the previous summer

and current spring (i.e., concurrent negative correlations with temperature and positive corre-

lations with the scPDSI), followed by a positive response to temperature during the current

summer (Figure 6.4b). The second cluster, representing most of the tree-ring sites (N=75),

shows a stronger and more sustained growth response to moisture conditions between the previ-

ous summer and the current spring. Similar temporal patterns of short versus extended period

of moisture response are obtained when using Noah soil moisture instead of the scPDSI for

cluster analysis (Supplementary Figure E2). However, the growth response to spring moisture

availability is more clearly represented and the spatial clustering of sites changes in the southern

part of the network in Canada.

Negative growth responses to July temperatures during the previous season and the current

spring are more common and significant in Alaska and northwestern Canada (Figure 6.4c–d),

whilst significant positive responses to current summer temperature tend to occur in colder lo-

cations at high elevations and along the latitudinal treeline (Figure 6.4e). The negative growth

response to previous July temperature across most of Alaska is consistent with even stronger

negative correlations with maximum thaw depth (Figure 6.5). Similarly, growth at some high-

elevation sites on the west coast that respond positively to current summer temperatures show

comparatively stronger positive correlations with maximum thaw depth during the current grow-

ing season. The apparently stronger association with thaw depth than with simple air tempera-

tures suggests that soil thermal regime has an important influence on modulating tree physiology

and growth, particularly in the discontinuous permafrost region.

Positive responses to soil moisture availability during the previous summer and current spring

inferred from both Noah and the scPDSI are widespread along the western interior of Canada and

interior Alaska (Figure 6.4f, Supplementary Figure E2). The positive response of tree growth to
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spring soil moisture availability in this region suggests an influence of winter snowpack, however

tree growth is poorly correlated with estimates of maximum SWE based on either the snow

model of the scPDSI (Figure 6.4g) or Globsnow data (not shown).

Figure 6.4: Clustering of tree-ring sites based on their patterns of monthly correlations with temperature and
the scPDSI. (a) Map of dominant k-means clusters of sites with similar climate response. (b) Individual and
cluster-averaged monthly correlations with temperature (T) and the scPDSI (M). (d–g) Spatial distribution of
the strongest correlations between tree growth (SPL10) and temperature, scPDSI, and maximum SWE estimated
by the snow model of the scPDSI. (h) Map of moisture and temperature constraints of summer NDVI as explained
in Figure 5.5. The dark gray shading in the maps denotes the boreal forests. The purple and cyan lines indicate
the location of the treeline and the southern edge of the discontinuous permafrost, respectively.
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Overall, linear correlations between the SPL10 tree-ring chronologies and monthly tempera-

ture and estimated moisture availability suggest a dominant moisture limitation of white spruce

growth across the study domain, predominantly reflecting conditions during both previous and

current growing seasons. This pattern of response is broadly consistent with the dominant mois-

ture limitation of peak summer vegetation greenness in the same regions that were shown in

Chapter 5 for correlations between summer NDVI and summer temperature and scPDSI (Figure

6.4h).

Figure 6.5: Correlations between year-to-year variations in tree growth (SPL10) and maximum thaw depth dur-
ing the previous and current growing seasons. The small black crosses indicate significant (p < 0.05) correlations.

6.3.2 Relationships between tree-ring width and growing season parameters

Tree-ring width over most of the discontinuous permafrost region is positively correlated with

the start of the current thermal growing season (Figure 6.6), suggesting that warmer and earlier

growing seasons tend to have an adverse effect on annual tree growth in these predominantly

moisture-sensitive boreal forests. This is consistent with the ubiquitous negative growth re-

sponse to April-May monthly temperature and the simultaneous positive response to moisture

availability shown above in Figure 6.2. The timing of the termination of the thermal growing

season is poorly correlated with interannual variations in tree growth, whilst negative corre-

lations between the duration of the thermal season and tree growth at some sites reflect the

negative influence of earlier timing of the start.

Unlike the timing of the start, the magnitude of peak temperatures during the thermal

growing season is positively correlated with concurrent tree growth (Figure 6.6). Again, this is

consistent with the positive growth response to current summer temperature shown in Figure

6.2. Similarly, negative growth responses to previous summer temperature in the Northwestern

Territories and southern Alaska are consistent with negative correlations between tree growth
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and peak thermal growing season temperature. Time-integrated temperatures over the entire

thermal growing season have a generally adverse effect on tree growth during the following year,

as indicated by significant negative correlations at several sites near the latitudinal treeline.

Simple correlations between tree-ring width and parameters of the photosynthetic growing

season over the short period 1982–2000, are generally consistent with those described above

for the thermal growing seasons (Figure 6.7), but are strongly influenced by good agreements

between a few extreme anomalies such as the cooling associated with Pinatubo Eruption. An

interesting feature is that tree growth at some sites near the latitudinal treeline in northeastern

Alaska shows concurrent significant correlations with the start, end and peak of the photosyn-

thetic growing season as well as with time-integrated NDVI over the previous growing season.

This suggests some degree of agreement between tree-ring width and canopy photosynthesis at

these locations.

6.3.3 Simulated climate controls of regional tree growth based on VS-Lite

Based on significant correlations between the simulated and observed chronologies during the

recent period 1971–2000, the locally-calibrated VS-Lite model was able to successfully simulate

37% of the 115 NEGEX tree-ring chronologies (Figure 6.8). A simple cluster analysis of the

monthly growth rates due to moisture and temperature identifies three distinct patterns of

climate limitation during the growing season (Figure 6.8b,d). These patterns range from a

dominant temperature limitation in sites with very short growing seasons in western Alaska to

a mixed temperature and moisture limitation in the northern Yukon and a dominant moisture

limitation in sites with longer growing seasons in interior Alaska and the Canadian boreal forest

in northern Alberta.

Despite its simplicity and lack of snow dynamics, the model is still able to capture most of

the decadal to multidecadal variability of the chronologies during the 20th century, including

the increase in tree growth since the 1970s in more temperature-limited sites (Figure 6.8c). An

examination of the most limiting factor of monthly growth rates during the growing season

at sites with mixed climate response shows that the model does not simulate any widespread

temporal change toward increasing moisture limitation (Figure 6.9).

Similar patterns of climate limitation are obtained when simulating SPL10 chronologies,

but fewer (21%) chronologies are successfully simulated (Supplementary Figure E3). Despite

the caveats of this simple application of the VS-Lite model, these results are in general broad

agreement with the regional pattern of moisture limitation of tree growth revealed by simple

linear correlations.
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Figure 6.6: Correlations between year-to-year variation in tree growth and variation in timing (STS and ETS), length (LTS), peak and time integrated temperatures (TI-TEM)
of the previous and current thermal growing seasons. The small black crosses denote significant (p < 0.05) correlations.
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Figure6.7:Correlationsbetweenyear-to-yearvariationintreegrowthandvariationsintiming(SOSandEOS),length(LOS),peakandmagnitude(TI-NDVI)oftheprevious
andcurrentphotosyntheticgrowingseasons.Thesmallblackcrossesdenotesignificant(p<0.05)correlations.
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Figure 6.8: Distinct regional patterns of simulated climate limitation of tree growth. (a) Spatial distribution
of significant correlations between simulated and observed NEGEX tree-ring chronologies during the verification
period 1971–2000. White circles in the map represent chronologies that were not successfully simulated. (b)
Regional clusters of simulated climate limitation based on growth rates due to moisture (gM , orange) and tem-
perature (gT , blue). (c) Best simulated tree-ring chronology in each cluster. (d) Mean and individual growth
rates due to moisture and temperature in each cluster.

Figure 6.9: Temporal evolution of dominant climatic limitation of simulated tree-ring chronologies at sites with
mixed temperature-moisture limitation (cluster 3). Blue indicates that temperature (gT ) is the most limiting
factor for the overall monthly growth rate (G), whilst yellow indicates that moisture (gM ) is the most limiting
factor.
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6.3.4 Simulated climate controls of tree growth in ‘divergence’ case studies

Figure 6.10 summarises the results of the Bayesian calibration of the VS model in the three

selected case studies characterised by tree-ring divergence at decadal and longer time scales. To

investigate climate controls on year-to-year growth variability at these sites, the calibration was

performed using SPL10 tree-ring chronologies over the first 20 years of available climate data,

which in all cases corresponds to periods before the 1970s (1918–1937 for Arrigetch, 1903–1920

for TTHH and 1951–1970 for Thelon). The calibrated parameter values are summarised in Table

6.2.

Table 6.2: Calibrated VS model parameters for the three case studies of ‘tree-ring divergence’. The prior range
and posterior mean (θ̄), coefficient of variation (CV ) and maximum a posteriori (θMAP ) statistics are indicated
for each parameter. The calibration was performed using SPL10 tree-ring chronologies over the first 20 years
of overlap with the available meteorological records at each site, without accounting for differences in elevation
between the tree-ring sites and the meteorological stations. The calibration periods were 1918–1937 for Arrigetch
(ARRI), 1903–1920 for TTHH and 1951–1970 for Thelon (THEL).

Posterior distribution

Parameter Prior θ̄i CVi θMAP

range ARRI TTHH THEL ARRI TTHH THEL ARRI TTHH THEL

Tmin 4.0-7.0 6.34 5.76 6.74 7.2 11.7 0.61 6.37 6.00 6.73
Topt1 7.1-12.0 11.89 9.05 7.13 11.7 12.9 2.5 11.63 8.48 7.16
Top2 12.1-18.0 17.87 17.80 13.81 2.7 4.3 11.3 17.44 17.00 17.76
Tmax 18.1-24.0 22.81 20.17 23.16 2.1 6.6 7.1 23.07 20.79 23.78

Wmin 0.04-0.15 0.06 0.05 0.05 37.7 35.1 35.8 0.07 0.12 0.05
Wopt1 0.16-0.30 0.17 0.17 0.17 14.9 14.6 18.4 0.17 0.19 0.22
Wop2 0.31-0.70 0.53 0.33 0.42 19.2 23.8 21.4 0.57 0.31 0.41
Wmax 0.71-0.90 0.74 0.75 0.73 7.2 6.7 7.2 0.80 0.74 0.84

Λ 0.0001-0.02 0.0002 0.0003 0.0007 101.1 76.5 64.3 0.0003 0.0007 0.002
Tg 10-60 28.4 30.45 47.43 38.2 40.4 40.1 45.16 15.81 47.15

The uncertainty in the parameters of the temperature and moisture response functions was

substantially reduced after calibration, which produces narrower unimodal parameter distribu-

tions in most cases. This indicates that the SPL10 chronologies contain a substantial amount

of climate signal over the periods used for calibration. The parameters related to soil water

drainage and temperature sum for starting growth were not well constrained during the calibra-

tion, suggesting that they have limited effect on simulated growth at these sites.

The calibrated temperature response functions for Arrigetch and TTHH strongly suggest

a non-linear growth response to mean temperatures because the upper temperature limits for

growth limitation were well constrained by the data. Without accounting for differences in

absolute temperature between the stations and the tree-ring sites, the calibrated parameters

indicate that tree growth at these relatively high-elevation sites increases with temperatures

above 6oC but starts to decline when daily temperatures exceed a threshold of about 17oC.

The two lower critical moisture thresholds for growth were also well constrained by the data at

these sites. Unlike these two sites, the calibrated temperature response function for Thelon does

not suggest a growth limitation by high temperatures but the two lower moisture parameters

were similarly well constrained despite the fact that this site is located in a relatively cooler

environment, at the latitudinal treeline.

Consistent with the reduction of parameter uncertainty in the posterior distributions, the

simulated chronologies based on maximum a posteriori parameter sets are all significantly corre-
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Figure 6.10: Posterior distributions of calibrated parameters of the VS model and simulated tree-ring chronolo-
gies at Arrigetch (top), TTHH (middle) and Thelon (bottom). The posterior mean and associated error bars
(±1 SD) are shown for each parameter next to the distributions (see also Table 6.2). The right panels show
a comparison between the simulated (black) and the observed SPL10 chronology at each site. Correlations are
given for the calibration (rcal) and verification (rver) periods, and the overall correlation is indicated in brackets.
The gray shading denotes the 95% confidence intervals of the simulations based on 1000 random samples from
the posterior.

lated with the SPL10 tree-ring chronologies during the calibration period (r = 0.44 to 0.73, p <

0.05). However, the calibrated model is unable to consistently simulate the observed year-to-year

tree-ring width variability during the verification period (Figure 6.10). Expanding the calibra-

tion period to the longest possible period in order to capture the full range of variability does not

improve the interannual correlations between the simulated and observed SPL10 chronologies

but the extra information further constrains the posterior distributions of the response function

parameters (Supplementary Figure E4). Although the overall correlation between the simulated
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Figure 6.11: Comparison between annual frequency of days exceeding 17oC (purple) and a number of ‘divergent’
NEGEX tree-ring chronologies (green) in Alaska (ak031, ak032, ak042, ak043 and ak103) and in the Yukon
Territory (TTHH – cana157) collected originally by Jacoby & D’Arrigo (1995) and D’Arrigo et al. (2004). The
bold smoothed lines correspond to a low-pass filter with a period of 15 years to enhance decadal variability. Note
that relative ring width declines since around the 1960s are highly consistent with an increasing frequency of days
exceeding the 17oC threshold (shown as inverted anomalies) identified in the calibrated response function of the
VS model. Also note that the negative effect of high temperatures on tree growth tends to occur during the
following growing season. Two sites (ak031 and ak032) display a positive response to high temperatures before
the 1960s but thereafter the response turned negative.

and the SPL10 tree-ring chronologies is low, the model correctly simulates growth anomalies in

several years but produces out-of-phase anomalies in other years when growth responses in the

real chronologies lag climate anomalies. Consequently, the model seems to simulate the climate

limitation of tree-ring growth reasonably well but fails to mimic the strong biological persistence

apparent in the real chronologies, likely linked to interseasonal carbon remobilisation.

The most significant result of the application of the VS model in these sites is the indication

of a non-linear growth response to temperature at some high-elevation forests. This aspect was
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further explored by examining temporal changes in the exceedance of the critical threshold of

17oC suggested by the calibrated parameters, above which tree growth starts to decline with

increasing temperatures. A simple analysis of daily mean temperature data in the region indi-

cates that the annual number of days with temperatures above this threshold has almost doubled

since the 1980s, with a very similar pattern at Dawson and University Experiment Station in

Fairbanks (Supplementary Figure E5). The similarity between the two stations suggests that

the increase in ‘hot days’ is unlikely to be related to inhomogeneities in the station records.

Although with a smaller magnitude, the increased frequency in hot days is also evident at Baker

Lake station, near Thelon.

To evaluate the impact of the increased frequency of extremely high daily temperatures on

tree growth, the annual count of days exceeding 17oC derived from Dawson and University

Experiment Station records was compared with the NEGEX chronology for TTHH and with a

group of other 5 sites near Arrigetch (Figure 6.11). The increase in days exceeding this threshold

during recent decades is consistent with declining growth trends in these sites. This negative

relationship occurs with one year lag on an interannual basis and is particularly important

in TTHH (r = -0.30 for 1902–1999, p < 0.05) and in other treeline site called Twelve Mile

summit in northern Alaska (r = -0.46 for 1918–1996, p < 0.01), described a decade ago by

Jacoby & D’Arrigo (1995). Moreover, tree growth at two of the six sites showed a positive

correlation with the frequency of hot days before the 1960s but after that time the relationship

appears negative. These results do not change when comparing the SPL10 version of the tree-ring

chronologies and 10-year high-pass filtered series of hot days (Supplementary Figure E6). Taken

together, these modelling and empirical results suggest that the pattern of tree-ring divergence

described for these elevational treeline sites in earlier studies appears to be consistent with a non-

linear growth response to temperature and the existence of a common physiological threshold

above which the effect of temperature is no longer positive.

6.3.5 Climate controls of interannual vegetation productivity simulated by

DGVMs and consistency with tree-ring widths and remote sensing ob-

servations

The empirical and modelling analyses of tree-ring growth presented above confirm the significant

moisture limitation of boreal vegetation productivity along the western interior of North Amer-

ica revealed by the interannual correlations between NDVI and summer climate presented in

Chapter 5 (Figure 5.5). Such extensive moisture control of vegetation growth inferred from these

complementary ground and satellite-based observational records is unusual in the boreal region

and would be expected to be represented in ecosystem models. Interannual correlations between

summer DGVM-simulated GPP and summer temperature and scPDSI over the period 1982–

2009 indicate that such models are able to reproduce much of this observed regional pattern of

moisture limitation, in close agreement with the NDVI climate response (Figure 6.12). This in-

dicates that the dominant plant functional types in the region are reasonably well parameterised

in current DGVMs.

Interannual correlations between the SPL10 chronologies and annual GPP during the current

and previous year are generally poor and in a few northern sites reflect the negative response

of tree growth to temperatures during previous growing season (Figure 6.12). The relationship
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between tree-ring width (wood formation or above-ground biomass increment) and productivity

(GPP or NPP) is not straightforward due to the important influence of allocation and carbon

remobilisation processes on stem growth, which typically result in considerable biological per-

sistence in tree-ring width. This usually results in out of phase interannual anomalies, reducing

the correlations.

Figure 6.12: Geography of moisture and temperature controls on summer (June–August) NDVI and simulated
GPP in northwestern North America during the period 1982–2009. Light greens indicate a strong moisture
limitation (i.e., strong positive correlation with moisture and negative correlation with temperature), whilst purple
shades indicate a dominant temperature limitation (i.e., strong positive correlation with summer temperature and
weak correlation with moisture). The stippling indicates grid boxes where correlations with temperature or with
the scPDSI are statistically significant at the 90% confidence level. The lower two panels show the correlations
between year-to-year variations in annual tree growth (SPL10) and annual GPP during the previous and current
years over the period 1950–2000.
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6.4 Discussion

The growth of temperature-limited boreal trees is expected to have increased with warming

during recent decades. However, the analysis of standardised tree-ring chronologies of white

spruce from some treeline locations of Alaska and northwestern Canada has revealed anomalous

tree growth ‘declines’ or a lack of growth increases with recent warming (D’Arrigo et al., 2008).

These observations are at odds with the expected vegetation responses in these environments and

raise concerns on boreal forest responses to continued warming. A warming-induced increase

in moisture stress (Jacoby & D’Arrigo, 1995; Wilmking & Juday, 2005; D’Arrigo et al., 2009;

Griesbauer & Green, 2012) and non-linear growth responses to temperature (D’Arrigo et al.,

2004) have been invoked as the most likely causes for these observations, although several other

environmental and methodological factors have been proposed (D’Arrigo et al., 2008).

The analysis of a tree-ring chronology network of 115 sites covering a range of environ-

ments across northwestern North America shows a significant moisture control of interannual

white spruce growth throughout the region (Figure 6.2). This year-to-year moisture control of

tree growth is also consistent with regional patterns of moisture limitation inferred from satel-

lite observations of vegetation greenness (Figure 6.4) and vegetation productivity simulated by

ecosystem models (Figure 6.12). Correlation analysis indicates that tree growth anomalies across

the network are particularly sensitive to moisture availability during the current spring and the

previous summer, and thus growth tends to be anticorrelated with temperatures at these times of

the year as noticed in earlier studies (Barber et al., 2000; Lloyd & Bunn, 2007; McGuire et al.,

2010; Juday & Alix, 2012; Lloyd et al., 2013). As a result, earlier start of the growing season

and consequently snowmelt has an adverse effect on tree growth (Figures 6.6–6.7). This im-

plies that further advance of the growing season in spring expected with continued warming

(Christidis et al., 2007) will have a negative rather than a positive impact on the growth of

moisture-sensitive white spruce forests.

Despite the consistent growth response to moisture during the spring melting period de-

tected using Noah soil moisture estimates, there are no significant correlations between the

interannual variability of tree growth and estimates of maximum SWE. The analysis of the

NDVI climate responses presented in Chapter 5 and experimental rainfall exclusion studies in

the region (Yarie & Van Cleve, 2006; Yarie, 2008) suggest that snowmelt water is important for

maintaining tree growth during the subsequent summer. The lack of correlations with SWE

could be related to uncertainties in the snow data or could simply indicate that at the location

of the tree-ring sites peak SWE is not a good indicator of the actual amount of water effectively

staying in the soil after spring melting since most of it can be loss to runoff when the soil sat-

urates. This aspect should be studied in more detail using snow measurements from long-term

meteorological stations.

Contrary to earlier suggestions (Jacoby & D’Arrigo, 1995; Wilmking & Juday, 2005;

D’Arrigo et al., 2008), there is no clear evidence for a widespread increase in moisture limi-

tation during recent decades, at least on an interannual time scale (Figure 6.3). The interannual

correlations between white spruce growth and monthly temperature and moisture seem to be

relatively stable over time in most of the tree-ring sites during the period 1950–2000 (Figure 6.3).

Furthermore, the monthly growth responses simulated by the VS-Lite forward model, calibrated
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locally over the period 1950–1970, do not suggest any apparent shift toward increased moisture

limitation over time in the correctly simulated sites (Figure 6.9). Earlier empirical studies based

on some of the data analysed here have reported changing growth responses to both temperature

and moisture (Wilmking & Juday, 2005; Pisaric et al., 2007; Griesbauer & Green, 2012). How-

ever, these earlier analyses have used higher quality station data and longer periods including

the early part 20th century, capturing contrasting multidecadal climate regimes (Ohse et al.,

2012; Chavardès et al., 2013). Furthermore, the gridded data used for correlations in this study

are uncertain due to the lack of stations at the remote northern locations where the sampled

trees are located. This could lead to poor correlations with the chronologies and thus no changes

in signal could be detected.

The Bayesian calibration of the full VS model enabled the skilful simulation of the three

SPL10 tree-ring chronologies at the selected divergence study sites over the calibration period

(Figure 6.10). However, the calibrated model was unable to simulate these chronologies over

the most recent verification period when the chronologies have been shown to diverge from

temperature trends in earlier studies (Jacoby & D’Arrigo, 1995; D’Arrigo et al., 2004, 2008).

The most important result of the application of the VS model is that the calibrated parameters

suggest a non-linear temperature response of white spruce growth at two of these three sites

during the earlier part of the 20th century (Figure 6.10), before the occurrence of divergence.

This type of response is consistent with earlier findings of D’Arrigo et al. (2004). Using a simple

statistical analysis based on monthly data, they suggested that high-elevation temperatures in

central Yukon may have exceeded a plant physiological threshold in recent decades and now

adversely affect tree growth, possibly as a result of temperature-driven soil moisture deficits.

Based on temperature data from Dawson Airport, they estimated that average July-August

temperatures exceeding 11.3oC reduce white spruce growth at the TTHH treeline site.

For TTHH, the calibrated VS model suggested an equivalent physiological threshold of

around 17oC based on daily data from Dawson and an updated chronology (Table 6.2 and

Figure 6.10). A similar threshold value was obtained with the calibrated VS model for the

Arrigetch treeline site in northern Alaska using daily meteorological data from Fairbanks. This

suggests that this upper limit for optimal growth of white spruce is not restricted to the partic-

ular location of the TTHH site. Indeed, the model suggests similar climate response functions

for these two distant treeline sites over slightly different calibration periods and even when using

different station data. However, the actual absolute threshold at the location of the trees might

be lower than the one estimated using these low-elevation and distant meteorological stations.

A recent analysis based on regression between ring-width data across Alaska and mean June-

July temperatures Williams et al. (2011) showed that temperature thresholds for which white

spruce growth starts to decline vary between about 9.5oC and 13oC, depending on mean climate

conditions of the sites.

An increasing frequency of days exceeding a threshold of 17oC during recent decades appears

to be consistent with declining tree growth trends in TTHH, Arrigetch and some other divergent

treeline sites in the region (Figure 6.11). The anticorrelation is also consistent at interannual

time scales but with a lag of one year in the response of tree growth. Although this finding

agrees with the hypothesis of D’Arrigo et al. (2004), the VS model does not suggest a clear

increase in moisture limitation at these sites during recent decades when this threshold has been
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increasingly exceeded. Therefore, this response may be more complicated than simply a decrease

in soil moisture as initially hypothesised by D’Arrigo et al. (2004).

The Bayesian calibration of the full VS model enabled the skilful simulation of the three

SPL10 tree-ring chronologies at the selected divergence study sites over the calibration period

(Figure 6.10). However, the calibrated model was unable to simulate these chronologies over

the most recent verification period when the chronologies have been shown to diverge from

temperature trends in earlier studies (Jacoby & D’Arrigo, 1995; D’Arrigo et al., 2004, 2008).

The most important result of the application of the VS model is that the calibrated parameters

suggest a non-linear temperature response of white spruce growth at two of these three sites

during the earlier part of the 20th century (Figure 6.10), before the occurrence of divergence.

This type of response is consistent with earlier findings of D’Arrigo et al. (2004). Using a simple

statistical analysis based on monthly data, they suggested that high-elevation temperatures in

central Yukon may have exceeded a plant physiological threshold in recent decades and now

adversely affect tree growth, possibly as a result of temperature-driven soil moisture deficits.

Based on temperature data from Dawson Airport, they estimated that average July-August

temperatures exceeding 11.3oC reduce white spruce growth at the TTHH treeline site.

An increasing frequency of days exceeding a threshold of 17oC during recent decades appears

to be consistent with declining tree growth trends in TTHH, Arrigetch and some other divergent

treeline sites in the region (Figure 6.11). The anticorrelation is also consistent at interannual

time scales but with a lag of one year in the response of tree growth. Although this finding

agrees with the temperature threshold hypothesis of D’Arrigo et al. (2004), the lack of skill of

the VS model during the verification period in recent decades hampers a robust assessment

of the drought mechanism proposed in this early study. Therefore, testing the hypothesis of

warming-induced drought stress as the mechanism for this non-linear spruce growth response

remains a challenge.

More detailed work with the VS model is needed in these sites to better understand this

apparent non-linear climate response and the general lack of model skill during the divergence

period. In particular, simulations using improved soil thaw and moisture dynamics should be

attempted. The current implementation of soil thaw in the model tends to produce unrealis-

tic seasonal thaw dynamics at the study sites, which have a disproportionally large effect on

estimates of volumetric soil water content. Because of this model behaviour it was decided to

turn the thaw module off in all simulations analysed here and assume a constant soil depth

instead. Furthermore, intensive ecophysiological measurements and monitoring of xylogenesis

(e.g., Rossi et al., 2008) are urgently needed in these treeline environments to identify the mecha-

nisms underlying this apparent non-linear growth response of white spruce. Some of these mech-

anisms should be included in ecosystem models used to evaluate contemporary and projected

responses of terrestrial ecosystems and the carbon cycle with continued warming (Piao et al.,

2013; Sitch et al., 2013). Therefore, site-level modelling experiments with such models could be

used to test the influence of well-known physiological mechanisms on the apparent threshold-like

non-linear growth response of white spruce.
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6.5 Conclusions

The main conclusions of this Chapter are summarised as follows:

� Positive correlations with soil moisture and negative correlations with temperatures during

the current spring and the previous summer indicate that moisture is the predominant

limiting factor of interannual white spruce growth in most of the tree ring sites of the

chronology network.

� The tree-ring based moisture response of white spruce is consistent with regional patterns

of moisture limitation inferred from satellite observations of NDVI and vegetation produc-

tivity simulated by ecosystem models across the dry and cold western interior of Canada

and Alaska. This regional moisture limitation is unusual in the boreal biome and should

be considered when discussing climate responses of boreal vegetation.

� Correlation analysis and simulations with the VS-Lite forward model do not show evidence

for a widespread increase in moisture limitation of tree growth during recent decades on a

year-to-year basis. This result is in contrast with earlier reports of apparent increases in

moisture limitation of white spruce growth with recent warming.

� The calibrated VS model is able to simulate the SPL10 tree-ring chronologies at the selected

divergence study sites during the calibration period but not during the verification period,

when the chronologies have been shown to diverge from temperature trends.

� The calibrated parameters of the VS model suggest a non-linear temperature response of

white spruce growth at two of the three study sites during the calibration periods, before

the start of local divergence. Simulated tree growth at these treeline sites increases with

temperatures above 6oC but starts to decline when daily temperatures exceed a threshold

of about 17oC. An increasing annual frequency of days exceeding 17oC during recent

decades appears to be consistent with declining tree-ring chronology trends in some of the

divergent study sites.

� The apparent non-linear response of tree growth indicated by the VS model is consistent

with earlier findings of D’Arrigo et al. (2004) in one of the study sites. However, the lack

of skill of the model to simulate tree growth during recent decades of tree-ring chronology

divergence precluded a robust analysis of possible increases in moisture limitation with

warming as postulated in the study by D’Arrigo et al. (2004). Testing this hypothesis

remains a challenge at these treeline sites and requires further modelling work and in-situ

growth monitoring.
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Conclusions and further research

The aim of this thesis was to explore how the growth of boreal vegetation has varied as a

result of recent changes in climate, specifically in growing season temperatures and drought

severity during the latter half of the 20th and the first decade of the 21st centuries. This final

chapter presents a brief summary of the main findings and points to the implications for the

understanding of current and future boreal vegetation growth in response to climate change.

The chapter concludes with some general suggestions for future work.

7.1 Main research findings

7.1.1 Contrasting ecosystem responses to the extension of the growing season

in spring and autumn

Until recently, only ecosystem responses to spring changes have been studied because of their

significant influence on the local and global carbon cycle. Autumn responses had received less

attention, mostly because no much warming had occurred in this transitional season compared

with spring. The common expectation was that both spring and autumn warming could enhance

carbon sequestration and extend the period of net carbon uptake in the future (Churkina et al.,

2005). Using atmospheric carbon dioxide concentration data, Piao et al. (2008) showed for the

first time that, contrary to earlier expectations, large-scale autumn warming stimulated net

ecosystem carbon losses rather than gains. They estimated that autumn carbon losses could

offset up to about 90% of spring carbon gains due to earlier growing seasons. Subsequently, sim-

ilar ecosystem responses have been found at local scales in eddy-covariance sites (Vesala et al.,

2010) but positive responses have also been observed at these scales (Richardson et al., 2010;

Dragoni et al., 2011). Piao et al. (2008) also found a general trend toward earlier autumn-to-

winter carbon dioxide build-up that led to a shorter net carbon uptake period.

The main contributions of this thesis to the understanding of current responses of northern

ecosystems to changes in growing season are the following:

� The results presented in Chapters 2 and 3 confirm the contrasting ecosystem responses to

spring and autumn warming. However, these results also suggest that ecosystem responses

in autumn are generally more complex than in spring. This seems to be related to a higher

sensitivity of vegetation photosynthesis to temperature in spring and to a more significant

145
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influence of factors other than temperature during autumn, including leaf aging processes,

day length and soil moisture.

� Unlike the results of Piao et al. (2008), no shortening trends in carbon uptake period were

observed at high latitudes over the analysis period 1987–2009. Moreover, the inverse rela-

tionship between the timing of autumn zero-crossing and the termination of the thermal

growing season appears to have decoupled during the second half of the 2000s when a

period of unprecedented autumn warming started. This recent change in ecosystem re-

sponse warrants further investigation because it could indicate some emerging interaction

in ecosystem processes with increased autumn warming not captured in the analyses of

previous decades.

� Another important finding of this research is the observation that the NDVI-based pho-

tosynthetic growing season has closely tracked the pace of warming and extension of the

potential growing season in spring, but not in autumn. This is an indication that the pho-

tosynthetic period does not further extend with autumn warming, consistent with earlier

suggestions of a respiration-dominated ecosystem response. This result also implies that

it is likely that continued autumn warming will offset spring carbon gains.

7.1.2 Warming, increased evapotranspiration demand and summer drought

The evaluation and intercomparison of multiple estimates of soil moisture dynamics (in-situ,

satellite, land-surface models and scPDSI) at high latitudes is an important contribution of

this thesis and serves as a basis for the improvement and better application of these datasets

for studying vegetation responses to moisture variability. Such an analysis was lacking in the

literature and was possible here because of the timely release of new datasets.

Several vegetation remote sensing studies have speculated that warming has increased

drought severity at high latitudes but there has been no quantitative regional assessment of

such an effect (but see Sheffield & Wood, 2007). The contributions of this thesis to the debate

of drought changes with recent warming at high northern latitudes are summarised as follows:

� The scPDSI dataset validated in this thesis suggests that increased evapotranspiration

demand, driven mainly by surface warming, has significantly influenced the severity of

regional droughts over most of the northern latitudes since the late 1980s. However, for

the high latitudes as a whole, the estimated enhancement of atmospheric moisture demand

during this recent period has been balanced by the increase in precipitation and has not

imposed an increasing trend in dry area. This finding is consistent with ongoing amplifi-

cation of the hydrological cycle (Rawlins et al., 2010; Miralles et al., 2013) and with early

model projections of summer drying at northern latitudes in response to anthropogenic

warming (Manabe & Wetherald, 1987).

� The scPDSI also suggests that the impact of increased evapotranspiration demand on the

summer moisture balance has been stronger and more widespread in Eurasia than in North

America. Large continental areas in central Asia that are moisture-limited and observed

to be warming fast, are especially vulnerable to this type of drying. Boreal and northern
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temperate North America have not been affected by increased evapotranspiration demand

but if summer temperatures rise this region will also experience more drying.

� Contrary to earlier suggestions in the literature, the results presented in Chapters 4 and

5 indicated that despite the widespread increase in moisture demand, snow has demon-

strably greater effect on early summer soil moisture availability. The influence of summer

evaporative losses has been overestimated in the literature and the dramatic changes in

snowpack with winter and spring warming are likely to play a dominant role in influencing

the soil water balance in these regions with snow-domninated hydrology. Current trends

toward earlier growing seasons and snowmelt may be an extra factor enhancing summer

drying by extending and accelerating moisture depletion by evapotranspiration during the

earlier part of the growing season (Zhang et al., 2011; Buermann et al., 2013).

In reaching these conclusions, it is necessary to bear in mind that the scPDSI is a simple

index and that uncertainties in the meteorological drivers at high northern latitudes are still

high. Furthermore, permafrost dynamics in these cold regions may result in very different

patterns of moisture variability to those estimated by the scPDSI. The moisture water balance

of the bucket model of the scPDSI gives realistic estimates in most regions but there are some

localised areas were the bucket is nearly always saturated. This affects the scPDSI variability in

these locations. The problem is not widespread but this aspect of the soil water model should

be further explored in the next version of the product.

7.1.3 Moisture controls of northern vegetation and non-linear tree growth

responses

The NDVI and tree-ring analyses presented in last two chapters of this thesis (Chapters 5 and

6) revealed a consistent pattern of moisture limitation along the relatively dry western interior

of Canada and Alaska. Earlier tree-ring analyses have usually indicated a moisture sensitivity

of white spruce growth in the region but this has not been shown before for satellite-derived

NDVI. The satellite data suggested that this control was largely related to snowmelt water but

tree rings do not suggest a clear correlation with snowpack. Nevertheless, there is a clear linkage

between tree growth and spring moisture availability as indicated by negative correlations with

temperature and positive correlations with Noah soil moisture estimates.

The most important contributions of this thesis to the ongoing discussion on moisture re-

sponses of northern vegetation are the following:

� NDVI declines (‘browning’ trends) in the boreal forest of North America are more con-

sistent with reduced snowpack than with temperature-induced increases in evaporative

demand than previously thought (Chapter 5). This strongly suggests that changes in

snowpack dynamics are likely more important than increased evaporative demand in con-

trolling changes in summer soil moisture availability in this extensive moisture-sensitive

boreal region. Interestingly, the analysis of DGVM-simulated GPP from the TRENDY

compendium shows that this moisture control is well captured by the model average. Fur-

ther work is needed to evaluate the performance of the ten individual models included in

the compendium.
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� The Vaganov-Shashkin (VS) forward model of tree-ring growth provided evidence for an

apparent non-linear growth response of white spruce at some high elevation sites showing

tree-ring divergence during recent decades (Chapter 6). The calibrated VS model indicated

that in these treeline sites, white spruce tree growth increases with daily temperatures

above 6oC and starts to decline when temperatures exceed a threshold of about 17oC.

This overall result is consistent with earlier findings by D’Arrigo et al. (2004) in one of the

study sites. They hypothesised that this type of response represented a shift to moisture

limitation at temperatures above their 11.3oC threshold of July-August temperatures.

However, the lack of skill of the VS model to simulate growth during recent decades

within the period of tree-ring divergence precluded a robust evaluation of this hypothesis.

Testing this hypothesis remains a challenge at these treeline sites and would require further

modelling work and in-situ monitoring of xylogenesis and photosynthetic dynamics.

7.2 Further research

This thesis has demonstrated that ecosystem responses to the lengthening of the growing season

in autumn are not as simple as in spring. The relationships between climate and vegetation

indicators of the growing season are consistent in spring but breakdown in autumn. The com-

plexities of the autumn response should be evaluated in ecosystem models to test their behaviour

and obtain insights into processes. This is needed because net carbon losses in autumn could

potentially offset net carbon uptake in spring, reducing the strength of the carbon sink.

The significant snow-mediated moisture controls on northern vegetation revealed by this

research have been overlooked in earlier studies, which have overemphasised the influence of po-

tential evapotranspiration on the soil water budget. This finding, published in Barichivich et al.

(2014), will likely trigger research into the links between vegetation, snow and moisture dynam-

ics. Although the DGVMs are able to reproduce the regional moisture control of vegetation

productivity in northwestern North America, it is not clear whether the models can simulate

the influence of snow on summer moisture availability and productivity. Therefore, this is an

aspect that warrants further research.

The main focus of this thesis was on climate drivers of vegetation growth at decadal and

shorter time scales, where the influence of climate on vegetation is generally stronger. Little

analysis was conducted to disentangle the influence of non-climatic factors, such as CO2 and

nitrogen fertilisation, ‘diffuse-light’ fertilisation and permafrost changes on vegetation growth

at interannual to multi-decadal time scales. The analysis of NDVI data presented in Chapter

5 showed that the fraction of variance of summer NDVI variability not explained by climate

(temperature and moisture) at the grid cell level can be considerably high across large regions.

The statistical modelling presented here could be taken one step further to investigate the non-

climatic drivers of this unaccounted variance in order to provide observational constraints on

these large unknowns on the future of the land carbon sink.

The apparent non-linear growth response of white spruce at some marginal treeline sites

described in Chapter 6 has important implications for our expectations on how boreal trees might

respond to continued warming. Research of this issue is needed to identify the physiological

causes and whether it is a species specific response restricted to the treeline or is widespread at
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lower elevations. More modelling work with the VS model together with in-situ monitoring of

tree growth will allow an improved testing of hypotheses of tree-ring divergence. The approach

used here to apply the VS model in divergence case studies should be used to reassess other

known instances of divergence in the latitudinal treeline (e.g., Pisaric et al., 2007) in northern

Canada. The analysis could also be extended to the circumpolar tree-ring network to determine

if this type of non-linear response is common in other regions. The results of the later would be

relevant for the carbon cycle. However,





Appendix A

Supplementary material

for Chapter 2

151



152
Appendix A: Supplementary material

for Chapter 2

Supplementary Figure A1: Spatial (a) and temporal (b) distribution of missing data. Black color in (b)
indicates missing values in the mean daily temperature data matrix (22630 days x 854 grids) after discarding grid
boxes with more than three years of missing data.
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Supplementary Figure A2: Sensitivity of zero-crossing time anomalies to different frequency cutoffs in the low-pass filtering (a) and number of annual harmonics used to
extract the annual cycle from monthly CO2 observations at Point Barrow. The black line represents the parameters selected for analysis (see Section 2.2 in the article). The
degree of the polynomial used to fit the long-term trend was held constant at 2.
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Supplementary Figure A3: Comparison of time series of spring (a) and autumn (b) mean surface air temper-
atures from the HadGHCND and CRUTS3.1 datasets averaged over land regions north of 30oN. Gray shading
highlights the period 2000-2011.
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Supplementary Figure A4: Comparison between observed (GLOBALVIEW2010) and CarbonTracker-based
(CT2010) time series of SZC (left), AZC (middle), and CUP (right) at each of our CO2 observing stations.
For each station, the co-located grid box (3ox2o) of column-averaged CO2 mole fraction in the free-troposphere
from CT2010 is used for comparison. The correlation between the series is indicated in each plot and significant
correlations (p < 0.05) are indicated by an asterisk.
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SupplementaryFigureB1:Comparisonoflarge-scalevariationsinthetimingandlengthofthephotosyntheticgrowingseasonshowingthattheresultsarenotsensitiveto
differencesinthemethodsusedtoextractphenology(seeMethodssection).Inthiscontext,foragiven8-kmgridboxandyear,thestartofthephotosyntheticgrowingseason
(SOS)correspondstothetimeoftheyearwhentheNDVIrisesaboveathresholdvalueinspring,whiletheend(EOS)occurswhentheNDVIfallsbelowathresholdvaluein
autumn.Inthefirstapproach(25%amplitude–pink),anarbitrarythresholdof25%oftheamplitudeoftheannualcycleofNDVIisusedinspringandinautumneachyear.
Inthesecondapproach(1stderivative–green),thespringandautumnNDVIthresholdsusedacrossallyearsinagivengridboxcorrespondtotheNDVIlevelsatwhichthe
inflectionpointsforgreen-upandsenescenceoccurinthefirstderivativeofthe30-yearNDVIclimatologyofthatgridbox.Thisisthemethodusedtocomputethephenological
parameterspresentedinthechapter.Thethirdapproach(2ndderivative–cyan)usestheNDVIlevelsfortheinflectionpointsforgreen-upandsenescenceinthesecondderivative
ofthe30-yearNDVIclimatology.Areasdesignatedaswaterbodies,croplands,urbanandbarrenorsparselyvegetatedregionsweremaskedoutfromanalysis.
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Supplementary Figure B2: Comparison of variations in timing, length and intensity of the photosynthetic
growing seasons between 1982 and 2006 based on the latest version of biweekly AVHRR GIMMS NDVI data
(GIMMS NDVI3g – green) and the earlier version of the dataset (GIMMS NDVIg – gray). Inland water bodies,
croplands, urban and barren or sparsely vegetated regions were excluded from the analysis.

Supplementary Figure B3: Changes in spring (a) and autumn (b) number of non-frozen days based on satellite
microwave (SSM/I) and gridded surface air temperature observations (HadGHCND) north of 45oN. Correlations
between the series for the period 1988-2007 and trends (β) for the HadGHCND series over the period 1950-2011
are given in each panel. An asterisk denotes significance at the p < 0.05 level.
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Supplementary Figure B4: Comparison of variations in the timing of spring snowmelt based on NOAA weekly
snow cover (SMT – purple) with the timing of start of the thermal growing season (STS – orange) and the start
of the photosynthetic growing season (SOS – green) at latitudes north of 45oN. The correlations of SMT with
STS and SOS over the common period 1982–2011 are shown in the lower-left and lower-right corner of each plot,
respectively. An asterisk denotes significance at the p < 0.05 level. The vertical dotted lines indicate the dates
of the eruptions of El Chichón in 1982 and Mount Pinatubo in 1991.
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Supplementary Figure B5: Comparison of continental and circumpolar time series of the timing of the start
of the photosynthetic growing season (SOS – black) and spring thaw (STH – gray) for each biome. Correlations
between the series for the period 1988-2007 and trends (β) for SOS over the period 1982–2011 are shown in
each panel. A single asterisk denotes significance at the p < 0.05 level and a double asterisk indicates further
significance at the p < 0.01 level.
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Supplementary Figure B6: Comparison of continental and circumpolar time series of the timing of the
termination of the photosynthetic growing season (EOS – black) and autumn freeze (AFZ – gray) for each biome.
Correlations between the series for the period 1988-2007 and trends (β) for EOS over the period 1982–2011 are
shown in each panel. A single asterisk denotes significance at the p < 0.05 level and a double asterisk indicates
significance at the p < 0.01 level.



163

Supplementary Figure B7: Comparison of continental and circumpolar time series of length of the photosyn-
thetic growing season (GSL – black) and non-frozen season (LNF – gray) for each biome. Correlations between
the series for the period 1988-2007 and trends (β) for GSL over the period 1982–2011 are shown in each panel.
A single asterisk denotes significance at the p < 0.05 level and a double asterisk indicates significance at the p <

0.01 level.
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Supplementary Figure B8: Changes in the number of spring and autumn non-frozen days based on satellite
microwave (SSM/I – black) and gridded surface air temperature observations (HadGHCND – orange) north of
45oN. Correlations between the series for the period 1988-2007 and linear trends (β) for the HadGHCND series
over the period 1950-2011 are given in each panel. An asterisk denotes significance at the p < 0.05 level.

Supplementary Figure B9: Comparison of 10-year high-pass filtered variations in seasonally integrated NDVI
(green) with seasonally integrated temperature (orange), and peak-to-trough amplitude of the annual cycle of
atmospheric CO2 at Point Barrow (blue). The correlation between the series over their common period is shown
in each panel. An asterisk denotes significance at the p < 0.05 level.
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Supplementary Figure B10: Continental and circumpolar time series of seasonally integrated NDVI (TI-
NDVI) for each biome. Trends (β) over the period 1982–2011 are shown in each panel. A single asterisk denotes
significance at the p < 0.05 level and a double asterisk indicates significance at the p < 0.01 level.
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Supplementary Figure B11: Spatial distribution of linear trends in peak summer greenness between 1982
and 2011. This parameter corresponds to the maximum annual value of smoothed NDVI data from TIMESAT.
Non significant trends (p > 0.1) are masked out as white. The brown polygons indicate the extent of the boreal
forests. The gray background denotes land areas excluded from analysis.
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Supplementary Figure B12: Comparison of changes in the amplitude and phase of the annual cycle of
atmospheric CO2 at northern latitudes based on observations at Point Barrow (71oN – blue) and on estimates
from the marine boundary layer matrix of GLOBALVIEW–2011 averaged north of 60oN (red). The correlation
between the series over the period 1979–2010 is shown in each panel. An asterisk denotes significance at the p <

0.05 level.



168
Appendix B: Supplementary material

for Chapter 3

Supplementary Figure B13: Correlation between growing season integrated GIMMS NDVI3g (TI–NDVI) and
peak-to-trough amplitude of the annual cycle of atmospheric CO2 at Point Barrow (black dot) from 1982 to 2010.
Data were detrended prior to correlation analysis and non significant correlations (p > 0.1) are masked out as
white. The brown polygon indicates the extent of the boreal forests. The gray background denotes land areas
excluded from analysis.
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Supplementary Figure C1: Scatterplot of correlation coefficients between in-situ measurements of surface soil
moisture and scPDSI, SPI-12mo and temperature by season.
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Supplementary Figure C2: Correlation between the scPDSI and soil moisture simulated by the GLDAS-2
Noah land surface model at different depths during spring, summer and autumn. The stippling denotes significant
(p < 0.1) correlations.



172
Appendix C: Supplementary material

for Chapter 4

Supplementary Figure C3: Correlation between the scPDSI and simulated soil moisture from ERA-Land at
different depths during spring, summer and autumn. The stippling denotes significant (p < 0.1) correlations.
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Supplementary Figure C4: Correlation between the scPDSI and the SPI at time scales of 3, 6, 9 and 12
months during spring, summer and autumn. The stippling denotes significant (p < 0.1) correlations.
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Supplementary Figure C5: Correlation between the scPDSI and the SPEI at time scales of 3, 6, 9 and 12
months during spring, summer and autumn. The stippling denotes significant (p < 0.1) correlations.
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Supplementary Figure C6: Correlations between variations in peak SWE and early-summer (May-June)
moisture anomalies produced by drought indices and land surface models. (a) scPDSI. (b) SPEI-12mo. (c)
Soil moisture simulated by ERA-Land. (d) Soil moisture simulated by Noah. Correlations are shown only for
non-mountainous areas without snow cover during June (SWE < 10 mm).

Supplementary Figure C7: Recent warming over the warm season (May–September) and increasing trends in
annual (Jan–Dec) precipitation (cyan) and potential evapotranspiration (orange) in the northern latitudes. The
dashed orange line corresponds to potential evapotranspiration derived from the Princeton forcing dataset using
empirical estimates for net radiation (Sheffield et al., 2012). Trend values over the period 1980–2009 are shown
for each variable.
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Supplementary Figure C8: Comparisons of autumn (September–October) scPDSI averages with (red) and
without (blue) changes in potential evapotranspiration and snowmelt by region and continent. Mean September–
October temperature anomalies relative to the period 1961–1990 (dotted line) are shown for each region. The
vertical dotted lines denote the years 1988 or 1997.

Supplementary Figure C9: Comparisons of spring (April–May) scPDSI averages with (red) and without (blue)
changes in potential evapotranspiration and snowmelt by region and continent. Mean April-May temperature
anomalies relative to the period 1961–1990 (dotted line) are shown for each region. The vertical dotted lines
denote the years 1988 or 1997.
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Supplementary Figure D1: Extent of the boreal forest biome and climatologies of soil moisture, NDVI and
primary climate variables since 1982. (a) Summer satellite microwave soil moisture (MW-SMO) with an overlay of
the southern edge of the continuous permafrost (black line). (b) Water year (October–September) precipitation
from the GPCC dataset v6. (c) Summer mean air temperature from the CRUTS 3.2 dataset. (d) Maximum
annual Snow Water Equivalent from the GlobSnow product version 1.3. (e) Ratio between maximum annual
Snow Water Equivalent and water year precipitation. (f) Mean summer NDVI. The areas north and south of the
boreal forest correspond to the Arctic, and northern temperate regions, respectively. Note that the climatology of
the MW-SMO is based on the GLDAS NOAH land surface model and is therefore only illustrative of the spatial
patterns rather than the absolute values.
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Supplementary Figure D2: Comparison between summer averages of NDVI3g (green) and Aqua-MODIS
NDVI (red) by region and continent during the period 2003–2011.
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Supplementary Figure D3: Correlation between linearly detrended climate fields. (a) Correlation of summer
precipitation with summer temperature. (b) Correlation of summer precipitation with summer MW-SMO. (c)
Correlation between spring scPDSI and maximum SWE. (d) Correlation between summer scPDSI and summer
MW-SMO. The stippling indicates statistically significant (p < 0.1) correlations.
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Supplementary Figure D4: Comparison between maps of climate limitation based on NDVI3g and Aqua-
MODIS NDVI during the common period 2002–2009. Each map combines correlations of detrended summer NDVI
with detrended summer temperature and scPDSI averaged over spring-summer (March–August). Light greens
indicate strong moisture limitation (i.e., strong positive correlation with precipitation and negative correlation with
temperature), whilst purple shades indicate a dominant temperature limitation (i.e., strong positive correlation
with temperature and weak correlation with precipitation). The stippling indicates grid boxes where either
correlations with temperature or scPDSI are statistically significant (p < 0.1). Although the significance of these
relationships over this very short period is difficult to establish, the spatial patterns are still informative for a
comparative purpose. The gray polygons in the maps denote the extent of the boreal forests.



182
Appendix D: Supplementary material

for Chapter 5

Supplementary Figure D5: Annual maps of summer NDVI anomalies as percentage relative to the mean over
the period 1982–2011. Gray shading denotes areas without data or regions outside the study domain.
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Supplementary Figure D6: Annual maps of summer mean air temperature anomalies relative to the mean of
the period 1982–2011.
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Supplementary Figure D7: Annual maps of spring-summer (March–August) scPDSI since 1982.
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Supplementary Figure D8: Annual maps of summer MW–SMO anomalies as percentage relative to the mean
of the period 1982–2010.
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Supplementary Figure D9: Annual maps of maximum annual SWE anomalies as percentage relative to the
mean of the period 1982–2010.
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Supplementary Figure D10: Annual maps of summer precipitation anomalies as percentage relative to the
mean of the period 1982–2010.
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Supplementary Table E1: Location and summary of descriptive statistics of the tree-ring chronologies used in this study. Cluster memberships and significant (p < 0.05)
correlations with thaw depth and thermal and NDVI parameters are indicated for each site. The subscript p in phenological parameters denote previous year.

ID Name Elev. Lat Lon First Last N Cores R.Fun. VSL AR AR1d Kal.Fil. THAWp STS PEAK PEAK TI SOS EOS PEAK TI TI
(m) year year years Clus.a Clus.b Orderc AR1 Clus. TEM TEMp TEMp NDVI NDVI NDVIp

1 cana315 - 68.8 -142.4 1067 2002 936 76 2 - 5 0.24 6 -0.27 - - - - - - - - -
2 hlm - 68.7 -134.3 1563 2003 441 27 2 - 2 0.40 4 -0.45 - - -0.27 -0.30 - -0.66 - -0.61 -
3 msm - 68.7 -134.3 1611 2003 393 40 2 - 2 0.33 2 -0.49 - - - -0.33 0.60 -0.67 - -0.66 -
4 mwlc - 68.6 -141.6 1067 2002 936 159 2 - 2 0.21 3 -0.31 - - - - - 0.54 - - -
5 PC1m 1 68.5 -134.6 1648 2006 359 26 2 - 3 0.19 5 -0.39 - - - -0.31 - - - - -
5 ftm - 68.5 -133.9 1332 2003 672 32 2 - 3 0.09 5 -0.47 - - - -0.38 - - - -0.65 -
7 brsj - 68.5 -143.8 1715 2007 293 153 2 - 1 0.84 4 -0.32 - - - -0.24 - - - - -
8 mm - 68.5 -133.9 1398 2003 606 25 2 - 3 0.25 5 -0.31 - - - - - 0.57 - -0.69 -
9 cmm - 68.5 -133.9 1751 2003 253 13 1 - 3 0.36 5 -0.40 - - - -0.31 - - - -0.79 -
10 dwm - 68.5 -133.9 1483 2003 521 37 2 - 3 0.36 5 -0.37 - - - -0.26 - - - -0.66 -
11 ecm - 68.5 -133.9 1581 2003 423 19 2 - 3 0.15 5 -0.47 - - - -0.35 - - - -0.54 -
12 mpm - 68.5 -133.9 1545 2003 459 54 2 - 1 0.46 5 - - - - - - - - -0.52 -
13 bbm - 68.4 -133.8 1501 2006 506 63 2 - 1 0.07 5 -0.35 - - - -0.26 - - 0.52 -0.65 -
14 tmm - 68.4 -133.8 1529 2003 475 34 2 - 2 0.53 4 -0.40 - - - -0.26 0.61 0.57 - -0.42 0.60
15 SC1m 1 68.4 -134.7 1616 2006 391 32 2 - 3 0.19 5 -0.30 - - - - - - 0.54 - -
16 TM1 315 68.3 -139.7 1631 2007 377 94 2 - 1 0.34 1 -0.33 - 0.32 - - - 0.56 - -0.38 -
17 TH1 339 68.3 -140.8 1650 2007 358 89 2 - 4 0.41 1 - - - - - 0.65 0.53 - - 0.64
18 AK1m 1 68.3 -134.7 1631 2006 376 34 2 - 5 0.18 5 -0.39 - - - -0.31 0.68 -0.45 - - -
29 OC54 292 68.2 -140.1 1615 2007 393 30 2 - 1 0.44 2 -0.59 - - - -0.44 - - - -0.45 -
20 TM2 305 68.2 -139.8 1522 2007 486 60 2 - 2 0.47 6 -0.41 - - - -0.25 - - - - -
21 OC50 282 68.1 -139.9 1668 2007 340 45 2 - 5 0.47 - -0.35 - - - - 0.63 - - - -
22 ak047 100 68.1 -141.1 1676 2002 327 16 2 - 1 0.20 3 -0.26 - - - - - 0.62 - - 0.59
23 FirthRiver 100 68.1 -141.1 1696 2002 307 90 2 - 1 0.20 - -0.28 - - - - - 0.53 - - 0.53
24 ak053 100 68.1 -143.1 1715 2000 286 153 2 3 2 1.10 - - - - - - - - - - -
25 OC51 272 68.1 -139.8 1680 2007 328 79 2 - 4 0.46 1 -0.31 - - - - - - - - -
26 kgf1 - 68.1 -161.4 1773 2004 232 55 2 - 2 0.39 4 - - - - - - - - - -
27 kgf2 - 68.1 -161.4 1783 2004 222 48 2 - 2 0.32 - - - - - - - - - - -
28 kgwl1 - 68.1 -161.4 1921 2004 84 13 1 - 3 0.59 - - - - - - - - - - -
39 kgwl2 - 68.1 -161.4 1886 2004 119 12 2 - 5 0.47 - - - - - - - - - - -
30 OC52 269 68.1 -139.6 1749 2007 259 53 2 - 5 0.40 1 -0.42 - - - -0.19 - -0.52 - - -
31 ak085 810 68.0 -149.7 1806 2005 200 22 1 3 1 0.39 1 - - - - - - - - - 0.61
32 ak104 701 68.0 -149.8 1303 2000 698 100 1 - 1 0.63 - - - - - 0.32 - -0.45 - - -
33 JC1 286 68.0 -139.1 1744 2007 264 73 2 3 4 0.55 4 -0.53 - - - -0.39 - - - -0.61 -
34 OC53 265 67.9 -139.8 1648 2007 360 75 2 - 4 0.55 - -0.39 - - - - 0.74 - - -0.61 -
35 OC10m 262 67.7 -139.8 1800 2006 207 27 2 - 3 0.48 6 -0.37 - - - -0.26 - - 0.71 - -
36 OC9 267 67.7 -139.8 1874 2007 134 50 2 - 3 0.33 - -0.50 - - - -0.36 - - 0.60 - -
37 OC2m 261 67.6 -139.8 1691 2006 316 22 2 3 2 0.64 1 -0.32 - - - -0.15 - - 0.50 - 0.52
38 PC17m 244 67.5 -139.4 1803 2006 204 47 2 3 1 0.95 - -0.28 - - - - - - 0.47 - -
39 PC18 251 67.5 -139.3 1686 2006 321 60 2 3 1 0.70 - -0.47 - - - -0.26 - - - - -
40 DP26 243 67.5 -140.0 1728 2006 279 35 2 3 1 0.91 1 -0.26 - - - - - - - - 0.57
41 DP25m 241 67.5 -140.0 1759 2006 248 22 2 3 1 0.92 4 -0.42 - - - -0.26 - - - - -
42 DP24m 242 67.5 -140.0 1735 2006 272 21 2 3 1 0.87 1 -0.32 - 0.39 - - - - - - 0.59
43 ak113 - 67.5 -150.0 952 2000 1049 248 1 - 1 0.53 - - - - - - - - - - 0.57
44 DP23 249 67.5 -140.0 1711 2007 297 44 2 3 1 1.01 1 -0.40 - - - - - - - - 0.54
45 DP27 243 67.5 -140.1 1608 2007 400 55 2 - 2 0.47 2 - - - - - - - - - -
46 DP30 244 67.5 -140.3 1552 2007 456 61 2 3 5 0.59 - - - - - - - - - - -
47 DP31 245 67.5 -140.3 1617 2007 391 70 2 3 5 0.45 6 - - - - - - 0.47 - - -
48 cana314 213 67.2 -115.9 1046 2003 958 311 1 - 1 0.15 6 -0.41 - - -0.43 -0.43 - - - - -
49 ak049 100 67.2 -150.1 1715 2001 287 99 1 2 1 0.66 1 - - - - - - - - - -
50 ak050 100 67.2 -149.1 1731 2000 270 161 1 3 1 0.69 - - - - - - - -0.35 - - -
51 ak051 100 67.2 -149.1 1828 2001 174 39 1 - 1 0.92 1 - 0.31 - -0.27 - - -0.37 - - -
52 NorthFork 100 67.2 -150.1 1659 2000 342 40 1 2 1 0.47 - - - - - - - - - - -
53 NutirwikCreek 100 67.2 -149.1 1632 2002 371 131 1 3 1 0.63 1 - - - - - - -0.37 - - 0.51
54 ak052 100 67.1 -152.1 1730 2002 273 200 1 2 2 0.56 6 - - - - - - - - - -
55 HuntFork 100 67.1 -152.1 1730 2002 273 97 1 2 2 0.53 6 - - - - - - - - - -
56 ak048 100 67.1 -150.1 1725 2001 277 77 1 2 2 0.44 - - - - - - - - - - -
57 ChimneyLake 100 67.1 -150.1 1725 2000 276 86 1 2 2 0.53 - - - - - - - - - - -
58 cana326 - 67.0 -139.0 1067 2002 936 131 2 - 1 0.32 6 - - - - - 0.57 - - - -
59 CIS - 66.4 -117.7 1579 2003 425 19 1 3 2 -0.16 5 - - - - - - - - - -
60 MUL - 66.3 -117.7 1614 2003 390 19 1 3 1 -0.28 5 - - - -0.35 - - - - - -
61 cana322 - 66.0 -120.0 1046 2003 958 449 1 - 4 0.12 6 - - - -0.46 -0.32 - - - - -
62 CLL 200 65.6 -117.7 1615 2001 387 52 1 - 2 0.07 2 - - 0.33 -0.43 - - - - - -
63 DP21 251 65.5 -139.9 1657 2007 351 67 2 3 2 0.71 - -0.30 - - - - 0.43 - 0.58 - 0.57
64 ak060 259 65.2 -162.3 1621 2002 382 24 1 - 2 0.50 6 - 0.32 0.35 - - - - - - -

a Cluster for monthly correlation function with temp. and scPDSI; b Cluster for monthly GT and GW response functions of VLS; c Autoregressive order; d Autocorrelation of order 1.
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Supplementary Table E1: Continued.

ID Name Elev. Lat Lon First Last N Cores R.Fun. VSL AR AR1 Kal.Fil. THAWp STS PEAK PEAK TI SOS EOS PEAK TI TI
(m) year year years Clus. Clus. Order AR1 Clus. TEM TEMp TEMp NDVI NDVI NDVIp

65 ak066 213 65.2 -162.2 1533 2002 470 50 1 - 2 0.44 3 - 0.39 - - -0.22 - - - -0.33 -
66 ak067 229 65.2 -162.2 1383 2002 620 67 1 - 2 0.37 1 - 0.40 - - -0.21 - - - - -
67 ak062 239 65.2 -162.3 1358 2002 645 49 1 - 2 0.21 3 - 0.35 - - -0.30 - - - - -
68 ak065 - 65.2 -162.2 1400 2002 603 20 1 - 1 0.80 6 - - - - -0.29 - - - - -
79 ak057 168 65.2 -162.2 1607 2002 396 37 2 1 2 0.38 6 - - - - -0.31 - - - - -
70 ak058 213 65.2 -162.2 1406 2002 597 59 1 - 2 0.60 6 - 0.38 - - -0.31 - - - - -
71 ak070 251 65.2 -162.2 1556 2002 447 48 1 - 2 0.34 6 - 0.42 0.31 - -0.24 - - - - -
72 ak115 - 65.2 -162.3 1389 2001 613 46 1 - 2 0.31 6 - 0.43 - - -0.20 0.43 - - - -
73 ak059 282 65.1 -162.2 1542 2002 461 94 1 - 2 0.20 2 - 0.49 - - -0.19 - - - - -
74 ak063 - 65.1 -162.2 1590 2002 413 36 1 - 2 0.22 3 -0.27 0.49 0.39 -0.35 -0.40 - - - - -
75 ak061 282 65.1 -162.2 1575 2002 428 34 1 - 2 0.39 1 - 0.38 0.36 - - - - - -0.53 -
76 ak064 229 65.1 -162.2 1611 2002 392 47 1 - 2 0.37 3 - 0.50 - - -0.28 - - - - -
77 ak068 229 65.1 -162.2 1550 2002 453 53 1 - 2 0.34 3 - 0.49 - - -0.27 - - - - -
78 ak069 244 65.1 -162.2 1718 2002 285 34 1 - 2 0.42 2 -0.28 0.40 - - -0.28 - - - - -
79 ak126 341 64.8 -141.2 1854 2009 156 30 2 3 5 0.20 - - - - - -0.19 - - - - -
80 ak125 245 64.5 -147.0 1890 2009 120 20 2 2 1 0.53 - - 0.33 - - - 0.56 - - - -
81 ak124 229 64.2 -149.3 1827 2009 183 29 2 2 1 0.58 2 -0.31 0.39 - - -0.22 - - - - -
82 ak122 420 63.8 -144.8 1835 2009 175 29 2 - 3 0.90 - - 0.51 - - - 0.56 - - - -
83 ak123 437 63.7 -144.2 1851 2009 159 20 2 - 3 0.27 - - 0.34 - - - - - - - -
84 ak056 100 63.1 -149.0 1735 2000 266 107 2 1 5 0.05 - -0.34 0.41 - -0.39 - - 0.73 -0.48 - -
85 ak054 100 63.1 -150.0 1735 2000 266 107 2 1 5 0.05 - -0.38 0.41 - -0.39 - - - - - -
86 ak055 100 63.1 -148.1 1788 2002 215 92 2 - 3 0.60 1 - - - -0.42 - - - - -0.42 -
87 PPN 1400 62.7 -111.0 1827 2001 175 24 1 - 1 0.15 - - - - -0.30 - - -0.55 - - -
88 CHB 181 62.5 -113.8 1646 2002 357 25 1 2 3 -0.27 2 - 0.38 0.43 -0.34 - - - - - -
89 GRLPg 335 61.9 -108.1 1770 2001 232 33 1 - 3 0.10 3 - 0.43 - -0.22 - - - - - -
90 SBM 1370 61.7 -125.6 1699 2001 303 20 2 - 3 0.14 2 - - - - - - - - - -
91 VIF 550 61.6 -125.7 1665 2001 337 13 2 - 3 0.33 - - - - - - - - - - -0.25
92 cana295 - 61.4 -116.6 1933 2008 76 18 2 2 3 1.14 - - - - - - - - - - -0.33
93 TRPg 183 61.3 -119.9 1757 2001 245 35 2 - 3 0.50 2 - - - - - - - - - -
94 cana296 270 61.1 -120.0 1819 2008 190 16 2 - 3 0.78 - - - - - - - - - - -
95 cana354 800 61.0 -138.5 913 2001 1089 86 2 - 5 0.23 1 - - - - - - - - - -
96 NCH 160 61.0 -113.3 1870 2001 132 15 2 2 1 0.46 - - - - - - - - - 0.56 -
97 ak088 580 61.0 -153.9 1769 2004 236 20 1 - 2 0.29 4 - 0.35 - -0.23 - - - - - -
98 ak089 580 60.7 -154.0 1600 2003 404 34 2 1 2 0.52 - -0.41 - - -0.52 - - - - - -
99 ak112 - 60.5 -146.0 1247 2002 756 284 2 - 1 0.59 4 - - 0.38 -0.32 - - - - - -
100 ak087 580 60.5 -153.9 1672 2003 332 51 1 - 1 0.87 - - - - -0.56 - - - - - -
101 ak086 540 60.5 -154.3 1627 2003 377 41 1 - 2 0.36 - - - - -0.43 - - - - - -
102 cana298 - 60.0 -119.0 1903 2008 106 41 2 2 4 0.49 - -0.25 - - - - - - - - -
103 PPR 209 59.0 -112.0 1698 2000 303 22 2 2 2 1.00 - -0.25 - - - - - - - - -
104 HSS 209 58.9 -111.6 1801 2000 200 12 2 2 1 0.79 - -0.30 - - - -0.25 - - - 0.46 -
105 RCO 70 58.9 -111.3 1742 2000 259 29 2 2 1 0.81 - - - - - - - - - - -
106 CQF 70 58.8 -111.5 1712 2000 289 29 2 2 1 0.80 - - - - - - - - - - -
107 MMK 209 58.6 -111.3 1859 2000 142 11 2 2 2 0.19 - - - - - - - - 0.56 - -0.70
108 BCR 209 58.5 -112.5 1757 2000 244 14 2 2 4 0.87 - - - - - - - - - - -
109 ATR 75 58.4 -111.5 1708 2000 293 19 2 2 1 0.81 - -0.27 - - - -0.35 - - - - -0.36
110 WLPg 474 57.8 -103.8 1852 2002 151 14 2 1 1 0.31 - - - - -0.23 - - - - - -
111 ak114 - 56.0 -132.0 1343 2000 658 138 1 1 5 0.50 - - -0.29 - - - - - - 0.57 -
112 KIL 390 55.7 -106.4 1840 2001 162 27 2 - 1 0.60 - - - - -0.20 -0.28 - - 0.51 - -0.39
113 ORP 360 55.6 -104.7 1879 2002 124 21 2 - 4 0.57 - - -0.29 - - - - - - - -
114 MTM - 55.5 -114.8 1817 2004 188 6 2 - 1 0.76 - - - - - - - - - - -
115 DBY 315 54.9 -102.8 1839 2001 163 24 2 - 3 0.46 - - - - -0.38 - - 0.51 - 0.57 -
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Supplementary Figure E1: Mean monthly climatologies of Noah surface soil moisture (0–10 cm) and Globsnow
Snow Water Equivalent averaged across the grid boxes co-located with the tree-ring sites.

Supplementary Figure E2: (a) Clustering of tree-ring sites based on their patterns of monthly correlations with
temperature (T) and Noah surface soil moisture (M). (b) Individual and cluster-averaged monthly correlations.
(c–d) Spatial distribution of correlations between tree growth (SPL10 tree-ring chronologies) and previous summer
and current spring soil moisture availability. (e) Map of moisture and temperature constraints of summer NDVI
as explained in Figure 5.5. The dark gray shading in the maps denotes the the boreal forests. The purple and
cyan lines indicate the location of the treeline and the southern edge of the discontinuous permafrost, respectively.
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Supplementary Figure E3: Distinct regional patterns of simulated climate limitation of tree growth. (a)
Spatial distribution of significant correlations between simulated and observed SPL10 tree-ring chronologies during
the verification period 1971–2000. White circles in the map represent chronologies that were not successfully
simulated. (b) Regional clusters of simulated climate limitation based on growth rates due to moisture (gM ,
orange) and temperature (gT , blue). (c) Best simulated tree-ring chronology in each cluster. (d) Mean and
individual growth rates due to moisture and temperature in each cluster.
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Supplementary Figure E4: Posterior distributions of calibrated parameters of the VS model and simulated
tree-ring chronologies at Arrigetch, TTHH and Thelon using the full period of available data for calibration.
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Supplementary Figure E5: Frequency of exceedance of the 17oC threshold at the stations used for modelling
tree growth. Daily mean temperatures above the threshold are shown in black, whilst temperatures lower than
5oC are masked out as white.
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Supplementary Figure E6: Comparison between 10-year high-pass filtered series of annual frequency of days
exceeding 17oC (purple) and a number of ‘divergent’ SPL10 tree-ring chronologies (green) in Alaska (ak031, ak032,
ak042, ak043 and ak103) and in the Yukon Territory (TTHH – cana157) collected originally by Jacoby & D’Arrigo
(1995) and D’Arrigo et al. (2004). Note that relative ring width declines since around the 1960s are highly consis-
tent with an increasing frequency of days exceeding the 17oC threshold (shown as inverted anomalies) identified
in the calibrated response function of the VS model. Also note that the negative effect of high temperatures on
tree growth tends to occur during the following growing season. Two sites (ak031 and ak032) display a positive
response to high temperatures before the 1960s but thereafter the response turned negative.
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Helama, S., Mielikäinen, K., Timonen, M., Herva, H., Tuomenvirta, H. & Venäläinen, A. (2013).
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Vicente-Serrano, S.M., Begueŕıa, S., Lorenzo-Lacruz, J., Camarero, J.J., López-Moreno, J.I.,
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