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The lowest excited electronic states of the permanganate ion MnO4
� are calculated using a hierarchy of

coupled cluster response approaches, as well as time-dependent density functional theory. It is shown
that while full linear response coupled cluster with singles and doubles (or higher) performs well, that
permanganate represents a stern test for approximate coupled cluster response models, and that prob-
lems can be traced to very large orbital relaxation effects. TD-DFT is reasonably robust although errors
around 0.6 eV are still observed. In order to further investigate the strong correlations prevalent in the
electronic ground state large-scale RASSCF calculations were also performed. Again very large orbital
relaxation in the correlated wavefunction is observed. Although the system can qualitatively be described
by a single configuration, multi-reference diagnostic values show that care must be taken in this and
similar metal complexes.

� 2014 Elsevier B.V. All rights reserved.
1. Introduction

The theoretical study of the excited states of transition metal
complexes has, over previous years, presented a particular chal-
lenge to researchers due to the complex nature of the electronic
spectra of many transition metal compounds. A high density of
states, of often different chemical character in a narrow energy
range, gives rise to broad–featureless experimental spectra [1,2].
We have previously shown how the supposedly simple TiO2 mole-
cule is challenging to describe [3]. The challenges when trying to
accurately study the electronic excited states of transition metal
complexes present a hurdle on the path to fully understanding
the rich and varied reactive photochemistry that many transition
metal complexes display, with more cases being reported regu-
larly, see for example [4–11]. There are also a number of well-
known complexes that despite their modest size and simple struc-
ture have been classed as ‘tough’ examples when trying to fully
understand the nature of their ground and electronic excited states
due to often poor agreement between many theoretical methods
and experiment [12]. It is not always clear when such difficulties
will be encountered. One such case that is the subject of this study
is the permanganate ion, MnO4

� [13–20]. This d0 complex is a very
well investigated molecule in chemical research, across many dif-
ferent areas, going back as far as the 1930s [21,22]. A number of
studies have been published concerning a theoretical treatment
of its ground and excited electronic states. A large range of theoret-
ical studies exist in the literature including older studies based in
Hartree–Fock [23], post Hartree–Fock [24], and older density
functional theory (DFT) methods, [25] and a time-dependent-DFT
(TD-DFT) treatment has also been performed [14,26–29]. A
study including a combination of coupled cluster theories and
perturbation theory, including EOM-CCSD, has also been reported
by Nooijen [30].

One of the most recent and comprehensive studies of this sys-
tem was reported by Jose et al. [31] in which they use a DFT
approach in which they analyse the excitation energies and oscilla-
tor strengths of the lowest excited bright states and also optimise
the structures of these states and study their vibrational modes,
generating vibronically resolved spectra via the Frank–Condon
approximation. It was found that the optimised structures of the
first three excited states were distorted from the tetrahedral
ground state structure with the first excited state having C3v sym-
metry, the second C2v and the third D2d symmetry. The authors
believed these states were fluxional with distortions occurring
via Jahn–Teller distortions. Indeed Jahn–Teller distortions could
be expected for this highly symmetric system as the nature of
the excitations involves transitions amongst orbitally degenerate
frontier orbitals. The natures of the transitions that make up the
second and third experimental bands were found to mix strongly
with each other. This feature is rather common to the electronic
excited states of many transition metal complexes and it is the
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ability of their excited states to mix in different ways that allows
some of the most varied and rich photochemistry to take place,
see for example [32–35].

The hierarchy of coupled cluster response methods [36–41] are
a group of methods for studying electronic excited states that have
a number of beneficial features such as the ability to treat excited
states of different chemical character on a equal footing, where
unlike methods such as complete active space self-consistent field
(CASSCF), and CAS with a second-order perturbation treatment of
dynamical correlation (e.g., CASPT2) an active space of orbitals
does not need to be specified a priori. So far these methods have
found much success when applied to organic systems, see for
example [42,43], but the performance of the lower cost CC2
method, and to some extent the higher cost CC3 method has been
found to be poor when applied to some transition metal systems
[3,44].

Given the current ambiguities surrounding the state ordering
and nature of the initial excited electronic states of MnO4

�, and
its importance as a paradigm metal oxide complex, we aim to
apply the hierarchy of coupled cluster response methods along
with large scale CASSCF, and the related restricted active space
self-consistent field (RASSCF) method, and TD-DFT using modern
Coulomb attenuated functionals (here CAM-B3LYP [45,46]) to this
system, most of these for the first time. Secondly we wish to use
CASSCF and RASSCF to determine the nature of the electronic
structure of the ground electronic state of MnO4

�, and detail the
balance of static and dynamic correlation present, and to under-
stand orbital relaxation in the ground state. The purpose of apply-
ing CC2 and CC3 response methods to understand the performance
of these popular correlated excited state treatments to a paradigm
molecule such as MnO4

�, where some of the previous preliminary
results indicate that transition metal oxides molecules and clusters
present significant challenges. We also hope that this detailed set
of results for the lowest excitations in MnO4

� will help to resolve
some of the current ambiguities regarding the ordering of the ini-
tial excited states of this system. Finally we also look to compare
these methods with modern Coulomb attenuated density function-
als (CAM-B3LYP) that have been developed to describe charge
transfer excitations within TD-DFT, which should be paramount
in describing the LMCT states in a d0 oxide complex.
2. Computational details

MnO4
� was optimised in its ground electronic state (1A1) with

tetrahedral (Td) symmetry using a variety of double and triple zeta
quality all electron basis sets in conjunction with Hartree–Fock,
coupled cluster singles and doubles (CCSD), and Bruckner doubles
(BD) wavefunction methods, together with a variety of density
functionals. All optimised structures were confirmed as minima
via frequency calculations (analytical if available, otherwise
numerical).

The optimised structure at the B3LYP/aug-cc-pVTZ level was
then used to perform calculations of the lowest electronic singlet
excited states with the coupled cluster linear response (LR) cou-
pled cluster hierarchy CCS, CC2, CCSD and CC3, along with pertur-
bative corrected methods CIS(D) and CCSDR(3). The correlated
response methods were performed with an all-electron atomic
natural orbital (ANO) basis set contracted to 6s5p4d3f1g on man-
ganese, [47] together with the cc-pVTZ basis set on the oxygen
atoms. The all-electron correlated calculations invoked a 13 orbital
frozen core (O 1s, Mn 1s2s2p3s3p). Trial calculations correlating
these orbitals only had a minor effect on excitation energies. For
comparison the EOM-CCSD method with the cc-pVTZ basis on all
atoms was tested to compare with LR-CCSD. These formally give
exactly the same excitation energies, although the transition
moments are more accurate for LR-CCSD. Abelian symmetry (D2)
was used in all correlated excited state calculations.

A wide variety of CC methods have been developed over the
years in order to retain the overall accuracy of the cluster expan-
sion while reducing the computational scaling. Most of these ideas
are inspired by many-body perturbation theory in which terms in
the cluster equations are evaluated or discarded depending on the
order in which they contribute to the correlation energy. For elec-
tronic ground states the most well known approximation is the
CCSD(T) approach in which CCSD equations are solved and the
resulting singles and doubles amplitudes are used in the triples
equations from perturbation theory. This reduces the N8 scaling
of full CCSDT to N7, allowing triples correlated calculations to be
routinely performed for the ground states of small to medium
sized molecules. There exist a similarly rich variety of CC approxi-
mations for electronically excited states as obtained from response
function theory [30,36,37,39–41]. However, a simple correlation
contribution analysis is complicated by virtue of the fact that in
the absence of the external perturbation of response theory the
singles contribute to the correlation energy (via Brillouin’s Theo-
rem) at second order and above, but contribute at zeroth order
when the external perturbation is present. Thus, for a balanced
description of singles the CCn methods have been developed in
which singles amplitudes are used to similarity transform all oper-
ators, and then this modified order counting (keeping only the low-
est non-vanishing order) is performed on the doubles equation of
CCSD to give CC2 [40,41], triples equation of CCSDT to give CC3
[39], etc. These have scalings of N5 and N7 respectively, and
together with the full CC methods generate a systematic hierarchy
of CCS, CC2, CCSD, CC3, CCSDT, . . . , with each one giving response
functions correct to the next order in the fluctuation potential
[41]. For ground electronic states one can think of CC2 and CC3
as similar to MP2 and CCSD(T) respectively, but with the addition
of orbital relaxation. For excited states calculated via response
functions the CCn methods provide a balanced systematic series
applicable to a wide range of molecules. Indeed, for organic sys-
tems this hierarchy has proved exceptionally valuable in bench-
marking a plethora of excited state approaches [42,43]. However,
for certain inorganic molecules we have shown that the same lev-
els of accuracy may not be obtained and the nature of the electron
correlation in the ground (reference) state the Refs. [3,4].

Within time-dependent density functional theory (TD-DFT) the
excited states were calculated using the B3LYP and the CAM-B3LYP
functionals, also with the cc-pVTZ basis. CAM-B3LYP was designed
to more correctly describe charge transfer (CT) states by varying
the amount of exact Hartree–Fock exchange with inter-electronic
distance to give a better long range potential, known to be impor-
tant for CT states [45,46].

In order to examine the nature of the electronic ground state in
more detail restricted active space self-consistent field (RASSCF)
calculations were performed using an overall active space compris-
ing of 40 electrons and 39 orbitals partitioned into a 17 orbital
RAS1, 9 orbital RAS2, and 13 orbital RAS3. The RAS1 space consists
of those orbitals strongly occupied outside the doubly occupied set
and we find that 17 orbitals are required here. The orbital occupan-
cies (diagonal elements of the one electron density matrix) for the
RASSCF orbitals are given in Table S1 in supporting information.
The RAS2 space includes those orbitals that are partially occupied,
the degree of partial occupancy indicating how much multi-config-
urational character there is in the wavefunction. Finally the RAS3
space contains weakly occupied orbitals. All excitations are
allowed in RAS2, while single particle and holes and allowed in
RAS3 and RAS1 respectively. This generates 2,984,730 singlet con-
figurations using Slater determinants as the many electron basis
functions. Although the orbitals in the respective restricted space
partitions are invariant to separate unitary transformations it is



Fig. 1. Hartree–Fock orbitals involved in the dominant configurations of (a) the first
two excited states (11T1 and 11T2), and (b) the third excited state (21T2) as
computed with EOM-CCSD.
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none the less instructive to compare the canonical Hartree–Fock
orbitals with converged RAS(40,39,1,1) orbitals (initialised using
the RHF guess).

DFT, TD-DFT, CASSCF, RASSCF, ground state CCSD and BD, and
excited state EOM-CCSD were performed using the Gaussian 09
program [48], while LR-CC excited state calculations were performed
with Dalton 2.0 [49,50].

3. Results and discussion

3.1. Geometry optimisation

The results of the geometry optimisation of MnO4
� with various

methods and one-electron bases are shown in Table 1. The
Hartree–Fock Mn–O bond-length is significantly shorter than the
experimental value of 1.629 Å. We see that CCSD also underesti-
mates the bond length though by less than Hartree–Fock. Bruckner
doubles performs slightly better than CCSD in the same cc-pVTZ
basis. This can be explained by a degree of multireference charac-
ter of the ground state and the large single-particle orbital relaxa-
tion as discussed in more detail below. DFT without any exact
exchange performs best as the correlation functional and exchange
give opposing increased and decreased binding respectively, thus
BP86 fortuitously gets close to experiment.

3.2. Wavefunction response theory results

Table 2 presents the computed results for the lowest energy
excited states of the permanganate ion for wavefunction response
theory.

The lowest cost method CCS (equivalent to CIS for excited state
wavefunctions), and its doubles perturbed variant CIS(D) (also
know as CC(2)) greatly overestimate the excitation energies of
these states, sometimes by several eV. We see here that the under-
lying single-particle orbital picture struggles with these states due
to the strong correlation in the electronic ground state (by strong
correlation we mean that the orbital picture from a single-config-
uration is qualitatively incorrect, and that a multi-configurational
picture is required to generate appropriate zeroth order one-parti-
cle orbitals). As we discuss below this causes severe problems in
Table 1
Geometrical parameters of the permanganate anion computed with different
methods and basis sets. (Td angles = 109.5�).

Method Basis set Mn–O distance (Å)

HF cc-pVTZ 1.542
BP86 cc-pVTZ 1.621
M062X cc-pVTZ 1.573
M06HF cc-pVTZ 1.554
M06L cc-pVTZ 1.607
B3LYP cc-pVTZ 1.601
B3LYP aug-cc-pVTZ 1.602
CCSD 6-31G(d) 1.594
CCSD 6-311G(d) 1.576
CCSD cc-pVDZ 1.601
CCSD cc-pVTZ 1.575
BD cc-pVTZ 1.590
Experimental [51] – 1.629

Table 2
Excitation energies in eV (and oscillator strengths) of the lowest electronic excited states u
for Mn, cc-pVTZ for O with CC response methods, cc-pVTZ for Mn and O with EOM-CCSD

State Character CCS CIS (D) CC2

11T1 LMCT 3.791 (0.00000) 2.730 0.489 (0.00000)
11T2 LMCT 3.846 (0.00127) 3.033 0.184 (�0.0342)
21T2 LMCT 4.588 (0.00224) 3.742 1.861 (�0.02970)
methods that use the T̂1 operators to ‘‘dress’’ all operators via a
similarity transformation in reduced cost coupled cluster response
methods such as CC2 and CC3 [37–41]. The single-particle picture
does qualitatively describe the nature of the states, although for
the higher excited states the amount of mixing of configurations
is rather inaccurate relative to correlated methods (Inc. TD-DFT).

The best performance of the correlated response methods is
seen to be LR-CCSD or equivalently EOM-CCSD. Deviations from
experimental peaks of around 0.2 eV for the first two states, and
0.4 eV for the third state are observed. The intensity pattern is also
reproduced regarding the bright second and third excited states.
The oscillator strength for the 21T2 state does differ a little compar-
ing LR-CCSD and EOM-CCSD. These differ slightly in calculating
transition moments (LR-CCSD being slightly more accurate using
relaxed density matrices). The dominant orbitals involved in the
response eigenvectors for the first three states are shown in
Fig. 1. There are appropriate T � e symmetry adapted combinations
of these for each, which are not shown. The LR-CCSD results also
qualitatively match the previous DFT calculations. [31]
sing a range of many-body wavefunction based response theories. ANO (6s3p4d3f1g)
.

LR-CCSD EOM-CCSD CC3 Experiment [24]

1.944 (0.00000) 1.926 (0.00000) 1.041 1.71–1.77
2.404 (0.01030) 2.461 (0.01450) �0.344 2.27 (Strong)
3.871 (0.00253) 3.862 (0.00080) 1.387 3.47 (Weak)
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We now turn our attention to approximate coupled cluster (CC)
methods. Here we see that MnO4

� provides an example of a
strongly correlated inorganic system, vide supra, where both CC2
and CC3 have severe problems with the lowest valence states
(Table 2). For the lowest three excited states CC2 excitation ener-
gies are too low by several eV, and provide negative unphysical
oscillator strengths. Rather counter intuitively though CC3 also
gives unphysical results with negative excitation energy for the
11T2 state, and excitations out by 1–2 eV for 11T1 and 21T2. The lat-
ter two are methodologically incorrect given the accuracy of the
corresponding LR-CCSD (or EOM-CCSD). These results can be
traced to the CCn approximations (see computational details).
The orbital relaxation, via the T1 amplitudes, is so large here that
the singles treatment in CC2 and CC3 give rise to unphysical
response functions, despite the underlying qualitatively correct
CCS and CCSD amplitudes. The very large difference between
Fig. 2. Quantitative molecular orbital diagram of MnO4
� showing both canonical Har
LR-CCS and LR-CCSD excitation energies is indicative of problems
that may exist in CC2 and CC3 treatments.

One may think of the large T1 amplitudes as being indicative of
multi-reference character. This forms the basis of the well-known
CC T1 diagnostic of Lee and co-workers [52]. A value above 0.02
is generally taken to be indicative of some multireference character
in the ground state. The values for the CCSD T1 diagnostic for MnO4-
� are insensitive to basis set (0.060 for 6-31G(d), 0.058, cc-pVTZ,
and 0.059 for aug-cc-pVTZ). We calculate and analyse multi-con-
figurational wavefunctions below. Care must be taken to distin-
guish the effects of true multi-reference character and orbital
relaxation effects. These are not entirely synonymous as the very
good performance of LR-CCSD (or EOM-CCSD) and TD-DFT shows.
As we discuss below, MnO4

� is qualitatively described by a single
electron configuration but configurations involving electron trans-
fer from O to Mn do have significant combined weight, but not so
tree–Fock frontier orbitals, together with schematic RASSCF orbital partitioning.



Table 3
Excitation energies in eV (and oscillator strengths) of the lowest electronic excited
states using TD-DFT. cc-pVTZ for Mn and O.

State Character TD-B3LYP TD-CAM-B3LYP Experiment [24]

11T1 LMCT 2.498 (0.00000) 2.393 (0.00000) 1.71–1.77
11T2 LMCT 3.025 (0.00710) 2.986 (0.00770) 2.27 (Strong)
21T2 LMCT 4.179 (0.00140) 4.194 (0.00070) 3.47 (Weak)
31T2 LMCT 4.716 (0.00800) 4.594 (0.00770) 3.99 (Strong)
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much as to completely invalidate a single reference treatment. The
poor one-electron canonical Hartree–Fock molecular orbitals (in
the sense of being very different in shape from MC-SCF ones) are
far more important, and can be used in a robust treatment involv-
ing the full LR-CC equations, but present massive problems when
used as part of an approximate CCn method.

The CIS(D) model [53] is related to the CC2 model. In fact it
involves a non-iterative doubles correction from perturbation
theory to CCS and is therefore sometimes known as CC(2). This is
analogous to the CCSDR(3) non-iterative triples correction to excita-
tion energies relative to the CC3 model [9]. Interestingly the CIS(D) is
qualitative and even semi-quantitative for the lowest LMCT excita-
tion energies here. Thus, despite the poor orbital description, and
consequent large orbital relaxation the non-iterative variant of
CC2 actually performs quite well, and the doubles correction
uniformly lowers the excitation energies by �0.8–1 eV. We also
note for completeness that the non-iterative CCSDR(3) approxima-
tion [9] to CC3 excitation energies gives 3.491 eV for the highly
unphysical CC3 11T2 state.

The assignment of the experimental absorption bands is still
somewhat ambiguous. The general consensus regarding the first
excited state is qualitatively arising from the t1 HOMO to the e
LUMO transition (see Figs. 1 and 2 below). Different assignments
of the second and third bands have been proposed over the years
with the most recently reported DFT calculations on this system
[31] showing that they are of mixed character with both bands
arising principally from t2 HOMO � 1 to e LUMO and t1 HOMO to
t2 LUMO + 1 transitions. The former transition was found to be
the dominant contribution to the second band, while the latter
transition the dominant contribution to the third band. It should
also be noted that direct comparison with experiment is entirely
straightforward, as the centre of the absorption band may not
always relate to the vertical transition as is computed here. With
this caveat in mind we will now discuss the excitation energies
for the system as computed by LR-CC methods.

Fig. 1a and b show the dominant particle-hole orbitals involved
for the lowest three excited states with EOM-CCSD (there are sev-
eral symmetry equivalent large amplitudes for each excitation
among degenerate sets of orbitals). These depict ligand-to-metal
charge transfer character for first three excited states.

3.3. CASSCF and RASSCF results

In order to further explore why the approximate LR-CC methods
may have problems we have further examined the ground elec-
tronic state using large-scale RASSCF. In principle complete active
space self-consistent field (CASSCF) calculations for the ground
state can detail the importance of orbital optimisation to a the
given configuration interaction expansion wavefunction, and can
provide insight into the nature of electron correlation as primarily
static or dynamic, and what electron configurations are qualita-
tively important to describe the electronic state. However, while
a small frontier orbital based active space is apparent for MnO4

�,
consisting of the highest occupied oxygen p orbitals and the unoc-
cupied manganese d set (partially hybridised), as shown by the
RAS2 space in Fig. 2, such a wavefunction poorly describes the sys-
tem as the correlation treatment is unbalanced between static and
dynamic correlation. By selectively expanding the active space
from this to include more occupied and virtual sets to increase
the amount of correlation included in the wavefunction of the
ground state, it is apparent that a RASSCF treatment is appropriate
and that the orbital space and be partitioned as shown in Fig. 2. It is
clear in Fig. 2 that the optimal RASSCF orbitals are fairly different
than the RHF ones, and that a significant amount of mixing
between the oxygen and manganese centred orbitals takes place.
The RASSCF wavefunction has one dominant configuration
accounting for �73%. However, it is clear that some electron den-
sity has been transferred from the oxygens onto the Mn 3d and
4s set through both orbital relaxation and electronic configurations
involving occupancy of these orbitals (�0.2 electrons in a pair of
orbitals having large amplitude for 3d functions). Such a descrip-
tion of the ground state electronic structure is consistent with
other recent theoretical treatments [31]. Interestingly, despite
the obvious partitioning suggested by selectively expanding CASS-
CF wavefunctions into restricted active spaces, upon optimisation
of the full RAS (40,39,1,1) wavefunction we observe that certain
RAS1 and RAS3 orbitals have occupancies suggestive of importance
in multi-configurational wavefunctions (1.986 and 1.974 in RAS1,
and 0.034 in RAS3). Such occupancies are borderline between
strongly/weakly occupied and partially occupied, and indicate that
the orbital relaxation achieved from the single particle/hole excita-
tions in the external restricted active spaces is very important.

Orbital relaxation can also be investigated within coupled cluster
theory by transforming to a Bruckner wavefunction, in which the
singles amplitudes are rigorously zero. Bruckner variants of coupled
cluster theory have been found to be more stable in cases involving
symmetry breaking. Here we calculate the ground state wavefunc-
tion for MnO4

�. Unsurprisingly we observe some orbital relaxation;
the Bruckner orbitals differing from the canonical Hartree–Fock
ones and showing a certain degree of mixing between metal and
oxygen orbitals (although less than the RASSCF orbitals discussed
above). As discussed above the optimised geometry for BD, com-
pared to CCSD, is slightly better compared to experiment (Table 1).
3.4. TD-DFT results

Our TD-DFT results are listed in Table 3.
Unlike correlated wavefunction methods TD-DFT has been

extensively applied to this system so we will limit our discussion
here to more recent results. Van Gisbergen et al. performed an
extensive study comparing different TD-DFT methods in transition
metals for MnO4

�, Ni(CO)4 and Mn2(CO)10 [29]. They obtained the
first four 1T2 excited states at 2.82 eV, 3.89 eV, 4.74 eV and
5.84 eV using the BP functional, and 2.63 eV, 3.60 eV, 4.52 eV and
5.46 eV for LB94. Neugebauer et al. used TD-DFT to calculate the
vibronic structure of the permanganate ion with a range of differ-
ent basis sets [14]. The results for the first four 1T2 states, using a
triple zeta basis with two added polarisations (TZ2P) has an error
of around 0.7 eV when compared to experiment. When using an
even larger basis set, the error changed little (0.6 eV for QZ3P).
As discussed above Zeigler et al. used TD-DFT to calculate the elec-
tronic transitions in the d0 tetroxo complexes: MnO4

�, TcO4
�, RuO4

and OsO4. The calculations were performed using VWN with a
TZ2P basis set including scalar relativistic effects with the zeroth
order regularised approximation (ZORA). The first three 1T2 vertical
and 0–0 excitation energies were calculated. Vertical energies of
3.11 eV, 4.16 eV and 5.12 eV are quite close to our results in Table 3
for both TD-B3LYP and TD-CAM-B3LYP. Our results have an error of
0.6–0.7 eV for both of these functionals. Again we see that they are
relatively insensitive to the basis set quality.

Interestingly, although the transitions involved are all formally
LMCT from the electron rich oxygens to the d0 metal (Fig. 1) there
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are only small differences between TD-B3LYP and TD-CAM-B3LYP
excitation energies (Table 3). This is probably due to the fact that
metal and oxygen orbitals are considerably mixed, and in actual
fact only a very small amount of overall charge is transferred,
and only over a small distance, thus the differences between the
B3LYP and CAM-B3LYP long-range exchange potentials are not
really important in describing these states.

4. Conclusions

We have examined the ground and excited state electronic
structure of the permanganate anion using a wide variety of elec-
tronic structure methods including RASSCF for the ground state,
and linear response coupled cluster for the excited states. Many
of these methods were applied to this system for the first time in
the literature. This paradigm inorganic molecule provides a fasci-
nating test bed of excited state electronic structure methods. When
addressing the second aim of this paper of using CASSCF and RASS-
CF to determine the nature of the electronic structure of the ground
electronic state of MnO4

�, and detail the balance of static and
dynamic correlation present, it was found that MnO4

� can be
approximately described by a single electron configuration
although the canonical Hartree–Fock orbitals provide a very poor
description of the system. This system represents a case where care
must be taken to distinguish the (slightly) different notions of static
and strong electron correlation, vide supra. Multi-reference diag-
nostics indicate some multi-configurational character in the ground
electronic state, although coupled cluster and density functional
theories describe the ground state reasonably well. Additionally
the low-lying valence excited states are well described via response
theory for these full coupled cluster and DFT references. However,
the strong ground state correlation (large singles amplitudes and
very poor uncorrelated treatment of excited states) causes severe
methodological problems for approximate CC response methods.
Care therefore must be taken when applying approximate coupled
cluster response to such inorganic complexes.

Conflict of interest

There are no conflicts of interest.

Acknowledgements

We thank the EPSRC (Grant number EP/F01709X), together with
the European Union Research Council under the European Union’s
Seventh Framework Program (FP7/2007-2013)/ERC Grant number
258990 for funding.

Appendix A. Supplementary data

Supplementary data associated with this article can be found, in
the online version, at http://dx.doi.org/10.1016/j.chemphys.2014.
11.011.

References

[1] M. Kotzian, N. Rosch, H. Schroder, M.C. Zerner, J. Am. Chem. Soc. 111 (1989)
7687.

[2] S.A. Trushin, K. Kosma, W. Fuss, W.E. Schmid, Chem. Phys. 347 (2008) 309.
[3] D.J. Taylor, M.J. Paterson, J. Chem. Phys. 133 (2010).
[4] N.M.S. Almeida, R.G. McKinlay, M.J. Paterson, Struct. Bond. (in press), http://

dx.doi.org/10.1007/430_2014_151.
[5] M. Sandroni, M. Kayanuma, M. Rebarz, H. Akdas-Kilig, Y. Pellegrin, E. Blart, H.

Le Bozec, C. Daniel, F. Odobel, Daltons Trans. 42 (2013) 14628.
[6] H. Kvapilová, I. Hoskovcová, M. Kayanuma, C. Daniel, S. Záliš, J. Phys. Chem. A

117 (2013) 11456.
[7] K. Kosma, S.A. Trushin, W. Fuß, W.E. Schmid, B.M.R. Schneider, Phys. Chem.

Chem. Phys. 12 (2010) 13197.
[8] J.M. _Zurek, M.J. Paterson, J. Phys. Chem. A 116 (2012) 5375.
[9] J.M. Zurek, M.J. Paterson, J. Chem. Phys. 137 (2012) 034308.

[10] M.J. Paterson, L. Blancafort, S. Wilsey, M.A. Robb, J. Phys. Chem. A 106 (2002)
11431.

[11] S.E. Greenough, G.M. Roberts, N.A. Smith, M.D. Horbury, R.G. McKinlay, J.M.
Zurek, M.J. Paterson, P.J. Sadler, V.G. Stavros, Phys. Chem. Chem. Phys. 16
(2014) 19141.

[12] N. Ben Arnor, S. Villaume, D. Maynau, C. Daniel, Chem. Phys. Lett. 421 (2006)
378.

[13] M.A. Buijse, E.J. Baerends, J. Chem. Phys. 93 (1990) 4129.
[14] J. Neugebauer, E.J. Baerends, M. Nooijen, J. Phys. Chem. A 109 (2005) 1168.
[15] T. Ziegler, in: D.M.P. Mingos, P. Day, J.P. Dahl (Eds.), Molecular Electronic

Structures of Transition Metal Complexes II, 2012, p. 1.
[16] E.J. Wells, A.D. Jordan, D.S. Alderlice, I.G. Ross, Aust. J. Chem. 20 (1967).
[17] J.L. Roebber, R.N. Wiener, C.A. Russell, J. Chem. Phys. 60 (1974) 3166.
[18] P. Mullen, K. Schwochau, C.K. Jorgensen, Chem. Phys. Lett. 3 (1969) 49.
[19] S.L. Holt, C.J. Ballhausen, Theor. Chim. Acta 7 (1967) 313.
[20] H.U. Güdel, C.J. Ballhausen, Theor. Chim. Acta 7 (1972) 313.
[21] J.Z. Tetlow, Phys. Chem. B40 (1938) 397.
[22] J.Z. Tetlow, Phys. Chem. B43 (1939) 198.
[23] H.I. Hsu, C. Peterson, R.M. Pitzer, J. Chem. Phys. 64 (1976) 791.
[24] H. Nakai, Y. Ohmori, H. Nakatsuji, J. Chem. Phys. 95 (1991) 8287.
[25] R.M. Dickson, T. Ziegler, Int. J. Quantum Chem. 58 (1996) 681.
[26] P. Boulet, H. Chermette, C. Daul, F. Gilardoni, F. Rogemond, J. Weber, G. Zuber, J.

Phys. Chem. A 105 (2001) 885.
[27] G. Menconi, N. Kaltsoyannis, Chem. Phys. Lett. 415 (2005) 64.
[28] M. Seth, M. Krykunov, T. Ziegler, J. Autschbach, J. Chem. Phys. 128 (2008).
[29] S.J.A. van Gisbergen, J.A. Groeneveld, A. Rosa, J.G. Snijders, E.J. Baerends, J. Phys.

Chem. A 103 (1999) 6835.
[30] M. Nooijen, J. Chem. Phys. 111 (1999) 10815.
[31] L. Jose, M. Seth, T. Ziegler, J. Phys. Chem. A 116 (2012) 1864.
[32] R.G. McKinlay, M.J. Paterson, Jahn–Teller Effect: Fundamentals and

Implications for Physics and Chemistry 97 (2009) 311.
[33] R.G. McKinlay, J.M. Zurek, M.J. Paterson, Inorg. Chem. 62 (62) (2010) 351.
[34] C. Daniel, Coord. Chem. Rev. 238 (2003) 143.
[35] C. Daniel, Transition Metal and Rare Earth Compounds III, Springer-Verlag,

Berlin, Berlin, 2004. p. 119.
[36] H. Koch, P. Jorgensen, J. Chem. Phys. 93 (1990) 3333.
[37] H. Koch, H.J.A. Jensen, P. Jorgensen, T. Helgaker, J. Chem. Phys. 93 (1990)

3345.
[38] H. Koch, O. Christiansen, P. Jorgensen, J. Chem. Phys. 106 (1997) 1808.
[39] O. Christiansen, H. Koch, P. Jorgensen, J. Chem. Phys. 103 (1995) 7429.
[40] O. Christiansen, H. Koch, P. Jorgensen, Chem. Phys. Lett. 243 (1995) 409.
[41] O. Christiansen, Theor. Chem. Acc. 116 (2006) 106.
[42] M. Schreiber, M.R. Silva, S.P.A. Sauer, W. Thiel, J. Chem. Phys. 128 (2008) 25.
[43] M.R. Silva-Junior, S.P.A. Sauer, M. Schreiber, W. Thiel, Mol. Phys. 108 (2010)

453.
[44] R.G. McKinlay, N.M.S. Almeida, M.J. Paterson, in preparation.
[45] M.J.G. Peach, T. Helgaker, P. Salek, T.W. Keal, O.B. Lutnaes, D.J. Tozer, N.C.

Handy, Phys. Chem. Chem. Phys. 8 (2006) 558.
[46] T. Yanai, D.P. Tew, N.C. Handy, Chem. Phys. Lett. 393 (2004) 51.
[47] R. Pou-Amérigo, M. Merchán, I. Nebot-Gil, P.-O. Widmark, B.O. Roos, Theo.

Chem. Acta. 92 (1995) 149.
[48] M.J. Frisch, G.W. Trucks, H.B. Schlegel, G.E. Scuseria, M.A. Robb, J.R. Cheeseman,

G. Scalmani, V. Barone, B. Mennucci, G.A. Petersson, H. Nakatsuji, M. Caricato,
X. Li, H.P. Hratchian, A.F. Izmaylov, J. Bloino, G. Zheng, J.L. Sonnenberg, M.
Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida, T. Nakajima, Y.
Honda, O. Kitao, H. Nakai, T. Vreven, J.A. Montgomery Jr., J.E. Peralta, F. Ogliaro,
M. Bearpark, J.J. Heyd, E. Brothers, K.N. Kudin, V.N. Staroverov, R. Kobayashi, J.
Normand, K. Raghavachari, A. Rendell, J.C. Burant, S.S. Iyengar, J. Tomasi, M.
Cossi, N. Rega, M.J. Millam, M. Klene, J.E. Knox, J.B. Cross, V. Bakken, C. Adamo,
J. Jaramillo, R. Gomperts, R.E. Stratmann, O. Yazyev, A.J. Austin, R. Cammi, C.
Pomelli, J.W. Ochterski, R.L. Martin, K. Morokuma, V.G. Zakrzewski, G.A. Voth,
P. Salvador, J.J. Dannenberg, S. Dapprich, A.D. Daniels, Ö. Farkas, J.B. Foresman,
J.V. Ortiz, J. Cioslowski, D.J. Fox, Gaussian 09, Revision D.01, Gaussian Inc,
Wallingford, CT, 2009.

[49] Dalton, a molecular electronic structure program, Release DALTON2005.2.0
(2005), see <http://daltonprogram.org>.

[50] K. Aidas, C. Angeli, K.L. Bak, V. Bakken, R. Bast, L. Boman, O. Christiansen, R.
Cimiraglia, S. Coriani, P. Dahle, E.K. Dalskov, U. Ekström, T. Enevoldsen, J.J.
Eriksen, P. Ettenhuber, B. Fernández, L. Ferrighi, H. Fliegl, L. Frediani, K. Hald, A.
Halkier, C. Hättig, H. Heiberg, T. Helgaker, A.C. Hennum, H. Hettema, E.
Hjertenæs, S. Høst, I.-M. Høyvik, M.F. Iozzi, B. Jansik, H.J.A. Jensen, D. Jonsson,
P. Jørgensen, J. Kauczor, S. Kirpekar, T. Kjærgaard, W. Klopper, S. Knecht, R.
Kobayashi, H. Koch, J. Kongsted, A. Krapp, K. Kristensen, A. Ligabue, O.B.
Lutnæs, J.I. Melo, K.V. Mikkelsen, R.H. Myhre, C. Neiss, C.B. Nielsen, P. Norman,
J. Olsen, J.M.H. Olsen, A. Osted, M.J. Packer, F. Pawlowski, T.B. Pedersen, P.F.
Provasi, S. Reine, Z. Rinkevicius, T.A. Ruden, K. Ruud, V. Rybkin, P. Salek, C.C.M.
Samson, A. Sánchez de Merás, T. Saue, S.P.A. Sauer, B. Schimmelpfennig, K.
Sneskov, A.H. Steindal, K.O. Sylvester-Hvid, P.R. Taylor, A.M. Teale, E.I. Tellgren,
D.P. Tew, A.J. Thorvaldsen, L. Thøgersen, O. Vahtras, M.A. Watson, D.J.D.
Wilson, M. Ziolkowski, H. Ågren, The Dalton quantum chemistry program
system, WIREs. Comput. Mol. Sci. 2014.

[51] G.J. Palenik, Inorg. Chem. 6 (1966) 503.
[52] T.J. Lee, P.R. Taylor, Int. J. Quantum Chem. 36 (1989) 199.
[53] M. Head-Gordon, R.J. Rico, M. Oumi, T.J. Lee, Chem. Phys. Lett. 219 (1994) 21.

http://dx.doi.org/10.1016/j.chemphys.2014.11.011
http://dx.doi.org/10.1016/j.chemphys.2014.11.011
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0005
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0005
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0010
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0015
http://dx.doi.org/10.1007/430_2014_151
http://dx.doi.org/10.1007/430_2014_151
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0025
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0025
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0030
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0030
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0270
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0270
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0040
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0040
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0045
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0050
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0050
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0055
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0055
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0055
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0275
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0275
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0065
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0070
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0080
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0085
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0090
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0095
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0100
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0105
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0110
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0115
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0120
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0125
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0130
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0130
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0135
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0140
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0145
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0145
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0150
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0155
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0165
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0170
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0175
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0175
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0175
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0180
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0185
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0185
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0190
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0195
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0200
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0205
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0210
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0215
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0215
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0225
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0225
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0230
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0235
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0235
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0280
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0280
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0280
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0280
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0280
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0280
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0280
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0280
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0280
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0280
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0280
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0280
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0280
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0280
http://www.daltonprogram.org
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0255
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0260
http://refhub.elsevier.com/S0301-0104(14)00311-5/h0265

	Excited electronic states of MnO4−: Challenges for wavefunction  and density functional response theories
	1 Introduction
	2 Computational details
	3 Results and discussion
	3.1 Geometry optimisation
	3.2 Wavefunction response theory results
	3.3 CASSCF and RASSCF results
	3.4 TD-DFT results

	4 Conclusions
	Conflict of interest
	Acknowledgements
	Appendix A Supplementary data
	References


