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We study the full field and frequency filtered output photon statistics of a resonator in thermal equilibrium with
a bath and containing an arbitrarily large quartic nonlinearity. According to the general theory of photodetection,
we derive general input-output relations valid for the ultra-anharmonic regime, where the nonlinearity becomes
comparable to the energy of the resonator, and show how the emission properties are modified as compared
to the generally assumed simple anharmonic regime. We analyze the impact of the nonlinearity on the full
statistics of the emission, g(2), and its spectral properties. In particular, we derive a semianalytical expression
for the frequency resolved two-photon correlations or two-photon spectrum of the system in terms of the
master-equation coefficients and density matrix. This provides a very clear insight into the level structure and
emission possibilities of the system.

DOI: 10.1103/PhysRevA.88.063812 PACS number(s): 42.50.Pq, 42.50.Ar, 85.25.−j, 03.65.Yz

I. INTRODUCTION

The quantum properties of light fields are one of the central
objects studied in quantum optics. In this context, it has been
realized early on that optical nonlinearities are needed to
generate nonclassical output fields from classical input [1].
Therefore, engineering large optical nonlinearities has been a
prime goal in experimental quantum optics throughout recent
decades. Since the propagation of light fields in vacuum is
described by a linear wave equation, optical nonlinearities can
only appear if light fields couple to a suitable medium. Hence,
a strong nonlinearity requires a strong light-matter coupling in
the first place. Very recently, exceptionally strong light-matter
interactions have been realized in a variety of solid-state
optical devices [2–7]. In fact, these light-matter interactions
have reached coupling strengths that are comparable to the
energy of the photons that interact with the matter, leading to
a novel regime of light-matter coupling that has been coined
the ultrastrong-coupling regime.

Ultrastrong light-matter couplings in turn will also lead to
optical nonlinearities of unprecedented strength. The charac-
terization of the physics of optically ultranonlinear devices
is therefore a very timely question of high interest [8–11].
Here we investigate the output photon statistics of optical
nonlinearities for the regime where the anharmonicity of their
frequency spectrum becomes comparable to the frequency of
single photons. In our studies, we focus on two paradigm
examples of optical nonlinearities: a Kerr nonlinearity [12] and
a χ (3) nonlinearity [13]. For the regime we are interested in,
there is a significant difference between these two examples, as
no rotating wave approximation can be applied in the equations
of motion [14].

The statistics of output photons for the ultranonlinear
devices we consider differs dramatically from the physics en-
countered in standard regimes where the anharmonicity of the
spectrum is small compared to the photon frequency. There are
two main reasons for these marked differences. First, photon
dissipation is strongly modified for ultrastrong nonlinearities.
In each dissipation event, the system loses a photon, but in
contrast to weak nonlinearities the frequency of the emitted

photon strongly depends on how many photons are present
inside the nonlinear device. This frequency dependence of the
emission events needs to be taken into account properly [15].
Second, the frequency dependence of emitted photons also
needs to be accounted for properly in the relation between the
field in the device and an output field impinging on the detector.
This requires properly generalized input-output relations [8].

Ultranonlinear devices for microwave photons are, for
example, very nicely realized in circuit quantum electrody-
namics. In particular, Hamiltonians as we consider them are
realized in superconducting qubits, such as transmons [16] or
in a transmission line resonator where the central conductor
is intersected by a direct-current superconducting interference
device (dc SQUID) [17,18].

The remainder of the paper is organized as follows. In
Sec. II, we first introduce the model we consider which may
be analyzed in two versions. In the first version, it contains
an ultrastrong Kerr nonlinearity for which we discuss the
output photon statistics and spectra in Sec. III. The photon
correlations and spectra of the second version containing
a general χ (3) nonlinearity that is quartic in the field are
presented in Sec. IV. In Sec. V, we examine the photon
correlations for the considered model with a negative χ (3)

nonlinearity, since some typical implementations such as
superconducting qubits are described by it. We then conclude
in Sec. VI.

II. MODEL

The aim of this work is to study the steady state and emission
statistical properties of a nonlinear resonator coupled to a
thermal reservoir. The most general Hamiltonian that takes into
account the nonlinearity of the system consists of the harmonic
part plus a standard power expansion of the potential energy
with coefficients U2n. Here we restrict ourselves to models
where the potential is symmetric around the point where the
field vanishes so that only even powers of the field appear in
the expansion of the potential. Moreover, we concentrate most
of our discussion on cases where the nonlinearity is repulsive,
i.e., U2n � 0 for all n, as this ensures that the energy of the
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system has a lower bound for arbitrary magnitudes of the |U2n|
and thus yields physically meaningful results for arbitrary field
amplitudes. Setting h̄ = 1, this Hamiltonian reads

H = ωaa
†a +

∞∑
n=2

U2n(a + a†)2n, (1)

where ωa is the bare mode frequency of the resonator and a is
its annihilation operator. For moderate field amplitudes, that is,
for regimes with moderate photon numbers, the main physical
effects due to the nonlinearity of the system are well described
by truncating such an expression to fourth order, i.e.,

HS = ωaa
†a + U (a + a†)4, (2)

which is the quantized version of the classical Hamiltonian of
the Duffing oscillator [19].

If the system we analyze is in a regime of weak perturbation,
i.e., the number of total excitations is small, one argues that the
off-diagonal terms in Eq. (2), such as the squeezing terms (a†)2

and a2, are negligible as they create (or destroy) more than one
excitation at a time. In this case, a further simplification leads
to the well-known Kerr-nonlinear Hamiltonian,

HK = ωaa
†a + Ua†a†aa. (3)

The exchange of excitations with a thermal bath with
temperature T is described in a master equation in the Lindblad
form,

ρ̇(t) = Lρ(t) = i[ρ(t),H ] + LT ρ(t), (4)

with ρ(t) the density matrix of the resonator and the dot
denoting a time derivative. We will consider T in energy
units that include the Boltzmann constant kB . The standard
expression used in the literature [20] for a thermal bath is

L̃T = γa[(1 + n̄T )Da + n̄T Da†], (5)

with Daρ = 1
2 (2aρa† − ρa†a − a†aρ), n̄T the occupation of

the bath at temperature T , and γa the decay rate into the bath
at zero temperature [21]. However, Eq. (5) is derived under
the assumption that U � ωa , and therefore the steady state it
leads to is independent of U :

ρ̃T = 1

Z̃

∑
n

e− ωan
T |n〉〈n|, (6)

with Z̃ = ∑
n e− ωan

T . Importantly, ρ̃T differs from the thermal
equilibrium state of an anharmonic oscillator [22] with a level
structure described by HK or HS ,

ρT = 1

Z
e− Hα

T , (7)

for α = K or α = S, and Z = Tr[e− Hα
T ]. We explore this

discrepancy and its implications in the sequel. In doing so,
we first focus on the Kerr Hamiltonian.

III. KERR NONLINEARITY

Since HK is diagonal in the resonator number state basis,
〈m|HK |n〉 = δmnεn, calculations are straightforward and even

FIG. 1. (Color online) g(2)
a as a function of temperature and

nonlinearity for the Kerr Hamiltonian HK . Upper panel: The high
occupation approximated solution, with the top limit π/2. Middle
panel: Numerical solution. Lower panel: The low occupation approx-
imated solution. Red corresponds to 2, white to 1, and blue to 0. The
points marked with letters are further investigated in Fig. 2.

analytical in some limits. For instance, transition energies be-
tween the levels with εn = nωa + n(n − 1)U and n = 0,1, . . .

are simply given by 
εn = εn − εn−1 = ωa + 2(n − 1)U , i.e.,
they increase linearly with n and U .

The thermalized state achieved with the standard Kerr-
nonlinearity Hamiltonian HK should, on physical grounds,
be given by the canonical ensemble,

ρT = 1

Z

∑
n

e− ωan+Un(n−1)
T |n〉〈n|, (8)

with Z = ∑
n e− ωan+Un(n−1)

T [22]. A fundamental difference
between Eqs. (6) and (8) is that the first one has particle
statistics that are independent of the parameters of the
Hamiltonian and even independent of temperature with g(N)

a =
〈(a†)NaN 〉/〈a†a〉N = N !, while the latter one has particle
statistics depending on T and U , including sub-Poissonian
regions with g(2)

a < 1 [23]. We have plotted g(2)
a according

to Eq. (8) in Fig. 1 as an illustration of the rich statistics
that the nonlinearity U brings. Only in the region U � ωa

[case (a)] do we recover statistics of thermal light fields with
g(2)

a = 2, while in the opposite regime [case (c)], we recover the
two-level system limit g(2)

a = 0 as expected when levels with
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FIG. 2. (Color online) Photon number distribution for the four
cases marked in Fig. 1 with letters and the corresponding spectra
of emission. Parameters are γa = 0.001ωa , T = ωa , �1 = 0 with (a)
U = e−5ωa , (b) U = e−1ωa , (c) U = e2ωa , and (d) T = e10ωa , U =
e−3ωa . The emission in case (d), not shown, is a large broad peak due
to the large temperature-induced decoherence.

more than one particle n > 1 are so high in energy that they
cannot be occupied by thermal fluctuations. The corresponding
photon-distribution functions, P[n] = 〈n| ρT |n〉, are plotted in
the upper part of Fig. 2, cases (a) and (c), respectively.

It is interesting that the Kerr nonlinearity HK allows for
analytical solutions at the low- and high-temperature limits,
as shown in Fig. 1 with separate upper and lower panels.
In the high occupation regime, T � ωa , mean values of any
observable can be obtained by transforming the sums over the
number of excitations n into an integral (continuous variable
approximation) giving, for instance,

〈a†a〉 = 1

2
− ωa

2U
+

√
T

πU
e− (ωa−U )2

4T U

1 + Erf
(

U−ωa

2
√

T U

) , (9)

with a limiting value of limT →∞ g(2) = π/2. The correspond-
ing photon-distribution function, case (d), is plotted in the inset
of the upper panel in Fig. 2. In the low occupation regime,

at temperatures T < 0.3ωa , mean values can be obtained by
truncating the sums in the excitation number at n = 2. From
this, we can determine analytically the nonlinearity for which
the statistics become sub-Poissonian, g(2) � 1, as

U � T

2
ln

(
eωa/T − 1 +

√
e2ωa/T − 2eωa/T − 1

) − ωa

2
. (10)

In order to look into dynamical observables such as the
transient dynamics, ρ(t), towards the thermalized steady state
or the spectrum of emission, which depend on γa as well, we
need the correct master equation for the Hamiltonian HK .
Owing to the regime of deep anharmonicity, the standard
quantum optical master equation with L̃T would give a false
description of the dynamics. Indeed, this Lindblad dissipator
is obtained in an optical regime where the energy differences
between subsequent levels are almost the same, and in this
case the mean excitation number in the bath, i.e., the feeding
factor, is almost the same for each transition and thus fixed
as a constant. In the spirit of Ref. [15], one can perform a
perturbative expansion in the system-bath coupling strength
in the basis of the eigenstates |j 〉 of the exact Hamiltonian
at hand, i.e., HK in this case, in order to derive the Redfield
equations [20] that describe the dissipative processes. In our
notation, we label the states |j 〉 such that ωk > ωj as k > j .
After some algebra, we obtain a master equation with

LT =
∑
j,k>j

�jk
a

[
1 + n̄T

(

kj

)]
D|j〉〈k|

+
∑
j,k>j

�jk
a n̄T

(

kj

)
D|k〉〈j |. (11)

In particular, in Eq. (11),D operates on the transition operators
|k〉〈j | between the kth and j th eigenstates. The relaxation
coefficients �

jk
a = 2πda(
kj )α2

a(
kj )|Ca
jk|2 can be interpreted

as the full width at half maximum of each |k〉 → |j 〉 transition
at zero temperature, and they depend on the spectral density
of the bath da(
kj ) and the strength of the coupling to
the bath αa(
kj ) at their respective transition frequency

kj = ωk − ωj , as well as on the transition coefficients
Cjk = 〈j |(a + a†)|k〉. For a flat spectral density da(
kj ), and
couplings αa(
kj ) that are frequency independent (Markov
approximation), the relaxation coefficients reduce to �

jk
a =

γa|Ca
jk|2, where γa is the standard damping rate. For the

Hamiltonian HK , the eigenstates remain the number states
|n〉 and the energy difference between them is 
εn. In order to
solve Eq. (4) in the steady state, we first put the density matrix
elements 〈j | ρ |k〉 in a vector that we denote v and rewrite the
master equation in matricial form,

∂τ v(τ ) = Mv(τ ). (12)

The transient solution v(τ ) = eMτ v(0) converges to the steady
state in the long-time limit as

vss = lim
τ→∞ v(τ ) = lim

τ→∞ eMτ

⎛
⎜⎜⎝

1

0
...

⎞
⎟⎟⎠ , (13)

where we have chosen the vacuum as the initial condition.
Since we employ the justified assumption of a unique steady
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state [24,25], the initial state is irrelevant and all the relevant
information is encoded in eMτ . With this, we arrive at the
thermal steady state defined by Eq. (8).

From the dynamics, we additionally obtain the spectrum of
emission in the steady state (set at t = 0),

S(1)
a (ω1) = 1

π
Re

∫ ∞

0
dτe− �1

2 τ e−iω1τ 〈a†(0)a(τ )〉 , (14)

using the quantum regression formula [26] to obtain the
two-time correlator 〈a†(0)a(τ )〉 from the master equation (12).
The linewidth �1 provides the uncertainty in the frequency
detection of the measurement apparatus [27]. According to
Ref. [28], the spectrum can also be computed as the steady-
state population of an output detector or sensor with central
frequency ω1 which is very weakly coupled to the measured
field a,

S(1)
a (ω1) ∝ 〈n1〉, (15)

where 〈n1〉 is the sensor occupation and �1 is its decay rate.
In the Appendix, we explain in detail the method to compute
the spectrum within the density matrix formalism, providing
a semianalytical formula in terms of the matrix M , given by
Eq. (A7).

Figure 2 shows three examples of spectra of emission
together with the photon number distribution for a fixed
temperature and three different nonlinearities, marked in
Fig. 1 as (a)–(c). The photon number distribution would be that
of (a) for the three cases had we solved the master equation with
Liouvillian L̃T given in Eq. (5). The proper Liouvillian, given
by Eq. (11), gives rise to a distribution that is U dependent
as required on physical grounds. The spectrum of emission is
different in all three cases even under L̃T , but the intensities of
the peaks are not accurately obtained. As expected, increasing
the nonlinearity separates the different peaks, produced in the
different transitions between subsequent energy levels, and
makes it increasingly harder to populate high-energy levels.
At very large U , only the peak at ωa survives as it corresponds
to the emission of a two-level system.

IV. FULL ANHARMONIC HAMILTONIAN

For higher photon numbers, a more accurate description of
the ultra-anharmonic regime is provided by the Hamiltonian
HS . After the diagonalization of HS , whose eigenstates are no
longer the number states, the steady-state density matrix of the
canonical ensemble reduces to

ρT = 1

Z

∑
j

e−εj /T |j 〉〈j |, (16)

where εj is the j th eigenvalue of HS and Z = ∑
j e−εj /T .

These eigenenergies are plotted in Fig. 3 as a function of the
nonlinearity. In this case, not only the dissipation term in the
master equation but also the photodetection has to be modified
in order to correctly describe the nonlinearity of the system [8].
Otherwise, unphysical results are found, such as a stream of
output photons when the system is in its ground state [29]. By
following the original photodetection formulation by Glauber,
the probability per second that a photon is absorbed by an
ideal detector is proportional to 〈E−(t)E+(t)〉, where E±(t)

En
er

gy
 (

un
its

 o
f  

  )

FIG. 3. (Color online) Energy levels of HS as a function of the
nonlinearity U for repulsive nonlinearities U > 0.

are the positive and negative frequency components of the
electric-field operator of the output. In the same way, the
photon correlation functions are straightforwardly calculated
as [30,31] 〈E−(t)E−(t ′)E+(t ′)E+(t)〉, with all the positive
frequency operators to the right and all the negative frequency
operators to the left. Following Ref. [8], by expressing the
cavity electric-field operator in the eigenbasis, we derive
correlation functions for the output fields which are valid
for an arbitrary nonlinearity. Let us define the quadrature
operators X = X0(a + a†) and its conjugate momentum P =
−iP0(a − a†) with their time derivatives, Ẋ = i[H,X] and
Ṗ = i[H,P ]. The input-output relations can be derived in a
very general way [21] and, for an X quadrature coupled to the
electric field of the output channel, one finds

Eout = Ein − √
κẊ, (17)

where κ is the associated decay rate into the output channel.
Likewise, Eq. (17) can be generalized for the P quadrature just
replacing X with P . Although this latter replacement seems
to be harmless, it is worthwhile to notice that it has crucial
significance in terms of physical observables. In fact, the output
field has to reflect the symmetries of the system, as explained
further on. For input fields in the vacuum state, we define the
delayed second-order correlation function as

g
(2)
Ẋ

(τ ) = lim
t→∞

〈Ẋ−(t)Ẋ−(t + τ )Ẋ+(t + τ )Ẋ+(t)〉
〈Ẋ−(t)Ẋ+(t)〉2

. (18)

Thus, obtaining the photon correlations for the output fields
requires calculating the positive and negative frequency
components of the operator Ẋ, namely, Ẋ+ and Ẋ− [8].
By expanding Ẋ in the basis of energy eigenstates |j 〉, it
is easy to find Ẋ+ = −i

∑
j,k>j 
kjXjk|j 〉〈k|, where Xjk =

〈j |X|k〉 and Ẋ− = (Ẋ+)†. In Fig. 4, we plot the second-order
coherence function at zero delay for both quadratures, X and
P . We observe similar behaviors with thermal and antibunched
regions for small and large nonlinearities, respectively. These
functions are always bounded between 0 and 2 as in Fig. 1 and
thus show physically meaningful results.

Let us finally turn to steady-state spectral functions for
one and two photons. Here, we couple the sensors to the X

operator, and we easily find the input-output relations for the
electric field of the sensors as in Eq. (17). Since the sensors are
very weakly coupled to the system, we can describe them as
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(a)

(b)

FIG. 4. (Color online) Zero-delay second-order correlation func-
tion g(2)(0) at thermal equilibrium, calculated separating positive
and negative frequency components with respect to HS for the (a)
Ẋ quadrature, i.e., 〈Ẋ−Ẋ−Ẋ+Ẋ+〉/〈Ẋ−Ẋ+〉2, and (b) for the Ṗ

quadrature.

a single-mode resonance, and the derivative of these operators
reduces to ς̇i = −iωiςi , where ωi is the frequency of the ith
sensor. Then, the output electric field is just

Eout = Ein − iεiωiX, (19)

where εi is the coupling strength between the ith sensor and
the oscillator. Thus the power spectrum reads

S
(1)
X (ω1) = ω2

1

π
Re

∫ ∞

0
dτe− �1

2 τ e−iω1τ 〈X−(0)X+(τ )〉, (20)

and the normalized two-photon spectrum of emission, com-
puted as the cross intensity-intensity correlations between two
sensors with frequencies ω1 and ω2, reads

g
(2)
X (ω1; ω2) = S

(2)
X (ω1; ω2)

S
(1)
X (ω1)S(1)

X (ω2)
= 〈n1n2〉

〈n1〉〈n2〉 . (21)

In the Appendix, we derive semianalytical expressions for
both the one- and two-photon spectrum in the steady state
as a function of the master-equation coefficient matrix of the
system only, M , given by Eq. (A15). We plot both S

(1)
X (ω1)

and g
(2)
X (ω1; ω2) in Fig. 5 for the full Hamiltonian HS in a

region where the mean number of excitations is 〈X−X+〉 =
0.035 and the total second-order coherence function is very
close to thermal, g

(2)
Ẋ

(0) = 1.943. The one-photon spectrum
provides again the transition energies in the system and their

FIG. 5. (Color online) One-photon spectrum (top panel), and
two-photon spectrum at zero-delay time (bottom panel) at thermal
equilibrium, calculated from Eqs. (A7) and (A15). Parameters are
U = 10−3ωa , T = 0.3ωa , γa = 10−4ωa , and �1 = �2 = 5 × 10−4ωa .
The vertical grid lines mark the positions of the transitions in the
system. The color scale ranks from the minimum to maximum value:
0.063 (darkest blue), 1 (white), 1572 (darkest red).

frequency uncertainty (once deconvoluted from the detector
precision �1). The two-photon spectrum provides a clear
picture of the level structure [32]. First, we observe the
characteristic blue butterfly shape around each transition
frequency, ω1 = ω2 = 
j+1j , as they are isolated from the
rest by the nonlinearity. This is especially visible for the single
excitation to ground-state transition, ω1 = ω2 = 
10 ≈ ωa ,
where antibunching is strong (in deep blue color). At larger
nonlinearities U , this is the only remaining feature as it
corresponds to the two-level system. Second, we observe the
cascade type of correlations for every pair of consecutive
transition frequencies: ω1 = 
j+11 and ω2 = 
jj−1. This is
recognized by a dip in the correlations, as compared to the
antidiagonal lines that cross these points, getting close to
one. This is the middle value for g(2) at τ = 0, between the
bunching effect when the sign of the delay follows the natural
cascade order (first 
j+11 and then 
jj−1) and the opposite
delay sign that produces an antibunching effect. Finally,
the diagonal and antidiagonal patterns are filtering-induced
effects. The diagonal line corresponds to an extra bunching
produced by measuring indistinguishable photons, ω1 = ω2,
as explained in detail in Refs. [28,32]. The antidiagonal
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FIG. 6. (Color online) g
(2)
Ẋ

(0) as a function of temperature and
nonlinearity for the Hamiltonian HS (including the corresponding U6

term) with U < 0; cf. Eq. (2). For comparison, we show the plane
g

(2)
Ẋ

(0) = 2 for standard thermal particle statistics of a noninteracting
field.

lines, given by ω1 + ω2 = εj − εj−2 for j � 2, correspond
to leapfrog processes, where two photons are emitted at
the same time (within the time uncertainty window 1/�1)
without populating the intermediate level. The nonlinearity
allows these antidiagonal lines to split and be individually
resolved, opening, therefore, the possibility of two-photon
state generation in the system [33].

V. ATTRACTIVE NONLINEARITIES

Circuit quantum electrodynamics is a prime candidate for
the realization of attractive (U < 0) ultrastrong optical nonlin-
earities of the form we investigate here. We thus complete our
discussion with results for an attractive nonlinearity, U < 0,
as it is, for example, realized in transmon qubits [16] or in
a transmission line resonator where the central conductor is
intersected by a dc SQUID [17,18].

A version of the Hamiltonian (1) can be implemented
for microwave fields in circuit quantum electrodynamics
where the nonlinearity is provided by a Josephson junction.
The associated nonlinear inductance is described by a term
EJ cos φ in the Hamiltonian, which yields the Hamiltonian
(1) by identifying φ = √

2EC/EJ (a + a†), ωa = √
8ECEJ ,

and U2n = −EJ (−2EC/EJ )n /(2n)! [17], where EC and EJ

are the charging and Josephson energies, respectively, of the
considered circuit. Here, U = −EC/12 is negative and the
power series in Eq. (1) can only be truncated for sufficiently
small ratios EC/EJ as, for example, in a transmon [16].

Figure 6 shows g
(2)
Ẋ

(0) according to Eq. (8) for the case
where U < 0. For comparison, we also show the plane
g

(2)
Ẋ

(0) = 2 for standard thermal particle statistics of a nonin-
teracting field. One can clearly identify a region with enhanced
bunching g

(2)
Ẋ

(0) > 2 for moderate but nonzero interactions
and low temperatures. For stronger interactions, |U |/ωa �
0.04, the field becomes strongly antibunched. Note that we
have kept here the next order U6 of the nonlinearity to ensure
that the spectrum of HS always has a lower bound.

These features can be well understood by inspection of the
energy levels of HS as a function of the nonlinearity |U |; see

E
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FIG. 7. (Color online) Energy levels of HS (including the corre-
sponding U6 term) as a function of the nonlinearity U for attractive
nonlinearities U < 0.

Fig. 7. In the parameter region where bunching appears, the
transition energy between the first and second excited state is
smaller than between ground and first excited state.

VI. CONCLUSIONS

We have analyzed the effect of a nonlinearity U that
can be as large as the natural frequency ωa on the thermal
equilibrium properties of a single mode. We have considered
two types of quartic nonlinearities in the Hamiltonian of the
system and derived the adequate master equation for the time
evolution in contact with the thermal bath, as well as the
output fields that can be measured in each case. In order to
obtain a physical solution in agreement with the canonical
ensemble, the Lindblad forms that describe dissipation and
excitation must be in terms of the new eigenstates of the
Hamiltonian, which are obtained numerically beforehand. We
have focused on spectral and statistical properties of the
system in a separated (one-photon or power spectrum of
emission and second-order coherence function) and combined
(frequency resolved second-order correlations or two-photon
spectrum) way. We have derived a semianalytical expression
for the last one, following a sensor approach, only in terms of
the master-equation coefficients and the steady-state density
matrix. These observables offer complementary information
about the different regimes appearing in the system when
varying U/ωa and T/ωa . At small nonlinearities, the mode
is in a thermal state, g(2) = 2, and one can apply the standard
approximations for the Lindblad terms and output field. At
large nonlinearities, however, the behavior is effectively close
to that of a two-level system, with antibunched statistics,
g(2) = 0, and a single transition isolated in energy. In the inter-
mediate regimes, a cascade of well-defined transitions occurs,
providing a set of peaks in the spectrum and 0 < g(2) < 2.
For attractive nonlinearities, U < 0, low temperatures, and
small interactions, bunching can be enhanced above the
thermal value, g(2) > 2.
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APPENDIX: DERIVATION AND FORMULAS FOR
ONE- AND TWO-PHOTON SPECTRUM

Following the general formalism in Ref. [28], we derive
semianalytical expressions for the steady-state one- and two-
photon spectra of emission from a master-equation approach,
in an analogous way as done in Ref. [32], in terms of the
relevant correlators in the system and their equations. We call
the measured annihilation and creation field operators X+ and
X−.

We define two reordering matrices T±, which, when
acting on v, substitute each element in it, i.e., 〈m| ρ |n〉, by
〈m| X+ρ |n〉 for T+ and 〈m| ρX− |n〉 for T−. These matrices
always exist, in infinite or in truncated Hilbert spaces (where,
if truncation is to the order of nmax, we set 〈nmax| X+ρ |n〉 = 0
and 〈n| ρX− |nmax〉 = 0 for all n).

We now consider two sensors (although this can be
generalized to an arbitrary number) with operators ςi , i = 1,2
and linewidths �i coupled to the system with strength εi such
that the dynamics of the system is probed but is otherwise

left unperturbed. This requires the tunneling rates εi to fulfill
εi � √

�iγQ/2, where γQ is the smallest system decay rate.
The density matrix that includes the sensors, ρsen, follows
a modified master equation where the photonic tunneling
terms, Hsen = ∑N

i=1[ωiς
†
i ςi + εi(X+ς

†
i + X−ςi)], are added

to the original Hamiltonian and the sensor decay terms,∑N
i=1 �iDςi

ρsen, are added to the dissipative part.
We define vectors, w, each of them containing the system

density matrix (in the same order as v) but for a given
combination of sensor states. That is, w[μ1ν1][μ2ν2] contains
elements 〈j,μ1,μ2| ρsen |k,ν1,ν2〉 with j,k = 1,2, . . . labeling
the system eigenstates. The sensors are two-level systems
so the indices μi and νi take the values 0 or 1. The
reduced system density matrix is recovered tracing over
the sensors as v = ∑

μ1=0,1

∑
μ2=0,1 w[μ1μ1][μ2μ2]. The

reduced sensor density matrix is obtained by tracing over the
system as u[μ1ν1][μ2ν2] = ∑

m 〈m,μ1,μ2| ρsen |m,ν1,ν2〉 =
Trsys(w[μ1μ1][μ2μ2]) (noting that w is a vector, so tracing
means reconstructing it in a matrix form first). Let us also note
that w[μ1ν1] = ∑

μ2=0,1 w[μ1ν1][μ2μ2] when we trace over
the second sensor only.

The part of the master equation concerning each of the
sensors and their coupling to the system reads

∂t 〈m,μ1|ρsen|n,ν1〉|sensor1 =
[

(ν1 − μ1)iω1 − (μ1 + ν1)
�1

2

]
〈m,μ1|ρsen|n,ν1〉

+�1(1 − μ1)(1 − ν1)〈m,1|ρsen|n,1〉
+ iε1[−μ1〈m,0|X+ρsen|n,ν1〉 + ν1〈m,μ1|ρsenX

−|n,0〉
− (1 − μ1)〈m,1|X−ρsen|n,ν1〉 + (1 − ν1)〈m,μ1|ρsenX

+|n,1〉]. (A1)

The sensors are mere spectators of the emission from the system and do not alter its dynamics in any way. They are barely
populated (〈ς †

i ςi〉 � 1) and we can make the approximation that their ground state provides the system steady state (to second
order in the couplings): v ≈ w[00][00]. In the same way, tracing over the state of one sensor (for instance, the second) can be
achieved by just fixing it in its ground state: w[μ1ν1] ≈ w[μ1ν1][00].

In order to obtain the equations of motion valid to leading order in ε1,2, we note that the second line in Eq. (A1) only applies to
the element where μ1,ν1 = 0, which is of no interest to us (and we know corresponds to the steady state of the system anyway).
We can drop that line from our consideration. Furthermore, the last line of Eq. (A1) can be dropped as well because it links the
element with μ1 or ν1 = 0 to μ1 or ν1 = 1. This would lead to elements of higher order in the couplings, which we discard. In
physical terms, the last line of Eq. (A1) corresponds to the process of the system absorbing an excitation from the sensors (back
action), which we neglect. Therefore, we only keep the first and third lines, obtaining, for the two-sensor vector,

∂tw[μ1ν1][μ2ν2]=
{
M +

[
(ν1 − μ1)iω1 − (μ1 + ν1)

�1

2
+ (ν2 − μ2)iω2 − (μ2 + ν2)

�2

2

]
1
}

w[μ1ν1][μ2ν2]

+μ1(−iε1T+)w[0ν1][μ2ν2] +ν1(iε1T−)w[μ10][μ2ν2]+μ2(−iε2T+)w[μ1ν1][0ν2]+ν2(iε2T−)w[μ1ν1][μ20].

(A2)

The matrix M contains the system dynamics. This is equivalent to Eq. (12) of the Supplemental Material in Ref. [28]. The
equations can be solved recursively,

w[μ1ν1][μ2ν2] = −1

M + [
(ν1 − μ1)iω1 − (μ1 + ν1)�1

2 + (ν2 − μ2)iω2 − (μ2 + ν2)�2
2

]
1

×{μ1(−iε1T+)w[0ν1][μ2ν2]+ν1(iε1T−)w[μ10][μ2ν2]+μ2(−iε2T+)w[μ1ν1][0ν2]+ν2(iε2T−)w[μ1ν1][μ20]}.
(A3)
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1. One-photon spectrum of emission (one sensor)

The single-photon physical spectrum of the field X is given in the steady state (set at t = 0) by Eq. (20) in the main text, that
is, by the average population, in the steady state, of any one of the two sensors, such as the first one,

〈n1〉 = 〈ς †
1ς1〉 = Trsys(w[11][00]) = ε2

1

�1
(2π )S(1)

�1
(ω1), (A4)

as was proven in Ref. [28]. The approximated equation of motion of such element reads ∂tw[11][00] = (M − �11)w[11][00] +
(−iε1T+)w[01][00] + (iε1T−)w[10][00], so we have

w[11][00] = −1

M + (−�1)1
{(−iε1T+)w[01][00] + (iε1T−)w[10][00]}. (A5)

Using the solution given by Eq. (A3), the elements of interest for the spectrum read

w[01][0,0] = −1

M + (
iω1 − �1

2

)
1

(iε1T−)vss, (A6a)

w[10][0,0] = −1

M + (−iω1 − �1
2

)
1

(−iε1T+)vss. (A6b)

The final expression is

〈n1〉 = ε2
1 Trsys

{
1

M + (−�1)1

[
T+

1

M + (
iω1 − �1

2

)
1
T− + T−

1

M + (−iω1 − �1
2

)
1
T+

]
vss

}
. (A7)

2. Two-photon spectrum of emission (two sensors)

The physical two-photon spectrum in the steady state and at τ = 0 is given by intensity-intensity cross correlations between
two sensors as

〈n1n2〉 = 〈ς †
1ς1ς

†
2ς2〉 = Trsys(w[11][11]) = ε2

1ε
2
2

�1�2
(2π )2S

(2)
�1�2

(ω1; ω2), (A8)

with

w[11][11] = −1

M + (−�1 − �2)1
{(−iε2T+)w[11][01] + (iε2T−)w[11][10] + [1 ↔ 2]}. (A9)

This solution relies on w[11][01] and w[11][10], which can be expressed in terms of four lower-order correlators:

w[11][01] = −1

M + (
iω2 − �1 − �2

2

)
1
{iε2T−w[11][00] + iε1T−w[10][01] − iε1T+w[01][01]}, (A10)

and

w[11][10] = −1

M + (−iω2 − �1 − �2
2

)
1
{−iε2T+w[11][00] + iε1T−w[10][10] − iε1T+w[01][10]}. (A11)

Their solutions are Eq. (A5) and

w[10][01] = −1

M + (−iω1 + iω2 − �1+�2
2

)
1
{iε2T−w[10][00] − iε1T+w[00][01]}, (A12)

w[01][01] = −1

M + (
iω1 + iω2 − �1+�2

2

)
1
{iε1T−w[00][01] − iε2T−w[01][00]}, (A13)

and

w[10][10] = −1

M + (−iω1 − iω2 − �1+�2
2

)
1
{−iε1T+w[00][10] − iε2T+w[10][00]}. (A14)
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By recurrence, we can build the final solution in terms of the system master equation M and the sensor parameters
directly,

〈n1n2〉 = ε2
1ε

2
2 Trsys

[
1

M + (−�1 − �2)1

×
(

T+
1

M + (
iω2 − �1 − �2

2

)
1

{
T−

1

M − �11

[
T+

1

M + (
iω1 − �1

2

)
1
T− + T−

1

M + (−iω1 − �1
2

)
1
T+

]

+ T−
1

M + (−iω1 + iω2 − �1+�2
2

)
1

[
T−

1

M + (−iω1 − �1
2

)
1
T+ + T+

1

M + (
iω2 − �2

2

)
1
T−

]

+ T+
1

M + (
iω1 + iω2 − �1+�2

2

)
1

[
T−

1

M + (
iω2 − �2

2

)
1
T− + T−

1

M + (
iω1 − �1

2

)
1
T−

] }

+ T−
1

M + (−iω2 − �1 − �2
2

)
1

{
T+

1

M − �11

[
T+

1

M + (
iω1 − �1

2

)
1
T− + T−

1

M + (−iω1 − �1
2

)
1
T+

]

+ T−
1

M + (−iω1 − iω2 − �1+�2
2

)
1

[
T+

1

M + (−iω2 − �2
2

)
1
T+ + T+

1

M + (−iω1 − �1
2

)
1
T+

]

+ T+
1

M + (
iω1 − iω2 − �1+�2

2

)
1

[
T−

1

M + (−iω2 − �2
2

)
1
T+ + T+

1

M + (
iω1 − �1

2

)
1
T−

] }
+ [1 ↔ 2]

)
vss

]
.

(A15)
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