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Abstract 
In this paper, a new method of signal flow graph technique and Mason’s gain formula are applied 

for extracting the model and transfer functions from control to output and from input to output of a buck-
boost converter. In order to investigate necessity of a controller for the converter with assumed 
parameters, the frequency and time domain analysis is done and the open loop system characteristics are 
verified. In addition, the needed closed loop controlled system specifications are determined. Moreover, 
designing a controller for the mentioned converter system based on the extracted model is discussed. For 
this purpose, a proportional-integral-derivative (PID) controller is designed and the hybrid of genetic 
algorithm (GA) and particle swarm optimization (PSO), called H-GA-PSO method is used for tuning of the 
PID controller. Finally, the simulation results are used to show the performance of the proposed modeling 
and regulation methods. 
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1. Introduction 

Recently, the dc-dc converters such as buck-boost converters are widely used in 
industrial applications. To design an effective controller for a dc-dc converter, a good and proper 
model of the converter is needed [1-2]. In order to get frequency response of the converters to 
design a controller and compensator circuits, the modeling of the system is inevitable. The 
model describes how control actions and disturbances are expected to affect the behavior of the 
system [3-4]. Previous works present different models for dc-dc converters. Considering that the 
power electronic converters include nonlinear elements like switches and diodes, then modeling 
of them needs linearization. So, applying averaging and linearization techniques has a special 
importance. After linearization, the inside model of the system is extractable and therefore 
investigating the frequency response will be possible [5-6]. 

Modeling the dc-dc converters by using small signal linearization and averaging 
techniques causes complexity in equations. Solving these equations for basic converters is not 
a problem, but for high order converters, dealing with them will be more difficult. 

In [7], authors present both nonlinear and average linear models for a dc-dc converter. 
In [8-9], in order to derive a mathematical model of a dc-dc converter and study the transient 
states of it, a combination of Laplace and Z-transforms is employed. 

Although a converter including switches is a nonlinear system, but it can be 
decomposed to two linear circuits; one for on-state and the other for off-state of the switch. 
Then, these two linear circuits are illustrated by means of two signal flow graphs. Composition 
of the two sub-graphs using switching branches reaches to the graph of the whole converter. 
Switching branches are the only nonlinear parts of the converters. Thus modeling process is 
limited to the switching branches. In [10-15] a signal flow graph method is proposed for 
modeling a dc-dc converter, then using Mason’s gain formula any desired transfer function of 
the system might be extracted and used to design any proper controller. 

This paper focuses on modeling of this converter by means of a new method of signal 
flow graph technique. Then by analyzing the obtained models, the performance of the converter 
is investigated. The proposed technique here, gives greatly simplified mathematical and 
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graphical representation of the systems based on signal flow graph of the converter. The 
methods pose great advantage because of simplicity and being capable of giving any desired 
transfer function of the system to design a controller for a determined variable. Furthermore, by 
using the proposed graphical method, the intended models can be extracted and used for 
surveying nonlinear and dynamic behavior of switching converters. 

Many control strategies have been presented to obtain the desired output voltage in dc-
dc converters. In past, the controller design was based on using small signal linearization. 
Linear PID and PI controllers of the converters are usually designed by using standard 
frequency response techniques based on small signal model of the converter by using linear 
control theories such as Ziegler-Nichol’s method, root locus technique, hysteresis method, Bode 
plot and etc [16-20]. Although these control methods based on the linearized small signal model 
of the converter have good performance around the operating point, but the small signal model 
changes with variations of the operating point. The poles and a right-half-plane zero, as well as 
the magnitude of the frequency response, depend on the duty cycle. Therefore, it is difficult for 
the PID controller to treat well with the variations of the operating point and they show poor 
performance subjecting to large load variations. Many PID tuning methods have been 
introduced until now. The Ziegler-Nichols method is an experimental one that is widely used. 
One disadvantage of this technique is the necessity of the prior knowledge regarding the 
controlled system model. In addition, the transient response of the system will not be good 
enough if the system dynamic changes. Non-linear control techniques such as fuzzy logic 
approach and sliding mode control may give better static and dynamic response. 

In this paper, a hybrid optimization technique is applied to design a PID controller for a 
buck-boost converter. The design of PID controller parameters is considered as an optimization 
task and the controller parameters are determined by using H-GA-PSO technique. In addition, 
an appropriate fitness function is derived for above objective and is used in the evolutionary 
optimization. The attributes of the signal flow graph model of the converter together with that of 
the hybrid evolutionary algorithm yield a robust PID controller which rejects the disturbances. 

The main contribution of this paper is to derive the model of the converter using the 
presented signal flow graph method and then designing a model- based controller for the buck-
boost converter. In this process, by applying the mentioned signal flow graph technique and 
Mason’s gain formula, the input to output, control to output transfer functions are obtained. 
Then, the frequency domain responses in form of Bode magnitude and phase diagrams are 
achieved and the proper PID controller tuned with a hybrid evolutionary method [16] is 
designed. At last, the simulation results based on the presented modeling and controlling 
methods are brought to show the good performance and behavior of the modeling and control 
methods. 
 
 
2. Review on Buck-Boost DC-DC Converter 

The output voltage of a buck-boost dc-dc converter can be more or less than the input 
voltage. The converter has two operational modes. The first mode is when the switch is on and 
the second one is for off state of the switch. In both modes, the switch and the diode would be 
turned on complementary. The output voltage has the opposite polarity of the input voltage. So, 
the converter is also referred to as a reverser converter. Figure 1(a) shows the power circuit of 
the buck-boost dc-dc converter. In this figure, vg is the input voltage, L, C, R and RL refer to the 
inductor, capacitor, load resistor and parasitic resistance of the inductor, respectively. vL and vo 
are the inductor voltage and the output voltage, respectively. ig, iL and io are the input current, 
inductor current and the output current, respectively. The two mentioned operational modes of 
the converter are shown in Figures 1(b) and 1(c). 
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(a) 

 
(b) 

 

(c) 
 

Figure 1. Buck-boost dc-dc converter; (a) power circuit; (b) equivalent circuit in on-state of 
switch; (c) equivalent circuit in off-state of switch 

 
 

3. Proposed Graph Modeling Method 
Before designing a controller for a system, the control system designer must know the 

system’s characteristics. For example, is the open-loop system stable? Are there dominant 
poles? Are there poles that may be neglected during design? Is the system controllable by 
using the selected inputs? Can an estimator be designed based on the measured outputs? 
These types of questions should be answered before trying to design a controller for a system. 

The nonlinear circuit of the converter is modeled as a small-signal continuous linear 
time invariant (LTI) system by using averaging technique. The model is a mathematical 
description of the behavior of the real system that is enough for performing stability test. 

 
3.1. The Proposed Modeling Procedure 

In order to model the converter by using the proposed method, the below steps should 
be done: 
 First, the state equations for both operational modes are extracted by using kirchhoff’s 

voltage and current laws. 

 Then, the obtained state equations at the on time interval is multiplied in 1d  and at the off 

time interval is multiplied in 1 21 d d  , then they are added to each other. 1d  is considered 

as the switch conduction coefficient and 2d  as the switch non-conduction coefficient. The 

range of 1d  is in 0 and 1 interval. The result is the averaged equations. Hence, the 

averaged equations are related to both on and off states of the switch. In averaged 
equations, the variables in form of x  are average values which are different from the 
instantaneous variables in form of x . 

 In averaged equations, dc and ac variables are substituted and rewritten with X  and x , 
respectively. Considering all variables in form of x X x    small signal linearization is done. 
Regarding that the product of two dc variables is a dc one and the product of one dc and 
one ac variable is an ac variable, also the product of two ac variables is zero, the obtained 
equations are rewritten. 

 Finally, the extracted ac equations from the previous step are used to achieve the signal 
flow graph of the converter. 

The state equations, the averaged and linearized form of them are given in Table 1. 
The model of the converter without the parasitic resistor of the inductor is extracted by 

using the proposed graphical method. 
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Table 1. Achieved equations from converter operating in two modes, averaged and linearized 
form of them 

State equations for Figure 1(b) State equations for Figure 1(c) 
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3.2. Signal Flow Graph of the Converter 
The ac small signal equations are used to plot the signal flow graph shown in Figure 2. 

In these equations, there are two variables; ov  and 1Li , and two inputs; d  and gv .The graph is 

depicted for all independent variables ( , )sx x   by using nodes and paths between two nodes. In 

order to extract transfer functions from signal flow graph, Mason’s gain formula 
1
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Figure 2. Signal flow graph for the buck-boost converter by using the proposed method 
 
 

3.3. Signal Flow Graph of the Converter 
To extract transfer functions, the gain of distinct loops, non-touching loops, forward paths from 
each input to output are calculated as Table 2. The obtained transfer functions in existence and 
absence of the parasitic resistance of the inductor are given in Table 3. 
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Table 2. Loop and path information of the signal flow graph and the obtained transfer functions 

Distinct loops Distinct loops gain Non-touching loops gain 
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Table 3. The transfer functions for buck-boost converter in existence of the parasitic resistor of 

the inductor and without it 
Transfer functions in existence of the parasitic resistor of 

the inductor ( LR ) 
Transfer functions in absence of the parasitic 

resistor of the inductor ( LR ) 
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4. Proposed PID controller 

In order to investigate the behavior of the converter from stability point of view, a buck-
boost converter with the given parameters in Table 4 is considered. 



                     ISSN: 2089-3191 

Bulletin of EEI Vol. 4, No. 1, March 2015 : 32 – 42 

37 

Table 4. The buck-boost converter component values 
L  0.43 mH  

C  33 F  

R  10  

LR  0.25  

gV  15V  

 
 

The root-locus diagrams for extracted transfer functions of the converter are shown in 
Figure 3. The information obtained from these diagrams is given in Table 5. For analysis 
purpose the duty cycle of the converter is supposed to be 0.335. Figure 4 shows the magnitude 
and phase Bode diagrams. 

 
 

    
(a)                                                                                 (b) 

 
Figure 3. Root locus diagram for (a) o gv v  ; (b) ov d  with 0.25LR    

 
 

Table 5. Information obtained from poles and zeros of the transfer functions of the model 
 

The transfer function o gv v   The transfer function ov d  

Poles Poles Zero 

Value 3( 1.81 5.27 ) 10i    3( 1.81 5.27 ) 10i    42.77 10  

Damping 0.324  0.324  1  

Overshoot (%) 34.1  34.1  0  

Frequency (rad/s) 35.57 10  
35.57 10  

42.77 10  
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Figure 4. Bode diagrams for (a) o gv v  ; (b) ov d  
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From simulation results, it can be concluded that ov d  is unstable and phase and gain 

margins for ov d  are 21.6GM dB   and 61.2degPM   , respectively. From root-locus 

diagrams, the mentioned system has a zero in right hand side of the imaginary margin. In order 
to have a more stable system the proper controller should be designed for the mentioned 
transfer function. At the following, a model-based PID controller by using H-GA-PSO tuning 
method will be explained. 

The whole configuration of the controller beside the controlled system is plotted in 
Figure 5. In order to control the converter based on the previously extracted model, the PID 
controller is added to the controlled transfer function of the converter. 

 
 

 
 

Figure 5. The whole system configuration with the PID controller 
 

 
The PID controllers are widely used because they have only three parameters that has 

to be tuned for the process control. The input of a PID controller is an error signal which is the 
difference between the measured value and a desired reference signal for a process variable. 
The controller minimizes the error by tuning three constant parameters namely the proportional 
term ( )PK , the integral term ( )IK  and the differential term ( )DK . Because of its simple 

configuration, the PID controller is the most commonly used control method in industry. The 
important aims of the PID controllers are: 
 eliminating steady-state error of the step response (due to the integral action) 
 reducing the peak overshoot (providing damping due to derivative action) 

There are many methods for tuning the PID parameters or gains. The most famous 
method for achieving the mentioned goal is Ziegler-Nichols tuning method. Here, an 
evolutionary optimization technique called H-GA-PSO method is applied to get the desired PID 
parameters to get the desired stable system. 

 
4.1. Proposed Computational Algorithm for Tuning the Parameters of the PID Controller 

In GA, each individual represents a point in the search space and hence a possible 
solution to the problem. A population consists of a finite number of individuals. Each individual is 
decided by an evaluation mechanism to obtain its fitness value. Based on this fitness value and 
undergoing genetic operators, a new population is iteratively generated with each successive 
population referred to as a generation. The GA uses three basic operators (reproduction, 
crossover, and mutation) to manipulate the genetic composition of a population. 

The PSO conducts searches by using a population of particles which correspond to the 
individuals in GA and randomly is generated. Each particle represents a potential solution and 
has a position represented by a position vector ( )ix , A swarm of particles moves through the 

problem space with the moving velocity of iv . At each time step, a function ( )if  representing a 

quality measure is calculated using ix  as input. Each particle keeps track of its own best 

position, which is associated with the best fitness it has achieved so far in a vector iv . Further, 

the best position among all the particles obtained so far in the population is kept track of as gp . 

At each time step, by using the individual best position ( ( ))ip t  and global best position ( ( ))gp t  a 

new velocity for the particle is updated as follows: 
 

1 1 2 2( 1) {( ( ) [ ( ) ( )] [ ( ) ( )]}i i i i g iv t v t C p t x t C p t x t             (1) 

 

( )C srefrence 


( )T s

outputerror
plantcontroller



                     ISSN: 2089-3191 

Bulletin of EEI Vol. 4, No. 1, March 2015 : 32 – 42 

39 

where 1C  and 2C  are positive constants, 1  and 2  are uniformly distributed random 

numbers in [0,1] interval and   controls the magnitude of v . 

Changing velocity in this way enables the particle i  to search around its individual best 
position ( )ip  and global best position ( )gp . Based on the updated velocities, each particle 

changes its position according to the following equation: 
 

( 1) ( ) ( 1)i i ix t x t v t            (2) 

 
The computation of PSO is easy and adds only a slight computation load when it is 

incorporated into GA. The detailed design algorithm of H-GA-PSO consists of three major 
operators: enhancement, crossover and mutation. In H-GA-PSO, GA and PSO both work with 
the same population. Based on the encoding scheme, sP  individuals forming the population are 

randomly generated. These individuals may be regarded as chromosomes in terms of GA, or as 
particles in terms of PSO. Then, new individuals in the next generation are created by 
enhancement, crossover and mutation operations [21- 22]. For clarity, the flow of these 
operations is illustrated in Figure 6. 

 
 

 
 

Figure 6: Flowchart of the H-GA-PSO method 
 
 
Enhancement, crossover, and mutation operators are described as follows: 

Enhancement: After the fitness in each generation with GA, the values of all the 
individuals in the same population are calculated and the top-half best-performing ones are 
marked. These individuals are regarded as elites. Instead of reproducing the elites directly to 
the next generation of GA, first the elites are enhanced by PSO. By using the enhanced elites 
as parents, the generated offspring will usually achieve better performance than those bred by 
original elites. The group constituted by the elites is regarded as a swarm, and each elite 
corresponds to a particle in it. By performing PSO on the elites, we may increase the search 
ability. Half of the population in the next generation is occupied by the enhanced individuals, 
others by crossover operation. 
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Crossover: To produce well performing individuals, in the crossover operation, parents 
are selected from the enhanced elites. To select parents for the crossover operation, the 
tournament-selection scheme is used in which two enhanced elites are selected at random, and 
their fitness values are compared to select the elite with better fitness value as one parent. Then 
the other parent is selected in the same way. Two offspring are created by performing crossover 
on the selected parents. Two-point crossover operation is used, where two crossover sites are 
randomly selected within the range of an individual and swapping occurs. These produced 
offspring occupy half of the population in the next generation. 

Mutation: In H-GA-PSO, mutation occurs in conjunction with the crossover operation. 
Here, uniform mutation is adopted, that is, the mutated gene is randomly drawn, uniformly from 
the corresponding search interval. In the simulations, a constant mutation-probability 0.1mP   is 

used. 
 

4.2. Computation and Problem Formulation of the Proposed H-GA-PSO Technique 
Based on the proposed algorithm, the software was developed using Matlab for proper 

selection of PID gain to control the buck-boost converter. 
The main target of this paper is improving the dynamic response of the buck-boost 

converter by using proper controller parameters. The following parameters are considered as 
the main objectives of optimization: 

Rise Time ( )RT , Settling Time ( )ST , Overshoot ( . )O S , Undershoot ( . )U S  and Steady 

state error ( )SSE . Regarding the mentioned parameters, the optimization problem is as below: 

 
(1 )*(1 )*(1 . )*(1 . )*(1 )R S SSJ T T O S U S E           (3) 

 
Subject to constraints which keep the PID gains in a predetermined interval. Here the 

interval is considered in [0, 50]. 
 
 

5. Simulation Results 
The optimization problem is solved by using H-GA-PSO technique and the optimization 

process and final fitness value is shown in Figure 7. The optimized fitness value is about 
1.03823. The controller parameters after applying proposed H-GA-PSO technique and the used 
parameters for optimization are given in Table 6. Table 7 shows the stability information of the 
converter system before and after applying the proposed H-GA-PSO tuned PID controller. 

 
 

 
Figure 7. Fitness optimized by using proposed H-GA-PSO method 

 
 

Table 6. PID parameters obtained from proposed H-GA-PSO method and the used parameters 
in optimization 

 

 

KP 0
KI 31.36
KD 0

Population size 50
Max iterations 20
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Table 7. Stability information of the converter system obtained before and after applying the 
proposed H-GA-PSO tuned PID controller 

Step response and 
frequency domain 

information 

before applying the 
controller 

after applying the 
controller 

TR(S)
 

6.5394X10-5 0.0136
TS(S)

 
0.0021 0.0243 

O,S(%) 76.5176 0 
U.S(%) 14.6460 0 

ESS
 

4 0 
Phase Margin -61.2 deg 89.4deg
Gain Margin -21.6 dB 25.8dB
Closed loop 

stable? 
No Yes 

 
 

Figure 8 shows the step response of the system before and after applying the designed 
PID controller. This shows that the open-loop system does not reject disturbances on the input 
voltage and cannot regulate the output voltage. 

Figure 9 shows the Bode diagrams of the system after applying the designed PID 
controller. The results prove the stability of the obtained system with the proposed controller. 

 
 

    
(a)                                                                                 (b) 

 
Figure 8. Step response of the converter system; (a) without controller; (b) with proposed H-GA-

PSO tuned PID controller 

 
 

Figure 9. Bode diagrams of the converter system after applying proposed H-GA-PSO tuned PID 
controller 

 
 

From the simulation results, it is obvious that the disturbance is rejected and this 
controller behaves very desirably in time-domain. Checking the bode diagrams depicts that the 
system has become a stable one. Also, calculations bring out the gain margin as 25.8dB  and a 

phase margin of 89.4deg  which are favorite frequency-domain response characteristics. Then, 

applying the proposed controller, the converter system becomes stable and regulated. 
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6. Conclusions 
In this paper, the application of a new method of the signal flow graph technique and 

Mason’s gain formula to extract the associated transfer functions and modeling a buck-boost 
converter is investigated. The transfer functions from input to output and control to output have 
been obtained. Employing the obtained functions, the stability analysis and deciding about the 
controller design is performed. Finally, the efficiency of the proposed H-GA-PSO tuned PID 
controller as a model based technique to design a proper control system is shown. The 
proposed control system employs the PID controller with a special adjustment for proper setting 
of the control responses. 
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