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ABSTRACT 

Network virtualization has been identified as the mainstay of the current and future success of cloud computing 

networks. In this work, we study Virtual Network Embedding (VNE) over Optical Orthogonal Frequency 

Division Multiplexing (O-OFDM) networks as a means of allocating resources in a cloud computing network 

environment. We investigate two approaches to embed virtual networks in IP over O-OFDM networks: power 

minimized O-OFDM networks and spectrum minimized O-OFDM networks. The results show that the virtual 

network embedding in both power and spectrum minimized IP over O-OFDM networks outperform VNE in a 

100 Gb/s IP over WDM network with average power savings of 63% and 17%, respectively.  

Keywords: Cloud Networks, Virtualization, Virtual Network Embedding, OFDM, WDM, Energy Efficiency.  

1. INTRODUCTION 

The ever growing uptake of cloud computing with its different models, such as software as a service (SaaS), 

platform as a service (PaaS) and infrastructure as a service (IaaS) [1], as a widely accepted computing paradigm 

calls for novel approaches to the design of the network architecture that support these services. The authors in [2] 

have stated that the current and future success of cloud computing networks will greatly depend on network 

virtualization. Network virtualization allows multiple heterogeneous virtual network architectures to coexist on a 

shared physical platform, therefore providing scalability, customised and on demand allocation of resources and 

the promise of the efficient use of network resources [3]. Network virtualization will fulfil the requirements of 

future cloud networks where clients are expected to be able to specify bandwidth and processing requirements 

for hosted applications [4]. The shared physical platform where virtual networks are embedded is called the 

substrate network. The embedding is done using a class of algorithms commonly known as “Virtual Network 

Embedding (VNE)” algorithms. The VNE problem has been extensively investigated in literature from different 

perspectives such as load balancing in infrastructure networks [5, 6], improving network resilience [7] and 

energy efficiency through node consolidation [8-10]. Fig.1 shows the embedding of virtual network requests in 

an IP over WDM network. 

    Wavelength division multiplexing (WDM) has been the preferred optical transport technology for core 

networks in the last decade [11-14]. However, the rigid nature of WDM and its coarse granularity has created a 

bandwidth mismatch between the application layer with bandwidth requirements varying from several to 

hundreds of Gb/s, and the wavelength channels with data rates of 10 Gb/s and beyond, resulting in inefficient 

utilization of the network resources. Elastic spectrum allocation, where connection requests are allocated the 

minimum spectral resources required, has been proposed as a promising solution to support fine granularity. 

Recently, orthogonal frequency-division multiplexing (OFDM) has been proposed as an enabling technique for 

elastic optical networks [15, 16]. Optical OFDM (O-OFDM) based networks provide flexible bandwidth by 

supporting the allocation of a variable number of subcarriers and adapting the modulation format of subcarriers, 

resulting in significant reduction in the power consumption of the network compared to conventional WDM 

networks. In [15, 16] we studied the energy efficiency of O-OFDM based networks. We developed a mixed 

integer linear programming model to minimise the total power consumption of O-OFDM networks. We 

considered in addition to flexible allocation of subcarriers, distance-adaptive spectrum allocation where the 

modulation format of subcarriers is adapted according to OSNR, which is mostly associated with the 

transmission distance [17]. The flexibility of O-OFDM based networks in allocating spectrum resources 

according to the network requirements makes them a suitable technology for virtualization in cloud computing 

networks. 

    The authors in [18] have investigated the concept of Virtual Optical Network Embedding (VONE) over elastic 

flexible-grid optical networks with the aim of reducing the blocking probability of VN requests. The authors in 

[19] have considered coordinated virtualization of optical networks and IT resources of distributed data centres 

taking into account the optical layer constraints and impairments. In this work, we study the energy efficiency of 

VNE in O-OFDM cloud networks. We extend the MILP model for energy efficient VNE in IP over WDM 

networks developed in [10] to consider embedding in an IP over O-OFDM substrate network and compare it to 

VNE in IP over WDM networks. 
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Fig. 1: Virtual Network Embedding in an IP over WDM Network 

 

      The remainder of this paper is organized as follows: In Section 2, we present VNE in O-OFDM cloud 

networks. In Section 3, we present the results of the model and analyse them and we finally conclude the paper 

in Section 4.  

2. VNE IN O-OFDM CLOUD NETWORKS 

In this section we extend the MILP model for energy efficient VNE in IP over WDM networks developed in 

[10] to consider embedding in an IP over O-OFDM substrate network. The extended model minimizes the power 

consumption associated with the embedding of virtual network requests and optimizes the location of data 

centres while meeting the embedding demands. We only consider the power consumption in data centres that is 

attributed to the embedding of virtual machines which is a function of the number of CPU cores embedded and 

the power consumption per core. The data center power consumption in this case cannot be reduced through 

consolidation as the power consumption of data centers is a function of the number of embedded CPU cores and 

not the number of activated data centers. Therefore we only consider minimizing the network power 

consumption in our objective. In addition to the objective of minimizing the power consumption, we considered 

VNE in IP over O-OFDM networks that minimize the utilization of the optical spectrum in the network.   

     The O-OFDM substrate network is modelled under similar scenarios to those considered in [15], where the 

maximum modulation format supported by a link is OSNR dependent, the maximum number of subcarriers an 

OFDM transponder can process is limited, and no grooming in the IP layer is required as the flexibility of 

OFDM can provide each traffic demand with the data rate needed. 

     In modelling the power consumption of the network, we consider the three most power consuming 

components in the network; IP Router ports, Transponders and Erbium Doped Fibre Amplifiers (EDFAs). To 

enable bandwidth flexible transmissions, the fixed-bandwidth components used in WDM networks need to be 

replaced with network components that can work at flexible rates.  In [15] we studied the power consumption of 

these components in an optical OFDM-based network and compared it with the power consumption of similar 

components in IP over WDM networks. We assumed an adaptive line rate (ALR) power profile for the IP ports 

to calculate the power consumption of router ports. EDFAs can be used in OFDM-based optical networks as they 

can simultaneously amplify many data channels at different wavelengths within its gain region [20]. The power 

consumption of the OFDM transponder mainly depends on the electronic processing, modulation level used and 

the number of supported subcarriers. Therefore, a transponder using the highest modulation level with a maximal 

number of subcarriers (maximum rate) would have the highest power consumption. We assumed an ALR power 

profile to estimate the power consumption of transponders working at lower rates [21].  

3. RESULTS 

  We have considered the 14 node NSFNET network shown in Fig. 2 as the cloud infrastructure (substrate) 

network. The NSFNET network is considered to have a total of seven data centres whose location is optimally 

selected by the models for minimal power consumption. We have depicted an enterprise cloud service solution 

where enterprise clients request virtual machines with a specific number of CPU cores per virtual machine and 

also specify bandwidth requirements to carry bidirectional symmetric traffic to the virtual machines. We study 



the embedding of 45 virtual network requests of enterprise clients. The number of virtual machines per virtual 

network request is uniformly distributed between 1 and 5 and the CPU cores and link bandwidth are uniformly 

distributed according to the loads in Table I.  These loads depict applications whose networking requirements 

vary in proportion to CPU processing requirements. Examples include online video gaming and augmented 

reality applications for live video streaming of sports. We have limited the capacity of the network links to 32 

wavelengths, however the data centres are un-capacitated to emphasise the differences between embedding in IP 

over WDM networks and embedding in IP over O-OFDM networks.  

      The concentration of enterprise clients at a substrate node is based on the population of the states where the 

cities (nodes) of the NSFNET network are located (see Fig. 2). In the case of California where we have two 

cities in one state (nodes 1 and 3), we have evenly distributed the population of the state between the cities. We 

consider a node consolidation factor (α) of !, which means that we are allowing collocation of virtual machines 

belonging to the same request. 

 

Table I 

CPU Cores and Link Bandwidth Distribution 

Load CPU Cores 
Distribution 

Link Bandwidth 
Distribution 

1 1 - 5 10Gb/s – 40Gb/s 

2 3 - 7 20Gb/s – 50Gb/s 

3 5 - 9 30Gb/s – 60Gb/s 

4 7 - 11 40Gb/s – 70Gb/s 

5 9 - 13 50Gb/s – 80Gb/s 

6 11 - 15 60Gb/s – 90Gb/s 

7 13 - 17 70Gb/s – 100Gb/s 

8 14 - 19 80Gb/s – 110Gb/s 

 

 

 

Fig. 2: NSFNET Network with normalized population distribution 

 

Similar to our work in [16], we have considered both conventional WDM and O-OFDM networks to have a 

channel bandwidth of 50GHz. The maximum number of subcarriers for each OFDM channel is 10, each of 

5GHz where two of the channels are used as guard bands. In conventional IP over WDM networks, the available 

capacity is limited by the worst-case optical path. We assumed a 100 Gb/s line rate per WDM channel. As 

discussed in [15], BPSK (1 bit/symbol) is used to modulate subcarriers over the largest transmission distance in 

NSFNET (2000 km). The modulation format increases by 1 bit/symbol as the transmission distance decreases to 

half. So, for the optical OFDM-based network at 1000 km, QPSK (2 bits/symbol) can be used and at 500 km 

8QAM (3 bits/symbol) can be used. With 8QAM, the highest modulation level for optical OFDM, the maximum 

line rate for an OFDM transponder ��!∀#  is: 5(GHz)!3(Bits/Hz)!8=120Gb/s. 

     Table II shows the network parameters in terms of number of wavelengths, wavelength rate, distance between 

two neighbouring EDFAs and power consumption of different network components. The power consumption of 

an OFDM transponder working at the maximum rate of 120 Gb/s was estimated in [15] as 204.4 W. We assumed 

a cubic ALR to estimate the power consumption of OFDM transponders working at lower rates. A linear power 



profile is considered to estimate the power consumption of router ports working at different rates given the 

power consumption 25W per Gb/s [15]. 

 

TABLE II 

NETWORK PARAMETERS 

Distance between two neighboring EDFAs  80 (km) 

Power consumption of a 100Gb/s WDM 
transponder 

135 (W) 

Power Consumption of an OFDM 

transponder  at Maximum Line Rate ��!∀# 

200 (W) 

Power consumption per Gb/s of an IP 
router port 

25W/Gb/s 

Power consumption of an EDFA 8 (W) 

 

We compare the VNE in the power minimized and the spectrum minimized IP over O-OFDM cloud network 

based networks to VNE in conventional IP over WDM networks in terms of energy efficiency considering the 

lightpath bypass approach. All the models have selected the most populous nodes (1, 3, 6, 8, 9, 11 and 12) to 

locate data centres to serve demands locally as much as possible so the used network resources are minimized. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Power Consumption Considering Power Minimized O-OFDM based Network and Conventional WDM 

      The power consumption in the optical layer in Fig. 3 shows that VNE over both the power and spectrum 

minimized IP over O-OFDM based networks has outperformed VNE in IP over WDM networks by average 

power savings of 63% and 17%, respectively. The power minimized O-OFDM network selects the route and the 

modulation format that will result in the minimum power consumption while the spectrum minimized O-OFDM 

network selects the route that can support highest modulation format to minimize the used spectrum. However, 

since the capacity of the links is limited, the two models might consume the same amount of power to embed 

some of the virtual network requests at high loads under two scenarios; The first scenario is when the number of 

available subcarriers on the only available route is limited so the two models have to adopt the maximum 

modulation format to create enough capacity to embed the bandwidth requirement. The second scenario is when 

the bandwidth requirement has to be embedded over a longer route that can only support the lowest modulation 

format so the two models will have to adopt the lowest modulation format.      

4. CONCLUSIONS 

This paper has investigated the energy efficiency of virtual network embedding in IP over O-OFDM cloud 

networks where the ability to flexibly utilize the spectral resources of the network makes O-OFDM networks a 

good candidate for current and future cloud networks. We have considered two approaches for VNE in IP over 

O-OFDM networks: power minimized O-OFDM networks and spectrum minimized O-OFDM networks. 

Compared to VNE in conventional IP over WDM networks, the power minimized results show that VNE over 

both of the power and spectrum minimized IP over O-OFDM networks has outperformed the VNE in a 100 Gb/s 

IP over WDM network with average power savings in the optical layer of 63% and 17%, respectively.  
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